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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Leo L. Beranek Receives Awards
On 6 October 2004, the Institute of Acoustics awarded Leo L. Beranek

an Honorary Fellowship with the citation ‘‘Leo Beranek has inspired gen-
erations of acousticians through his publications. As co-founder and Presi-
dent of Bolt Beranek and Newman, he created an acoustical consulting
company that became synonymous with acoustical excellence throughout
the world. For his outstanding contributions to leadership, publications and
inspirational work in acoustics, The Institute of Acoustics is proud to award
to him an Honorary Fellowship.’’ The Institute of Acoustics, with about
2500 members, is the United Kingdom’s professional body for those work-
ing in acoustics, noise, and vibration. It was formed in 1974 from the amal-
gamation of the Acoustics Group of the Institute of Physics and the British
Acoustical Society.

On 15 November 2004, during the ASME International Mechanical
Engineering Congress, the 2004 Per Bruel Gold Medal for Noise Control
and Acoustics was awarded to Leo L. Beranek ‘‘for exemplar leadership in
formulating and disseminating practical and useful applications of today’s
most advanced technologies in noise control and acoustics, and for author-
ing a series of seminal textbooks that provide educators and practitioners
with methods of application for these technologies.’’ Founded in 1880 as the
American Society of Mechanical Engineers, today’s ASME is a 120 000-
member professional organization focused on technical, educational, and
research issues of the engineering and technology community.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2005
16–20 May 149th Meeting joint with the Canadian Acoustical As-

sociation, Vancouver, Canada@Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; WWW: http://
asa.aip.org#.

16–19 May Society of Automotive Engineering Noise & Vibration
Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084; Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

18–22 July 17th International Symposium on Nonlinear Acoustics,
State College, PA@Anthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,
University Park, PA 16802; Tel.: 814-865-6364; E-mail:
ISNA17@outreach.psu.edu; WWW: http://
www.outreach.psu.edu/c&i/isna17/#.

17–21 October 150th Meeting joint with Noise-Con, Minneapolis, MN
@Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders, add $11
per index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; nonmembers $90~clothbound!.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616. Price: ASA members $50;
nonmembers $90~paperbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Concert Halls and Opera Houses:
Music, Acoustics, and Architecture
„Second Edition …

Leo L. Beranek

Springer-Verlag, New York, 2003.
712 pp. Price: $69.00 (hardcover), ISBN: 0387955240.

This is the third in a trilogy of books that document the enormous
contributions of Leo Beranek to the understanding of the acoustics of halls
for music performance. All three have been written in language understand-
able not only to acousticians but to musicians, music critics, architects,
engineers, administrators and managers of orchestras, and all involved in the
decision-making process in the building, renovation, and day-to-day man-
agement of music performance facilities. The late Editor-in-Chief of the
Journal of the Acoustical Society of America, Dan Martin, was effusive in
his praise of both previous books:Music, Acoustics and Architecture~Wiley,
1962!, andConcert and Opera Halls—How they sound~Acoustical Society
of America, 1996!. In his review of the 1996 volume, Martin quotes from
his 1962 review: ‘‘No previous treatment of architectural acoustics has ap-
proached the level of musical understanding and appreciation that the author
~Beranek! has revealed.’’ Martin’s words have proven prophetic, and no less
can be said about this concluding volume of the trilogy.

The 1962 book,Music, Acoustics, and Architecture~MAA !, provided
at least the following four ground-breaking features that were further devel-
oped and enhanced in the subsequent 1996 and 2003 books: First, a common
vocabulary was established so that acousticians might better communicate
with musicians about the complex subjective and objective attributes of a
hall’s acoustics. Second, Beranek first identified the many interdependent
acoustical metrics, beside a hall’s reverberance, that go toward a listener’s or
performer’s subjective evaluation of a hall’s acoustics. Third~and in this
reviewer’s judgment, most significantly!, Beranek provided acoustical and
architectural data on some 54 halls from around the world in a consistent
format that permitted meaningful comparative studies by researchers and
hall designers alike. Finally, MAA provided model guidelines for evaluating
or predicting the acoustical performance of both existing and new halls.
Chief among these attributes related to a hall’s ‘‘acoustical intimacy,’’
initial-time-delay-gap was introduced and remains a significant indicator of
a hall’s acoustical quality.

The 1996 book,Concert and Opera Halls—How They Sound~C&OH-
HTS!, resulted largely from concerted pressure by Beranek’s colleagues to
produce a revised and updated version of the 1962 book. In a JASA tutorial
‘‘Concert Hall Acoustics 1992’’@J. Acoust. Soc. Am.92, 1–39 ~1992!#,
Beranek assessed the enormous progress that had taken place in the previous
three decades since the publication of MAA and included these results in a
chapter of C&OH-HTS. Also included were many of the new halls built
since the 1960s, bringing the total number of halls to 76. The numerical hall
evaluation scales first proposed in MAA were also refined and transformed
in new chapters reflecting current research results and applications experi-
ence, all of which was continuing at a quickening pace in many countries
throughout the world. Beranek was deeply involved in the Japanese research
in particular, as well as in the design of new halls in Japan. He, along with
his colleagues, produced numerous professional papers on their work in both

the Japanese and American Acoustical Societies. When copies of C&OH-
HTS were exhausted in less than four years, the author concluded that a new
revised edition was appropriate. Thus, the third book in the trilogy,Concert
Halls and Opera Houses: Music, Acoustics and Architecture (Second Edi-
tion).

A listing of the chapter titles of the new 2003 book reveals that it has
all the desirable features of the 1962 and 1996 versions plus some: Chap. 1,
‘‘Music and Acoustics;’’ Chap. 2, ‘‘The Language of Acoustics;’’ Chap. 3,
‘‘100 Concert Halls and Opera Houses;’’ Chap. 4, ‘‘Acoustics of Concert
Halls;’’ and Chap. 5, ‘‘Acoustics of Opera Houses.’’ In addition, there are
three useful appendices: Appendix 1, ‘‘Terms, Definitions and Conversion
Factors;’’ Appendix 2, ‘‘Acoustical Data for Concert Halls and Opera
House;’’ and Appendix 3, ‘‘Equations, Technical Data and Sound Absorption
Coefficients.’’ Twenty-four new halls have been added since the 1996 book
and, as can be inferred from Table I below, it covers important halls through-
out the world. Beranek has maintained his previous rules to include only
halls on which he has complete and credible acoustical and physical data, as

TABLE I. Geographical distribution of halls included in studies for 1962,
1996, and 2003 books.

MAA
~1962!

C&OH/HTS
~1996!

CH&OH/MAA
~2003!

Argentina 1 1 1
Australia 0 1 1
Austria 3 3 4
Belgium 1 1 1
Brazil 0 0 1
Canada 2 3 2
China 0 0 2
Denmark 2 2 2
Finland 2 1 1
France 1 3 3
Germany 8 9 11
Great Britain 8 11 12
Greece 0 0 1
Hungary 0 1 2
Israel 2 2 2
Italy 1 1 2
Japan 0 7 12
Malaysia 0 0 1
Mexico 0 1 1
Netherlands 1 2 2
New Zealand 0 1 1
Norway 0 0 1
Spain 0 0 2
Sweden 1 1 1
Switzerland 3 2 3
Taiwan 0 1 1
USA 17 21 26
Venezuela 1 1 1

Total halls 54 76 100
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well as halls that he has personally visited and has heard musical perfor-
mances in. The fact that all of the architectural drawings are easily scalable
facilitates comparative studies and makes the book an invaluable resource
for architects and acousticians alike.

As with Beranek’s previous two books,Concert Halls and Opera
Houses: Music, Acoustics, and Architectureis not intended to be read in
detail by all who may be involved in the decision-making roles involved
with designing, renovating, and managing concert halls and opera houses.
Rather, CH&OH:MAA may be likened to an encyclopedia that can be re-
ferred to repeatedly as needed. For example, musicians will find Chaps. 1
and 2 of most benefit in helping to understand the relationships between
their art form and the forms of performance spaces most suitable to them.
They also address the dilemma that a single hall may not always be ideal for
all types of music that may be performed there. Architects and hall designers
will find Chap. 3 the most valuable, and will probably refer to many of the
halls over and over again as their new hall design takes shape. Acousticians
and musicians alike will be interested in Beranek’s rank ordering of 58 of
the halls in Chap. 4 that was developed from interviews and questionnaires
from experienced listeners, including well over 100 conductors and music
critics.

In all, this book is destined to become the premier reference book for
concert halls and opera house acoustics. It belongs in the libraries of every-
one involved in their design and use.

WILLIAM J. CAVANAUGH
Natick, MA

Acoustic Absorbers and Diffusers, Theory,
design and application

T. J. Cox and P. D’Antonio

Spon Press, London, 2004.
405 pp. Price: $159.95 (hardcover), ISBN: 0-415-29649-8.

After Marshall, Hyde, and Barron first successfully installed number-

theoretic~‘‘Schroeder’’! diffusors in Wellington Town Hall in New Zealand,
Peter D’Antonio was the first entrepreneur to make reflection phase gratings
~RPGs! based on quadratic residues widely available. The present volume is
the gist of his and his collaborators’ experience with these structures and
their cousins in the field of architectural acoustics during the last quarter
century.

After general introduction, separate chapters focus on basic principles
of absorbers and diffusors and the measurement of their properties. Porous
and resonant absorbers are discussed in detail, as are random geometric and
number-theoretic diffusors both in one and two dimensions. Of particular
interest is a final chapter on active absorption and diffusion, as well as
hybrid ~active–passive! systems.

The book is profusely and exceedingly well illustrated. There are nu-
merous helpful references and several appendices on absorption coefficients
~from draperies to wooden pews!, sevenMATLAB programs, and extensive
diffusion-coefficient tables~from semicylinders and triangles to quadratic-
residue and primitive-root diffusors!.

Diffusor applications to roadside noise barriers, ‘‘street canyons’’ as
well as recording studios and music practice rooms are likewise treated.

Of particular interest are the authors’ fractal diffusors~‘‘diffractals’’ !,
which embed high-frequency diffusors within a low-frequency diffusor. I
was also intrigued by their 2D hybrid diffusors which make use of perfo-
rated masks of binary maximum-length sequences whose period-length can
be factored. Thus, for example, 2102151023531333. ~Such masks have
also been used in x-ray astronomy for imaging distant x-ray emitting stars.
There seems to be no end to the useful applications of number theory to
practical problems.!

The book can be highly recommended to workers in the field as well
as scientists interested in a broad range of problems and solutions for acous-
tical absorbers and diffusors for all kinds of waves~sonar, radar, light!.

MANFRED SCHROEDER
University of Goettingen
Drittes Physikalisches Institut
37073 Goettingen, Germany
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After Marshall, Hyde, and Barron first successfully installed number-
theoretic~‘‘Schroeder’’! diffusors in Wellington Town Hall in New Zealand,
Peter D’Antonio was the first entrepreneur to make reflection phase gratings
~RPGs! based on quadratic residues widely available. The present volume is
the gist of his and his collaborators’ experience with these structures and
their cousins in the field of architectural acoustics during the last quarter
century.

After general introduction, separate chapters focus on basic principles
of absorbers and diffusors and the measurement of their properties. Porous
and resonant absorbers are discussed in detail, as are random geometric and
number-theoretic diffusors both in one and two dimensions. Of particular
interest is a final chapter on active absorption and diffusion, as well as
hybrid ~active–passive! systems.

The book is profusely and exceedingly well illustrated. There are nu-
merous helpful references and several appendices on absorption coefficients
~from draperies to wooden pews!, sevenMATLAB programs, and extensive

diffusion-coefficient tables~from semicylinders and triangles to quadratic-
residue and primitive-root diffusors!.

Diffusor applications to roadside noise barriers, ‘‘street canyons’’ as
well as recording studios and music practice rooms are likewise treated.

Of particular interest are the authors’ fractal diffusors~‘‘diffractals’’ !,
which embed high-frequency diffusors within a low-frequency diffusor. I
was also intrigued by their 2D hybrid diffusors which make use of perfo-
rated masks of binary maximum-length sequences whose period-length can
be factored. Thus, for example, 2102151023531333. ~Such masks have
also been used in x-ray astronomy for imaging distant x-ray emitting stars.
There seems to be no end to the useful applications of number theory to
practical problems.!

The book can be highly recommended to workers in the field as well
as scientists interested in a broad range of problems and solutions for acous-
tical absorbers and diffusors for all kinds of waves~sonar, radar, light!.

MANFRED SCHROEDER
University of Goettingen
Drittes Physikalisches Institut
37073 Goettingen, Germany

SOUNDINGS

988 J. Acoust. Soc. Am. 117 (1), March 2005 0001-4966/2005/117(1)/988/1/$20.00 © 2005 Acoustical Society of America



REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
ROBERT C. WAAG, Univ. of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

6,806,593

43.38.Ar THIN FILM ELECTRET MICROPHONE

Yu-Chong Tai et al., assignors to California Institute of
Technology

19 October 2004„Class 307Õ400…; filed 15 May 2001

The authors describe in detail a specific manufacturing process for
MEMS ~microelectromechanical system! electret microphones to meet ever-

growing needs in today’s communications activities. Manufacturers in this
field will want to study the patent in detail.—JME

6,785,393

43.38.Bs AUDIO TRANSDUCERS

Markku Lipponen et al., assignors to Nokia Mobile Phones,
Limited

31 August 2004„Class 381Õ191…; filed in Finland 2 December 1999

The illustration shows what appears to be a conventional electrostatic
loudspeaker. In this case, however, statorS2and diaphragmACT are trans-

parent, allowing the user to see statorS1, which is also an electrical display
panel. The arrangement is intended to save space in a cellular telephone.—
GLA

6,785,397

43.38.Ja ELECTRO-ACOUSTIC CONVERTER

Barry Arnstein, Ivanhoe, Australia
31 August 2004„Class 381Õ423…; filed in Australia

16 February 2001

Flextensional transducers are well-known prior art, both as conven-
tional loudspeakers and in underwater sound. There is nothing in this patent
to indicate familiarity with either field. Most of the text is taken up with a
long explanation of how a flextensional diaphragm works, yet there is no

mention of the tricky pleated geometry required to make it work. The
smooth, barrel-shaped diaphragm shown probably functions more like a
bending wave transducer. The one novel feature of the invention appears to
be the use of dual driving motors. Has no one thought of this before?—GLA
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6,788,794

43.38.Ja THIN, LIGHTWEIGHT ACOUSTIC
ACTUATOR TILE

Robert Corsaro et al., assignors to The United States of America
as represented by the Secretary of the Navy

7 September 2004„Class 381Õ152…; filed 1 October 2002

This invention is a low-frequency transducer intended for use in active
noise control applications. What appears to be a free-edge diaphragm10 is
driven by several PZT bender elements12 which are supported by backing
structure15. Movement of the bender elements is transferred to the dia-

phragm through flexible strips13, thus allowing relatively long excursions
with relatively little restraint. In use, the assembly might be attached to the
interior of an aircraft cabin, presumably with no air seal between the edges
of the diaphragm and the mounting surface, yet useful output down to 30 Hz
is emphasized.—GLA

6,792,115

43.38.Ja APPARATUS FOR GENERATING
HARMONICS IN AN AUDIO SIGNAL

Matthias Vierthaler, assignor to Micronas GmbH
14 September 2004„Class 381Õ61…; filed in Germany

18 November 1999

To compensate for the frequency characteristics of loudspeaker driv-
ers, nonlinear harmonics can be used to generate the missing lower harmon-
ics. The scheme shown here uses a 200-Hz low-pass filter32 followed by a

variable low-pass filter with a corner frequencyfc. The nonlinear generator
NL1 38 is filtered by the bandpass filterBP2 40and added to the original
signal at the summer42.—MK

6,792,126

43.38.Ja INFORMATION PROCESSING DEVICE
AND SPEAKER UNIT APPLICABLE THERETO

Hideyuki Okuno and Wataru Tanaka, assignors to Fujitsu
Limited

14 September 2004„Class 381Õ412…; filed in Japan 15 May 1998

The case of your portable computer probably includes small perforated
areas in front of tiny loudspeakers. However, prior art includes several meth-
ods of using an inertia transducer to drive the case itself. In this variant, a

special portion30 of the case is utilized as a clamped-edge diaphragm
driven by a conventional moving-coil motor.—GLA

6,792,121

43.38.Lc AUDIO SIGNAL AMPLIFIER CIRCUIT AND
PORTABLE TELEPHONE SET AND PORTABLE
ELECTRONIC DEVICE USING THE SAME AUDIO
SIGNAL AMPLIFIER CIRCUIT

Yasuyuki Koyama and Masanori Fujisawa, assignors to Rohm
Company, Limited

14 September 2004„Class 381Õ120…; filed in Japan 17 April 2000

The circuit shown is a low-voltage, integrated circuit audio power
amplifier that might be used in a mobile telephone or portable CD player.
The values of input and output coupling capacitorsCin andCo require these
to be outboard components, taking up valuable space. The output capacitor
presents the biggest problem since it must be 2000 mf or larger to drive a

low-impedance loudspeaker. Well, why not use a small capacitor and then
equalize the amplifier to make up for the resulting droop in bass response?
The invention takes this approach by adding componentsCa andRa to the
feedback loop. The question of how an already underpowered amplifier can
produce the required voltage swing is not discussed.—GLA
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6,462,264

43.38.Md METHOD AND APPARATUS FOR AUDIO
BROADCAST OF ENHANCED MUSICAL
INSTRUMENT DIGITAL INTERFACE „MIDI… DATA
FORMATS FOR CONTROL OF A SOUND
GENERATOR TO CREATE MUSIC, LYRICS, AND
SPEECH

Carl Elam, Baltimore, Maryland
8 October 2002„Class 84Õ645…; filed 26 July 1999

The author of this patent wishes to encode MIDI events for transmis-
sion over a rf channel such as television or radio. It is a pity that no mecha-
nism was even discussed that would make it possible for these completely
incompatible receivers to process the MIDI stream. Furthermore, the writer
is so fervent in his MIDI belief, that he also wants to encode speech using
MIDI.—MK

6,473,019

43.38.Md LOW CAPACITANCE, LOW KICKBACK
NOISE INPUT STAGE OF A MULTI-LEVEL
QUANTIZER WITH DITHERING AND MULTI-
THRESHOLD GENERATION FOR A MULTI-BIT
SIGMA-DELTA MODULATOR

Antti Ruha et al., assignors to Nokia Corporation
29 October 2002„Class 341Õ143…; filed 21 June 2001

The use of dither in a sigma delta converter serves at least three pur-
poses:~1! redistribution of quantization noise;~2! decorrelation of quanti-
zation; and~3! reduction of idle tones. In this invention, the authors address
specific concerns related to switched-capacitor converters, specifically the
‘‘kickback noise,’’ which is the transient switching noise generated at com-
parator inputs when changing from latching to tracking. Circuit heads will
like the schematics.—MK

6,760,635

43.38.Md AUTOMATIC SOUND REPRODUCTION
SETTING ADJUSTMENT

Cary Lee Bateset al., assignors to International Business
Machines Corporation

6 July 2004„Class 700Õ94…; filed 12 May 2000

This sound control system operates on individual components of the
sound system to produce a desired overall acoustic effect, for example, in an
automobile. Individual volume and tone control settings may be stored for
specific content, such as individual tracks from a CD or a specific news
broadcast. A sentence in the patent says that ‘‘the current song information is
identified by the CPU.’’ How this is to be done is not further discussed.—
DLR

6,785,656

43.38.Md METHOD AND APPARATUS FOR
DIGITAL AUDIO PLAYBACK USING LOCAL
STORED CONTENT

Stelios Patsiokaset al., assignors to XM Satellite Radio,
Incorporated

31 August 2004„Class 704Õ500…; filed 5 June 2001

You can now patent a business plan—or so it appears. Here, XM
Satellite Radio describes in the broadest terms the fundamentals behind their
system. Details of even the vaguest kind are conspicuously absent.—MK

6,792,122

43.38.Si ACOUSTIC DEVICE

Haruo Okada et al., assignors to Pioneer Corporation
14 September 2004„Class 381Õ151…; filed in Japan

28 December 1998

Tactile sensations are sometimes included with airborne sound repro-
duction for added impact and enjoyment. At one time or another, inventors

have designed vibrating chairs, headrests, dance floors, and lollipops. This
new Pioneer headset includes a vibrating appendage that contacts the user’s
cervix.—GLA

6,785,563

43.38.Si MOBILE TERMINAL OPERATING IN
TELEPHONIC AND TACTILE MODES

Tadashi Tsukamoto, assignor to NEC Corporation
31 August 2004„Class 455Õ567…; filed in Japan 12 May 2000

Most cellular telephones allow the user to switch between an audible
mode and a silent vibration signal. This patent explains how to make the
vibrator serve as an interrupt signal during normal voice operation.—GLA

6,788,798

43.38.Si METHOD AND ARRANGEMENT FOR
IMPROVING LEAK TOLERANCE OF AN EARPIECE

Juha Backman, assignor to Nokia Mobile Phones Limited
7 September 2004„Class 381Õ372…; filed in Finland 6 October 1997

Headphones are normally designed and tested with the assumption that
the earpiece will be sealed against the user’s ear. In the case of a mobile
telephone, however, an uncontrolled air leak is almost certain to be present,
causing substantial low-frequency attenuation. To improve air leak toler-
ance, energy from the rear of the diaphragm can be conducted through one
or more tuned chambers and used to load the front of the diaphragm, like a
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miniature R-J speaker enclosure. In this improved variant, front and rear
energy are combined at the user’s ear through openings305 and320 rather
than in front chamber304. With this arrangement, the various acoustical
impedances can be optimized such that a change in air volume307has only
a minor effect on sound quality.—GLA

6,795,718

43.38.Si HEADSET COMMUNICATION DEVICE

Hyon S. Bae, assignor to Youngbo Engineering, Incorporated
21 September 2004„Class 455Õ575.2…; filed 15 February 2002

This very small, lightweight, all-in-one wireless headset is the aural
equivalent of pince-nez eyeglasses—it is entirely supported by earbud40.
‘‘The battery pack and the ear bud are further positioned on the casing to

equally distribute the weight and ... prevent unnecessary movement of the
headset ... during operation.’’—GLA

6,798,889

43.38.Vk METHOD AND APPARATUS FOR MULTI-
CHANNEL SOUND SYSTEM CALIBRATION

Sam Dicker et al., assignors to Creative Technology Limited
28 September 2004„Class 381Õ303…; filed 13 November 2000

Setting up a modern surround-sound system in the typical home envi-
ronment can be both a daunting and tiresome task if the standard ITU
playback array is to be duplicated. But wait; there is an easier way to
achieve this goal. You don’t really have to position each loudspeaker exactly
at its target position when an approximation will probably suffice. What you
then do is ‘‘collimate’’ the system by individually adjusting the outputs of

the loudspeakers in terms of level, relative delay, polarity, and frequency
response until all these factors coalesce and have been justified at the target
listening position. If all of this were to be done manually it would take a
very long time. What the authors have done here is to automate the process
via a graphic user interface that appears to be interesting, innovative, and
intuitive.—JME

6,804,358

43.38.Vk SOUND IMAGE LOCALIZING PROCESSOR

Seiji Kawano, assignor to Sanyo Electric Company, Limited
12 October 2004„Class 381Õ17…; filed in Japan 8 January 1998

The patent deals with stereo~dual-loudspeaker! playback strategies for
creating the semblance of a surround-sound field, with source specificity,
enveloping a listener positioned along the median plane of the playback
array. The typical program input to such a system would be the five discrete
channels from a Dolby digital, DTS, or one of several MPEG audio sources.
The basic requirements for doing this have been visited and revisited many
times over the last two decades, most notably by Cooper and Bauck~JAES,
37, 1/2!, yet the patents keep coming. The author does not appear to have
broken any new ground here, but those in this field may want to review the
patent nevertheless.—JME

6,756,700

43.60.Bf SOUND-ACTIVATED WAKE-UP DEVICE
FOR ELECTRONIC INPUT DEVICES HAVING
A SLEEP-MODE

Yu-Wen Zeng, assignor to Kye Systems Corporation
29 June 2004„Class 307Õ112…; filed 13 March 2002

As portable and hand-held devices become more widespread, there is
increasing interest in methods of conserving battery power as much as pos-
sible. One way of doing this, which has only been partially successful, is the
use of a sleep mode. The solution offered here is to use a wake-up signal
with significant low-frequency content, such as would be produced by
touching or moving the device. Such a signal is more akin to vibration than
audible sound, is easier to filter, and will typically have a greater amplitude
difference between true and false candidate signals.—DLR
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6,763,116

43.66.Ts HEARING AID AND OPERATING METHOD
THEREFOR WITH CONTROL DEPENDENT ON
THE NOISE CONTENT OF THE INCOMING AUDIO
SIGNAL

Roland Barthel and Torsten Niederdränk, assignors to Siemens
Audiologische Technik GmbH

13 July 2004„Class 381Õ312…; filed in Germany 24 September 2001

The input signal to a hearing aid is analyzed for the presence of pre-
defined, unwanted disturbances using, if necessary, antennas in additional to
the hearing aid microphone. If an interference signal, such as that from a
cellular telephone, is thought to be present, the hearing aid switches param-
eter settings to minimize the interference.—DAP

6,755,657

43.70.Dn READING AND SPELLING SKILL
DIAGNOSIS AND TRAINING SYSTEM AND METHOD

Janet M. Wasowicz, assignor to Cognitive Concepts, Incorporated
29 June 2004„Class 434Õ167…; filed 8 November 2000

This patent represents another entry into the field of computer game-
based speech training. Various game scenarios are available for teaching
improvements in auditory processing, phonological awareness, morphologi-
cal awareness, visual orthographic memory, and reading and spelling skills.
Individual scenarios may be combined in various ways to provide a com-
prehensive training regimen customized for a particular required skill set.—
DLR

6,754,560

43.71.An ROBOT DEVICE, ROBOT DEVICE ACTION
CONTROL METHOD, EXTERNAL FORCE
DETECTING DEVICE AND EXTERNAL FORCE
DETECTING METHOD

Masahiro Fujita et al., assignors to Sony Corporation
22 June 2004„Class 700Õ245…; filed in Japan 31 March 2000

The idea here is that a touch sensation and a perceived word would
become associated in the robotic device’s memory. According to this patent,
prior robotic systems have been able to form separate concept ‘‘nodes’’ for
certain sounds and for certain touch sensations and then able to link these
two nodes. Here, the common occurrence of events in the two modalities

leads to the formation of a single concept ‘‘node’’ with links to the percepts
in both modalities, as well as to corresponding motor commands. The result
is said to provide a more effective way of learning a postural command,
such as ‘‘sit.’’—DLR

6,754,630

43.72.Gy SYNTHESIS OF SPEECH FROM PITCH
PROTOTYPE WAVEFORMS BY TIME-
SYNCHRONOUS WAVEFORM INTERPOLATION

Amitava Das and Eddie L. T. Choy, assignors to Qualcomm,
Incorporated

22 June 2004„Class 704Õ268…; filed 13 November 1998

This patent expands on a prior-art method of speech coding known as
time-synchronous waveform interpolation. The appropriate references are
cited. In this version, additional flexibility has been included for shifting the

relative phases of the various component ‘‘pitch prototype’’ waveforms,
which are then resampled to construct the output speech signal.—DLR

6,772,111

43.72.Gy DIGITAL AUDIO CODING APPARATUS,
METHOD AND COMPUTER READABLE
MEDIUM

Tadashi Araki, assignor to Ricoh Company, Limited
3 August 2004„Class 704Õ200.1…; filed in Japan 30 May 2000

A digital audio coding system is described in which the subband ab-
solute hearing thresholds are changed adaptively as a function of the
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frequency-domain intensity distribution of the audio data. Coding bits are
assigned for each subband from allowable distortion levels determined from
the thresholds.—DAP

6,791,481

43.72.Gy PORTABLE CD-ROM ÕISO TO HDDÕMP3
RECORDER WITH SIMULTANEOUS CD-
READÕMP3-ENCODEÕHDD-WRITE, OR HDD-READÕ
MP3-DECODE, TO PLAY, POWER SAVING
BUFFER, AND ENHANCED SOUND OUTPUT

William Christopher Altare and Anton N. Handal, assignors to
Echo Mobile Music, LLC

14 September 2004„Class 341Õ55…; filed 18 May 2001

A combination portable MP3 and CD recorder/player decodes words
into audio waveforms while encoding and digitizing the audio in real time
into 24-bit MP3 digital data. The MP3 data are stored temporarily in
memory and then written out to a hard disk.—DAP

6,757,653

43.72.Ja REASSEMBLING SPEECH SENTENCE
FRAGMENTS USING ASSOCIATED
PHONETIC PROPERTY

Peter Buth et al., assignors to Nokia Mobile Phones, Limited
29 June 2004„Class 704Õ258…; filed in Germany 30 June 2000

This speech synthesis system would construct output sentences by
joining prerecorded speech fragments, each typically several words in
length. In order to improve the resulting delivery, phrase fragments are
selected according to codes which represent the style and rate of speech of
the fragments. There is no discussion of the well-known disadvantages of
this type of synthesis system, such as the requirement that all present and
future phrases be recorded in a uniform manner by the same speaker. Ex-
amples are given of German-language synthesis for automobile
navigation.—DLR

6,760,703

43.72.Ja SPEECH SYNTHESIS METHOD

Takehiko Kagoshima and Masami Akamine, assignors to
Kabushiki Kaisha Toshiba

6 July 2004„Class 704Õ262…; filed in Japan 4 December 1995

This is essentially a speech synthesizer based on the concatenation of
stored syllable-sized units, but with several additional schemes. The stored
syllable units are indexed according to duration, stress, up to five contextual
phonetic units, and a few other parameters. This much is prior art. The
selected units are then filtered to improve the long-term spectral smoothness.
A pitch profile is introduced by FFT, inverse FFT, and LPC, although the
pitch profile source is not clearly described. The patent includes a fairly
thorough and detailed treatment of how the spectral structure is to be
constructed.—DLR

6,760,704

43.72.Ja SYSTEM FOR GENERATING SPEECH
AND NON-SPEECH AUDIO MESSAGES

Steven M. Bennett, assignor to Intel Corporation
6 July 2004„Class 704Õ270…; filed 29 September 2000

This system allows the user of a PDA or cell phone to set up a system
of audio cues to signal waiting messages or other events which need atten-
tion. Designed to appeal to the latest generation of turned-on, hyperactive
users, audio cues may include either speech or nonspeech sounds and may

overlap in certain combinations. Thus, a beep meaning one thing may hap-
pen in the middle of the playback of something else.—DLR

6,760,702

43.72.Ne METHOD FOR GENERATING CANDIDATE
WORD STRINGS IN SPEECH RECOGNITION

Shih-Chieh Chien and Sen-Chia Chang, assignors to Industrial
Technology Research Institute

6 July 2004„Class 704Õ251…; filed in Taiwan, Province of China
21 February 2001

The patent describes what is said to be an efficient method of gener-
ating candidate word sequences in a speech recognition system. Roughly, it
seems to work as follows. Each candidate word~or ‘‘node’’ ! is rated by the
best overall match which could include that word. Nodes with high scores
are grouped. String start and end times are determined for sets of nodes with
high scores. Sets with close end-point times are selected. Chinese-language
examples are given.—DLR

6,760,705

43.72.Ne VIRTUAL SPEECH INTERFACE SYSTEM
AND METHOD OF USING SAME

Joseph L. Dvorak, assignor to Motorola, Incorporated
6 July 2004„Class 704Õ270.1…; filed 31 May 2001

What is meant here by a virtual speech interface is that an extra layer
of speech recognition server is provided in a network environment to allow
control of other network-connected devices or software systems which do
not themselves have a voice interface capability. An example is suggested in
which the user adjusts a camera by voice control while sighting through the
viewfinder. The camera could have a Bluetooth or other wireless interface,
but probably would not have a speech recognition system of its own.—DLR

6,762,692

43.72.Ne SYSTEM COMPRISING A REMOTE
CONTROLLED APPARATUS AND
VOICE-OPERATED REMOTE CONTROL DEVICE
FOR THE APPARATUS

Jacques Mingotet al., assignors to Thomson Licensing S.A.
13 July 2004„Class 340Õ825.69…; filed in France 21 September 1998

This patent says that if you have a device with a display screen capa-
bility and you want to set it up with a speech recognition controller, then

you can use the display to show the menu prompts. Is that nonobvious, or
what?—DLR
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6,763,331

43.72.Ne SENTENCE RECOGNITION APPARATUS,
SENTENCE RECOGNITION METHOD,
PROGRAM, AND MEDIUM

Yumi Wakita and Kenji Matsui, assignors to Matsushita Electric
Industrial Company, Limited

13 July 2004„Class 704Õ251…; filed in Japan 1 February 2001

This sentence understander is set up to work from either spoken or text
input. It begins with a typical phonetic match, leading to an acoustic score,
followed by a word match, which produces a language score. If the best sum
of the two scores exceeds the second best by a suitable margin, success is
declared. Otherwise, the system uses a low-budget version ofn-word statis-
tics, wheren52. It basically just keeps a list of word pairs it has seen and
if any of the individual words from a stored pair is found in the input, then
a system of linguistic word classes is used to guess other words from the
database which might be found in the input. This provides a narrowed field
of possible word candidates, allowing a faster search for a sentence match.
Some examples are given in untranslated Japanese.—DLR

6,766,290

43.72.Ne VOICE RESPONSIVE AUDIO SYSTEM

Iwan R. Grau, assignor to Intel Corporation
20 July 2004„Class 704Õ211…; filed 30 March 2001

This patent says that if you have a sound system, which may provide
either live or replayed audio material, and you want to set up a speech
recognition system for voice control, then the system can subtract the audio
material from the microphone signal to get a cleaner copy of your speech
input. And, Intel paid for the patent.—DLR

6,785,647

43.72.Ne SPEECH RECOGNITION SYSTEM WITH
NETWORK ACCESSIBLE SPEECH
PROCESSING RESOURCES

William R. Hutchison, Boulder, Colorado
31 August 2004„Class 704Õ231…; filed 20 April 2001

Speaker-dependent voice signatures are developed for several speakers
and stored in a network repository. A configurable speech-processing engine
identifies a particular speaker and uses the speaker-dependent voice signa-

ture associated with the identified speaker to perform speech recognition.
The voice signatures are compatible with different types of computer hard-
ware and can be used with several different voice-enabled applications.—
DAP

6,791,023

43.75.De BOWED STRINGED MUSICAL
INSTRUMENT FOR GENERATING ELECTRIC
TONES CLOSE TO ACOUSTIC TONES

Hiroshi Nakaya, assignor to Yamaha Corporation
14 September 2004„Class 84Õ736…; filed in Japan

16 November 2001

This patent begins by enumerating problems with existing electric vio-
lins: ~1! ‘‘poor prompitude in following up the bowing’’—i.e., cancellation
of the piezoelectric transducers;~2! ‘‘poor fidelity of the tones’’—thin trans-
ducers with good high-frequency response are expensive, so thick transduc-
ers are preferred from a cost standpoint; and~3! poor imaging of the syn-

thetic tones by the player. As shown in the figure, string pickup units29 are
amplified and filtered by the low-pass filter30c. The signals generated by
piezoelectric transducers at the foot of the bridge29e, 29f are amplified and
filtered. As you might imagine, the patent writing is stilted and awkwardly
translated.—MK

6,787,690

43.75.Fg STRINGED INSTRUMENT WITH
EMBEDDED DSP MODELING

Peter J. Celi et al., assignors to Line 6
7 September 2004„Class 84Õ723…; filed 16 July 2002

This simple DSP solution as shown in the figure includes a delay for
multiple transducersz2D and the delay from the nut to the pickupsz2N. The
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response of the magnetic pickup can be equalized as well. Note that this
scheme does not add body response or any other effects.—MK

6,518,490

43.75.Hi DRUM HEAD WITH SOUND ATTENUATING
CENTER COATING

John J. Good, assignor to Drum Workshop, Incorporated
11 February 2003„Class 84Õ414…; filed 23 January 2001

By adding a heavier material63 to the surface of the drum head, a

drum can provide local attenuation regions. The patent specifically mentions
the use of epoxy resin with abrasion filler particles.—MK

6,794,569

43.75.Hi ACOUSTIC INSTRUMENT TRIGGERING
DEVICE AND METHOD

Yuujirou Kamijima and Kiyoshi Yoshino, assignors to Roland
Corporation

21 September 2004„Class 84Õ746…; filed 14 January 2003

This attachable sensor is designed to attach to drum rims. As shown,

the sensor16 is attached to the arm14 and post attachment. The piezoelec-
tric sensor is mounted at the end of the arm.—MK

6,784,352

43.75.Hi DRUMHEAD AND MUTING STRUCTURE
FOR ACOUSTIC AND ELECTRONIC
PERCUSSION INSTRUMENTS

Yuichiro Suenaga, assignor to Yamaha Corporation
31 August 2004„Class 84Õ411 R…; filed in Japan 15 November 1999

It is argued here that by producing a porous drumhead surface, the
loudness of the drum will be diminished. An additional embodiment illus-
trates the use of such a drumhead in an electronic drum.—MK

6,791,019

43.75.St STAFF SHEET PRINTER

Toshio Hayakawa, Los Angeles, California
14 September 2004„Class 84Õ483.1…; filed 29 January 2002

In spite of the title, what is proposed is a music transcription device.
But, the details of the signal-processing module are completely and utterly
absent. The remaining material and claims are vacuous.—MK

6,796,944

43.80.Vj DISPLAY FOR SUBTRACTION IMAGING
TECHNIQUES

Anne Hall, assignor to GE Medical Systems Global Technology,
LLC

28 September 2004„Class 600Õ443…; filed 17 May 2002

Echoes received from two ultrasound pulse transmissions are pro-
cessed to obtain a flow or contrast signal component from which an image is

formed. Echoes from one or the other or both transmissions are processed to
obtain a B-mode background or reference signal from which another image
is formed. The flow or contrast image is displayed along with the B-mode
reference image.—RCW
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Embedding uncertainty into ocean acoustic propagation models
(L)

Steven Finettea)

Acoustics Division, Naval Research Laboratory, Washington, DC 20375
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A probabilistic formalism is proposed for the direct inclusion of environmental uncertainty into an
acoustic model that describes propagation in an ocean waveguide. Incomplete environmental
knowledge is characterized by a spectral representation of uncertainty using expansions of random
processes in terms of orthogonal random polynomials. A brief summary of the method is presented
and a set of coupled differential equations describing the propagation of both the acoustic field and
its associated uncertainty is derived for the case where the uncertain environment is attributed to a
lack of complete information concerning the waveguide’s sound speed distribution.
@DOI: 10.1121/1.1855811#

PACS numbers: 43.20.Bi, 43.20.Mv, 43.30.Re@DRD# Pages: 997–1000

I. INTRODUCTION

It is assumed implicitly, though rarely stated explicitly,
that results obtained through numerical simulation of acous-
tic wave propagation in ocean waveguides have some pre-
dictive capability for estimating, e.g., transmission loss, spa-
tial coherence, detection range, or sonar system performance.
The significance of the results depends critically on the na-
ture of environmental uncertainty and how~or if! this issue is
addressed in the context of interpreting the results of a nu-
merical simulation. The term uncertainty is defined here as
some quantitative measure of our lack of complete knowl-
edge or understanding concerning the description of both the
sound speed field and boundary conditions that constitute
necessary waveguide information for simulation based pre-
diction of the acoustic field. This ‘‘knowledge gap’’ intro-
duces errors within the model formulation that can interact,
amplify, and propagate along with the acoustic field and this
paper proposes a method to incorporate uncertainty within
the propagation physics. It is important to note that these
errors, due to fixed, but poorly known and/or under-sampled
values for the physical inputs, are quite distinct from errors
related to numerical discretization of either the wave equa-
tion or its associated boundary conditions.

The predictive capability would be significantly en-
hanced through the specification of an objective measure of
uncertainty associated with the characterization of the envi-
ronment through which the acoustic field propagates. How-

ever, numerical algorithms describing wave propagation in
ocean acoustics are most often based on adeterministicwave
equation, i.e., one whose boundary conditions, parameters,
etc., are fixed and implicitly assumed to be knownexactly.
The pressure field that results from applying a numerical
algorithm to solve this equation can be interpreted as a func-
tion having zero variance~i.e., no uncertainty!. Since real
world environments are neither known with infinite accuracy
nor properly sampled in space and time this deterministic
approach, by itself, is incompatible with the direct inclusion
of environmental uncertainty within the simulation. An indi-
rect and commonly used method to include uncertainty in the
dynamics is based on Monte Carlo sampling. For example,
realizations of random processes describing the sound speed
field or bathymetry can be estimated by sampling probability
distributions that describe uncertainty about the environment.
The deterministic wave equation is then solved separately
over many realizations and the resulting set of pressure fields
is used to estimate statistical moments of the field.1,2 While
generally valid, proper sampling can involve the computa-
tion of many thousands of realizations to ensure convergence
of the statistics and it is computationally prohibitive under a
number of reasonable environmental scenarios. An example
of such a scenario involves three-dimensional acoustic
propagation where the sound speed field is determined
through the solution of the equations of motion governing
fluid flow. The approach described in Sec. II effectively com-
putes all realizations of the pressure field simultaneously by
solving a set of coupled differential equations. This allows
for a significant computational speed advantage relative toa!Electronic mail: finette@wave.nrl.navy.mil
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Monte Carlo based methods, where realizations are com-
puted individually. The new approach also provides a much
more compact description of uncertainty in complex systems
comprised of subsystems for which uncertainty can be trans-
ferred among the subsystems. In ocean acoustic modeling, a
two-component system might consist of the ocean environ-
ment and the pressure field propagating within that environ-
ment. The uncertainty in the environment subsystem couples
into the second subsystem through the sound speed field, and
a complete description of the uncertainty must include that
introduced in both subsystems and propagated between the
subsystems. The compact formulation facilitates quantitative
analysis of the effects of acoustic field uncertainty due to
different subsystem components without explicitly dealing
with a large set of separate field realizations. An alternative
method for the incorporation of uncertainty considers the
propagation of the field moments by the use of moment
equations.3,4 This random media approach often involves a
number of simplifying mathematical and physical assump-
tions ~e.g., closure, stationarity, the Markov assumption! that
are either difficult to justify in practice or tend to limit ap-
plications to relatively benign environments. In addition, a
separate equation must be introduced and solved for each
moment, and these equations become increasingly complex
for higher moments. The probabilistic method outlined here
allows for a unified formulation that includes information on
all moments and fewer basic assumptions than the moment
equation methods.

A probabilistic framework that incorporates uncertainty
as an integral component of the model dynamics was devel-
oped in the field of stochastic finite elements.5 The method
has quite general validity and is extended here to include
wave propagation in ocean waveguides where uncertainty
related to the waveguide properties is naturally embedded
directly into the propagation physics. This extension involves
a generalization of the deterministic formulation of wave
propagation to a stochastic framework, where the original
deterministic parameters and fields are now treated as ran-
dom variables or random fields.6 A stochastic differential
equation that incorporates both the wave dynamics and en-
vironmental uncertainty is then derived and projected onto a
subspace associated with an uncertainty ‘‘dimension,’’ where
it can be solved to obtain statistics of the field as well as
relationships between uncertainty linked to different compo-
nents of the modeled environment. The statistics represent a
probabilistic measure of the effect of environmental uncer-
tainty on the acoustic field. As an illustration, Sec. II presents
a derivation of a set of coupled differential equations de-
scribing the propagation of both the acoustic field and its
corresponding uncertainty in which the latter quantity repre-
sents a lack of complete environmental knowledge of the
sound speed distribution.

II. DERIVATION OF UNCERTAINTY EQUATIONS

In this section, uncertainty related to the sound speed
field is directly incorporated into the narrow angle parabolic
equation.6 It should be emphasized that the approach dis-
cussed in the following is not limited to the narrow angle
formulation, but this approximation is used here to illustrate

the method in a simple setting. In addition to the usual space
variables, (r ,z), representing two-dimensional propagation,
an additional dimension,u, is introduced to include uncer-
tainty. In a probabilistic sense, a value ofu can be interpreted
as representing an element of an event space containing, for
example, the set of all possible realizations of the sound
speed field. This dimension is associated with both the sound
speed distribution and acoustic pressure field since they are
functionally related. The~deterministic! narrow angle para-
bolic equation can be written in the form7

2 jk0

]c~r ,z!

]r
1

]2c~r ,z!

]z2
1k0

2~n2~r ,z!21!c~r ,z!50,

~1!

where the acoustic pressureP(r ,z) is related toc by the
relationP(r ,z)'(2/Apk0r )ej (k0r 2p/4)c(r ,z) in the far field
approximation,n(r ,z) is the index of refraction,c0 /c(r ,z),
relative to a reference wave numberk0 and j 5A21. Incom-
plete knowledge of the sound speed distribution is now in-
cluded by expressingc(r ,z) as a random field comprised of
a dominant, deterministic component,c̄(z), and a small sto-
chastic contribution,dc, using the ansatzc(r ,z)⇒c(r ,z;u)
5 c̄(z)1dc(r ,z;u). For ocean acoustics problems, it is as-
sumed that̂ (dc/ c̄)2&!1, where^ & denote ensemble aver-
age. A significant amount of complexity is embedded indc,
which might include randomness related to an internal wave
field or other oceanographic structures that are incompletely
known for a particular environment. This ansatz implies that
the functionc is also a random field,c⇒c(r ,z;u), since it
is a nonlinear functional of the sound speed distribution.
Therefore, Eq.~1! can be generalized to the following sto-
chastic differential equation:

2 jk0
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Assuming thatc and dc are second-order random pro-
cesses~i.e., they have finite variance or ‘‘energy’’!, the key
step is to apply a theorem by Cameron and Martin,8 which
states that such processes can always be expressed as sto-
chastic functional expansions in terms of a complete set of
orthogonal polynomials$F i% in the random variablesj i(u):

m~u!5b0F01 (
i 151

`

bi 1
F1~j i 1

~u!!
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i 151

`

(
i 251

i 1

bi 1i 2
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In this expansion,Fq represents a member of a complete
basis set in the Hilbert space of second-order random vari-
ables and is known as the polynomial chaos5 of orderq. The
series is mean-square convergent and the basis functions can
be explicitly identified from the Wiener–Askey class of mul-
tivariate orthogonal functionals;9 these include~but are not
limited to! the familiar Hermite, Laguerre, and Legendre
polynomials. Once the deterministic expansion coefficients,
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bi 1i 2 ... , are computed, Eq.~3! contains a complete probabi-
listic description of sound speed or acoustic pressure along
with their respective uncertainties, depending on whetherm
representsdc or c. Note that the coefficients may be func-
tions of space and time and they weight the relative contri-
butions of uncertainty from different terms in the expansion.
If the process represented by Eq.~3! has a ‘‘short’’ correla-
tion length~approaching white noise! more terms are needed
to capture the uncertainty, while only a relatively few terms
are needed to provide a compact description of the uncer-
tainty whendc andc are smoothly varying over the spatial
and temporal scales of interest~‘‘long’’ correlation length!.5,9

The family of stochastic basis functions$Fq% form a com-
plete orthogonal basis set in this Hilbert space in the sense
that the ensemble average^F iFk&[*F i(j)Fk(j)W(j)dj
5^F i

2&d ik , whereW(j) is a weighting function correspond-
ing to the particular choice of basis.5,9 The weighting factor
represents the multivariate probability density function of the
independent random variablesj that characterize uncertainty
in the system. For example, ifj represents a multidimen-
sional Gaussian random variable, then the corresponding
polynomial is the Hermite polynomial and the weighting
function is a multidimensional Gaussian density function.
Uncertainty is introduced through the presence of the density
function, the spread of which is interpreted as a probabilistic
measure of our lack of knowledge concerning the waveguide
environment. It has been shown5 that Monte Carlo simula-
tion represents a special case of Eq.~3! where a particular
realization or outcomeu5u i is selected. In effect, polyno-
mial chaos expansions allow for all possible realizations to
be computed simultaneously and described in a compact
fashion, while an equivalent simulation using Monte Carlo
sampling computes each realization separately.

For notational convenience the series in Eq.~3! is writ-
ten in the simplified notationm(u)5( i 50

` ciV i(j(u)), where
a one-to-one mapping relates the terms in this expression
with those of Eq.~3! and theV i also satisfy the orthogonality
relation discussed above.5 Substituting into Eq.~2! the trun-
cated expansionsdc(r ,z;u)5( i 50

Q a i(r ,z)V i(j(u)) and
c(r ,z;u)5(m50

P gm(r ,z)Vm(j(u)) for the random pro-
cesses representing the sound speed perturbations and field,
respectively, multiplying the result byV l , and ensemble av-
eraging the result yields
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Applying the orthogonality relation to Eq.~4! yields a set of
coupled, deterministic, partial differential equations for the
coefficientsg l(r ,z) linking the uncertainty in the acoustic
field to that induced by incomplete knowledge in the sound
speed distribution:
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The last term in this expression describes the coupling of
uncertainty between the input sound speed distribution and
the output pressure field. Uncertainty in the pressure field,
represented by the values of the expansion coefficientsgm ,
is therefore constrained by both the physics of wave propa-
gation and uncertainty in our knowledge of the sound speed
field. The expansion coefficientsa i(r ,z) can be estimated
from either a model of the sound speed perturbations or
through experimentally acquired sound speed data by using
the orthogonality relation for the basis functions, while en-
semble averages over products of known basis functions can
be computed analytically or through numerical integration.
After solving Eq.~5! for g l(r ,z), the harmonic pressure field
is determined by

P~r ,z;u!'A 2

pk0r
expF j S k0r 2

p

4 D G(
i 50

P

g i~r ,z!V i~j~u!!

~6!

and field moments to all orders can be computed by alge-
braic manipulation of Eq.~6!. For example, the second spa-
tial moment or spatial coherence of the pressure field,R12,
can be expressed in the form

R12~r 1 ,z1 ;r 2 ,z2!5A(
i 51

P

@g i* ~r 1 ,z1!g i~r 2 ,z2!^V i
2&#,

~7!

whereA is a constant factor and the asterisk denotes complex
conjugation. Whenr 25r 1 , z25z1 , this expression reduces
to the variance of the field at a particular point in the wave-
guide.

Potential limitations and related implementation issues
will have to be carefully addressed for practical applications.
Processes characterized by a short correlation length need
many terms in the spectral expansions, increasing the com-
plexity and computational load. A sound speed field may
contain several dominant correlation length scales; the inclu-
sion of a correlation cutoff, for example, would depend on
the acoustic frequency. The sensitivity to errors in computing
the coefficients is a measure of the robustness of the ap-
proach and needs to be assessed.10 Also, the inclusion of
multiple sources of uncertainty, described by an increased
dimensionality of the basis functions, may affect the conver-
gence rate. While the series representing the random pro-
cesses are guaranteed to converge, they must be truncated for
practical applications and numerical issues related to trunca-
tion need to be addressed with respect to the particulars of
the environment. Uncertainty in the boundary conditions can
also be included in this formalism, though this issue and
those related to the numerical solution of Eq.~5! are beyond
the scope of this note. The solution of Eq.~5! for a particular
choice of basis function, including validation of the approach

999J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Steven Finette: Letters to the Editor



by a direct comparison with field moments computed
through Monte Carlo simulations, is the subject of future
work.
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A single-channel speech enhancement algorithm utilizing speech pause detection and nonlinear
spectral subtraction is proposed for cochlear implant patients in the present study. The spectral
subtraction algorithm estimates the short-time spectral magnitude of speech by subtracting the
estimated noise spectral magnitude from the noisy speech spectral magnitude. The artifacts
produced by spectral subtraction~such as ‘‘musical noise’’! were significantly reduced by
combining variance-reduced gain function and spectral flooring. Sentence recognition by seven
cochlear implant subjects was tested under different noisy listening conditions~speech-shaped noise
and 6-talker speech babble at19, 16, 13, and 0 dB SNR! with and without the speech
enhancement algorithm. For speech-shaped noise, performance for all subjects at all SNRs was
significantly improved by the speech enhancement algorithm; for speech babble, performance was
only modestly improved. The results suggest that the proposed speech enhancement algorithm may
be beneficial for implant users in noisy listening. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1852873#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts Pages: 1001–1004

I. INTRODUCTION

Cochlear implants~CIs! have provided profoundly deaf
individuals with hearing sensation. Many postlingually deaf-
ened adults are capable of high degrees of speech under-
standing in quiet listening conditions. However, CI users’
speech recognition falls sharply in the presence of back-
ground noise or competing speakers~Kiefer et al., 1996;
Müller-Deile et al., 1995; Fetterman and Domico, 2002;
Hochberget al., 1992!.

To reduce the effects of background noise, some speech
enhancement algorithms originally developed for normal
hearing~NH! persons have been applied to CI speech pro-
cessing~Müller-Deile et al., 1995; Hochberget al., 1992!;
these algorithms were able to somewhat improve CI users’
performance in noisy listening conditions. However, many
NH speech enhancement algorithms have not been tested in a
CI speech-processing context. Our purpose in this study is to
develop a speech enhancement algorithm for CI patients by
modifying some of the most recent and most powerful
speech enhancement algorithms developed for NH persons.
The algorithm is designed to preprocess the input speech
before CI speech processing.

This study focused on single-channel speech enhance-
ment. Spectral subtraction was used in the algorithm because
of the simplicity implementation and the flexibility of para-
metric adjustments to the subtraction technique. In general,
spectral subtraction estimates the short-time spectral magni-
tude of speech by subtracting the estimated noise spectral

magnitude from the noisy speech spectral magnitude~Boll,
1979!. The phase of the noisy speech spectrum is preserved
based on the best estimate of the clean speech in a least mean
square sense. The main disadvantage of the spectral subtrac-
tion algorithm is the resultant ‘‘musical noise’’ artifact,
which is mainly due to variance in the spectrum estimation.
Several approaches have been proposed to overcome the
musical noise problem~Ephraim and Malah, 1984; Gustafs-
sonet al., 2001; Lockwood and Boudy, 1992; Beroutiet al.,
1979!. In the present study, some previously proposed meth-
ods were combined to provide the optimal performance.

II. EXPERIMENT DESIGN

A. Algorithm

The proposed speech enhancement algorithm consists of
two major parts: speech pause detection and spectral subtrac-
tion.

1. Speech pause detection

A speech pause detection algorithm proposed by Marz-
inzik and Kollmeier~2002! was used in the present study to
detect when speech was absent from the input signal. The
algorithm detects speech pauses by adaptively tracking
minima in a noisy signal’s power envelope, both for the
broadband signal and for the high-pass and low-pass filtered
signal. Some constant values used in this study were differ-
ent from those by Marzinzik and Kollmeier~2002!; time
constanttE ~envelope smoothing!512 ms, and both time
constantstdecayandt raise57.3 s.

a!Send correspondence to Qian-Jie Fu, Ph.D., Department of Auditory Im-
plants and Perception, House Ear Institute, 2100 West Third Street, Los
Angeles, California 90057. Phone:~213! 273-8036; fax:~213! 413-0950;
electronic mail: qfu@hei.org

1001J. Acoust. Soc. Am. 117 (3), Pt. 1, March 2005 0001-4966/2005/117(3)/1001/4/$22.50 © 2005 Acoustical Society of America



2. Spectral subtraction

The spectral subtraction algorithm used in the present
study was based on an algorithm proposed by Gustafsson
et al. ~2001! with some modifications.

Let s(n), d(n), and y(n) represent the speech signal,
noise signal, and noisy speech signal, respectively. There-
fore,

y~n!5s~n!1d~n!. ~1!

Signal processing is done on a frame-by-frame basis in
the frequency domain. Speech and noise are assumed to be
uncorrelated.

Let uŜN( f ,i )u, uD̂N( f ,i )u, anduŶN( f ,i )u represent the es-
timated spectral magnitude of short-term speech, noise, and
noisy speech, respectively;N is the frame length,f P@0,N
21# is a discrete variable enumerating the frequency bins,
and i is a time frame index.

The noise spectral magnitude can be estimated by

uD̄N~ f ,i !u5H muD̄N~ f ,i 21!u1~12m!uD̂N~ f ,i !u, noise only;

uD̄N~ f ,i 21!u, speech and noise;
~2!

where m is an exponential averaging time constant.
uD̂N( f ,i )u is computed during speech pauses.

In general, the spectral subtraction operation corre-
sponds to a time varying filtering operation,

uŜN~ f ,i !u5GN~ f ,i !uŶN~ f ,i !u. ~3!

The gain of the operation,GN( f ,i ), can be shown as

GN~ f ,i !5S 12k
uD̄N

a ~ f ,i !u

uŶN
a ~ f ,i !u

D 1/a

, ~4!

wherek is the subtraction factor anda determines the sharp-
ness of the transition from whenG( f ,i )51 ~the spectral
component is not modified! to whenG( f ,i )50 ~the spectral
component is suppressed!.

The gain function contains a division. Therefore, an av-
eraged lower resolution gain function,GM( f ,i ), should be
used in order to avoid extreme variability. Both the averaged
background noise spectrum estimate,D̄M( f ,i ), and the re-
cent frame noisy speech spectrum estimate,ŶM( f ,i ), em-
ployed in the computation of the gain function have block
lengthM!N,

GM~ f ,i !5S 12k
uD̄M

a ~ f ,i !u

uŶM
a ~ f ,i !u

D 1/a

. ~5!

The shorter periodogram estimates are computed by us-
ing sub-blocks of the input frame,yL( i ), combined with a
Barlett method~Oppenheim and Schafer, 1989!, which is
used to decrease the variance of the estimated spectrum. This
averaged gain function,GM( f ,i ), has a corresponding im-
pulse response,gM(n,i ), of lengthM,N2L; so the time–
domain aliasing problem inherited from periodic circular
convolution could be solved. In order to reconstruct a gain
function that matches the number of FFT bins,N, the gain
function is interpolated from the shorter gain function,
GM( f ,i ), to form GM↑N( f ,i ). The resulting output is ob-
tained by using overlap-add and an inverse FFT of

uSN~ f ,i !u5GM↑N~ f ,i !uŶL↑N~ f ,i !u. ~6!

However, the gain functionG( f ,i ) with fixed subtrac-
tion factor k is unable to adapt to varying noise levels and
characteristics. The nonlinear spectral subtraction algorithm
~NSS! ~Lockwood and Boudy, 1992!, which adapts the sub-
traction factork in time and frequency based on the SNR,
was used in this study:

k~ f ,i !5kc3

max
i 220<t< i

~ uD̂M~ f ,t!u!

uD̄M~ f ,i !u

11gS uŶM~ f ,i !u

uD̄M~ f ,i !u D
, ~7!

wherekc is a subtraction constant andg is a scaling factor.
Then the gain functionG( f ,i ) with adaptive subtraction

factor k( f ,i ) can be shown as

GM~ f ,i !5S 12k~ f ,i !
uD̄M

a ~ f ,i !u

uŶM
a ~ f ,i !u

D 1/a

. ~8!

The reduced resolution has been used to reduce the
variations of the spectrum estimates originating from the
gain function,GM( f ,i ). The variations may be further de-
creased by using an adaptive exponential averaging of the
gain function:

ḠM ,1~ f ,i !5a1~ i !3ḠM ,1~ f ,i 21!1„12a1~ i !…

3GM~ f ,i !, ~9!

wherea1( i ) is an adaptive averaging time parameter derived
from a spectral discrepancy measure andḠM ,1( f ,i ) is the
adaptively averaged gain function.a1( i ) is derived from a
spectral discrepancy measure,b( i ), where

a1~ i !512b~ i !. ~10!

The spectral discrepancy measure,b( i ), depends on the
relation between the current block spectrum,ŶM( f ,i ), and
the current averaged noise spectrum,D̄M( f ,i ),

b~ i !5minH ( f 50
M21uuŶM~ f ,i !u2uD̄M~ f ,i !uu

( f 50
M21uD̄M~ f ,i !u

,1J . ~11!
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A small spectral discrepancy yields a largea1( i ) and,
thus, a longer averaging time of the gain function,GM( f ,i ).
This corresponds to a stationary background noise situation.
A large spectral discrepancy results in a shorter averaging
time, or no averaging of the gain function. This corresponds
to situations where speech or highly varying background
noise is present.

When the input signal transitions from a noisy speech
period to a background noise period, the averaging time pa-
rameter,a1( i ), must increase so that the effective averaging
time of the gain function,ḠM ,1( f ,i ), also increases. How-
ever, directly increasing the averaging time would result in
an audible ‘‘shadow voice,’’ since the gain function suited
for the speech spectrum would persist for a longer period.
Accordingly, the averaging time should only be allowed to
increase slowly, allowing the gain function to adapt to the
stationary input~Lockwood and Boudy, 1992!. Thus, by in-
serting a conditional averaging of the adaptive averaging
time constant,a2( i ), of the gain function, this effect can be
achieved:

a2~ i !5H gca2~ i 21!1~12gc!a1~ i !, a2~ i 21!,a1~ i !;

a1~ i !, otherwise.
~12!

The variance-reduced gain function is thus given by

ḠM ,2~ f ,i !5a2~ i !3ḠM ,2~ f ,i 21!1„12a2~ i !…

3GM~ f ,i !. ~13!

Finally, spectral flooring~Hochberget al., 1992! was
used to further reduce the ‘‘musical noise’’:

ḠM ,3~ f ,i !5max„bfloor ,ḠM ,2~ f ,i !…. ~14!

Therefore,

uSN~ f ,i !u5ḠM↑N,3~ f ,i !uŶL↑N~ f ,i !u ~15!

and

SN~ f ,i !5uSN~ f ,i !uexp~ j 3arg„ŶL↑N~ f ,i !…!. ~16!

Constants used in this study include frame lengthL
5320 with 160-point overlap, periodogram lengthM564,
and the FFT lengthN5512; a51 in ~8!, kc51.8 in ~7!,
g50.3 in ~7!, gc50.8 in ~12!, andbfloor50.1 in ~14!.

B. Performance evaluation

To evaluate the performance of the proposed algorithm,
7 post-lingually deafened CI subjects were tested using Hear-
ing in Noise Test~HINT! sentences~Nilsson et al., 1994!
under different conditions of background noise. Table I
shows relevant information for the CI subjects.

In the HINT corpus, there are 26 sets of sentences, with
10 sentences in each set; subjects were presented with 3 sets
per condition. The percent correct of words-in-sentences was
measured as a function of SNR for each subject, for all noise
conditions; subjects were tested with and without the speech
enhancement algorithm.

Two types of noise—speech-shaped noise and 6-talker
speech babble—were tested in this study. CI users are gen-
erally more susceptible to fluctuating maskers~such as com-

peting speech! than steady-state noise. The speech-shaped
noise was obtained by filtering white noise with a second-
order Butterworth filter~1100 Hz cutoff frequency!. Noise
was added to speech to obtain signal-to-noise ratios~SNRs!
of 19, 16, 13, and 0 dB. The noisy speech sentences were
then processed by the speech enhancement algorithm.

Sentences were presented to CI subjects in the free field
via single loudspeaker~Tannoy Reveal! at 65 dBA. Subjects
were tested using their clinically assigned speech processor;
subjects were asked to use their normal, everyday volume/
sensitivity settings.

III. RESULTS AND DISCUSSION

Figure 1 shows word-in-sentence recognition in the
presence of speech-shaped noise, as a function of the SNR.
Individual and mean CI data are shown with~open circles!
and without ~filled circles! the speech enhancement algo-
rithm. For all subjects, at all SNRs, performance was better
with the speech enhancement algorithm. Mean recognition
scores, averaged across all subjects and all SNRs, increased
by 21 percentage points. Two-way ANOVA tests revealed
significant main effects of noise levels@F(3,48)58.186, p
,0.001] and algorithms@F(1,48)511.672,p50.001] but
no significant interaction between noise levels and algo-
rithms @F(3,48)50.141,p50.935].

Figure 2 shows word-in-sentence recognition in the
presence of interfering speech babble, as a function of the
SNR. Individual and mean CI data are shown with~open
circles! and without~filled circles! the speech enhancement
algorithm. The speech enhancement algorithm showed only a

TABLE I. Subject information for seven cochlear implant listeners who
participated in the present study.

Subject Age Implant CI use~yr!

S1 46 Nuc22 11
S2 62 Nuc22 13
S3 60 Nuc22 11
S4 52 Nuc22 9
S5 39 Med-El 3
S6 50 Clarion 4
S7 66 Clarion 1

FIG. 1. Word correct percentage as a function of SNR for speech-shaped
noise.
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modest improvement in performance in the presence of
speech babble. For some subjects~subjects 6 and 7!, perfor-
mance even slightly decreased. Mean recognition scores, av-
eraged across all subjects and all SNRs, increased by 7.75
percentage points. Two-way ANOVA tests revealed signifi-
cant main effects of noise levels@F(3,48)517.65, p
,0.001] but no significant effects of algorithms@F(1,48)
52.387,p50.129] as well as no significant interaction be-
tween noise levels and algorithms@F(3,48)50.039, p
50.989]. However, the paired student one-tailt-tests re-
vealed that sentence recognition scores were significantly
better with the speech enhancement algorithm at19 dB
@ t(6)54.93,p50.001],16 dB @ t(6)52.37,p50.028] and
13 dB @ t(6)52.88,p50.013].

In general, the speech enhancement algorithm improved
the CI listeners’ speech understanding in the presence of
noise. Two possible reasons may explain why the algorithm
worked much better for speech-shaped noise than for speech
babble. One reason is that the time constant values in the
speech pause detection algorithm were optimized according
to the speech-shaped noise. The hit rate of speech pause
detection was observed to be much lower when these time
constant values were used with speech babble. Although the
hit rate could have been increased by modifying the time
constant values, the false hit rate would have also increased,
causing some of the speech signal to be cancelled as if it
were noise. The other reason is that, due to the rapid varying
characteristics of speech babble, the noise spectrum esti-
mated in previous signal blocks could not accurately repre-
sent the noise spectrum in the current block, where the spec-
tral subtraction is performed. Subtracting the inaccurately

estimated noise spectrum from the noisy speech spectrum
would undoubtedly cause the performance to decrease. In
some cases, the spectral subtraction might produce speech-
like time-varying characteristics and further decrease intelli-
gibility.

Because CI users are more susceptible to speech babble
than steady noise, a set of time constant values may have to
be optimized for speech babble, or another speech enhance-
ment algorithm suitable for competing speech may need to
be developed. CI users would then be able to switch from
one algorithm to another, depending on the demands of the
listening situation.
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In this Letter we describe a beamforming video recorder consisting of a video camera at the center
of a 16 hydrophone array. A broadband frequency-domain beamforming algorithm is used to
estimate the azimuth and elevation of each detected sound. These estimates are used to generate a
visual cue indicating the location of the sound source within the video recording, which is
synchronized to the acoustic data. The system provided accurate results in both lab calibrations and
a field test. The system allows researchers to correlate the acoustic and physical behaviors of marine
mammals during studies of social interactions. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1831284#
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I. INTRODUCTION

Many cetacean species are acoustically active in social
contexts. Additionally, these species spend a majority of their
lives underwater where it is difficult for human researchers
to observe them. These combined factors challenge research-
ers studying the physical and acoustic behavior of individual
animals during social interactions. Bottlenose dolphins~Tur-
siops truncatus! and other smaller cetaceans increase these
challenges by interacting in complex fission–fusion social
structures, with animals in close physical proximity. Associ-
ating acoustic signals with individual dolphins is essential to
studies of acoustic repertoires, juvenile acoustic
development,1 social alliances,2 and the signature whistle
hypothesis.3 Ideally, observations should be made with mini-
mal perturbations to the animals’ natural behavior and envi-
ronment. Moreover, the observations should be archival in
the sense that subsequent investigators should be able to see
and hear the animals’ behaviors directly in their original
form, and not have to rely on the original observers’ detec-
tions and classifications of the behaviors. Data in this form
allow both independent confirmation of behavioral hypoth-
eses and reanalysis in light of subsequently proposed alter-
native hypotheses. Lastly, the system should be portable for
situations where the animals do not remain in a single loca-
tion.

Previous techniques used to associate sounds with indi-
vidual marine mammals include emitted bubble streams
~e.g., Ref. 4! isolating animals~e.g., Refs. 1, 3!, tags~e.g.,
Refs. 5, 6!, and hydrophone arrays~e.g., Refs. 7, 8!. None of
these approaches produced archival video footage, relying on
human observers to link the animals to the sounds made.

Three recent systems9–11 integrate hydrophone arrays with
video recordings to produce archival observations, but still
differ in significant ways from the system described in this
Letter. The system in Ref. 10 uses only two hydrophones
spaced at five times the human intra-aural distance to provide
coarse localization cues~left, right, or both! while reviewing
the video recordings. The system provides no vertical reso-
lution cues.

Thomaset al.11 combined an elevated video camera with
a distributed array of eight hydrophones around a lagoon
perimeter to observe behavior. The location of each sound
source was determined by cross-correlating the hydrophone
signals to estimate the relative arrival times of the sounds at
the array. The resulting location estimate was projected into
the video image. Calibration tests determined an accuracy of
roughly 2 m for the system. While the system produces
large-scale archival overhead video records of the physical
and acoustic behaviors of the animals with little or no per-
turbation of the observed animals’ behavior, the limited ac-
curacy makes it impossible to discern acoustic behavior
among closely spaced dolphins, e.g., mother–calf pairs, and
the need for the manual selection of sounds makes the video
post-processing labor intensive.

Au and Herzing9 developed a two-dimensional Y-shaped
four hydrophone array including a video camera to study
Atlantic spotted dolphin~Stenella frontalis! echolocation
clicks. This system used differences in the clicks’ arrival
times to estimate the range to the echolocating dolphin, but
did not estimate the bearing to the animal.12 Because it was
designed solely for click analysis, the system has memory
limitations that prevent it from recording and analyzing en-
tire whistles or tracking a whistling dolphin moving across
multiple video frames.

In this Letter we describe a beamforming video recorder
~BVR! designed to produce archival video recordings of
complicated social interactions including whistles and

a!Formerly at the Department of Electrical and Computer Engineering, Uni-
versity of Massachusetts, Dartmouth, 285 Old Westport Road, North Dart-
mouth, Massachusetts 02747-2300; electronic mail: kball@whoi.edu

b!Electronic mail: johnbuck@ieee.org

1005J. Acoust. Soc. Am. 117 (3), Pt. 1, March 2005 0001-4966/2005/117(3)/1005/4/$22.50 © 2005 Acoustical Society of America



echolocation clicks. The video recordings include visual cues
indicating the location of each sound observed, tracking
across video frames where necessary. The BVR provides
short range underwater observations with a high resolution
beamformer that can potentially distinguish among several
vocally active dolphins in view of the camera.

II. SYSTEM DESCRIPTION

The BVR consists of a short-baseline Mills cross 16
hydrophone array incorporating a video camera at the array
center and associated audio and video recording hardware.
Placing the video camera at the array center gives a common
reference frame for the bearing estimates and the video im-
age, removing the need for field recalibration and registration
as in Ref. 11. The system is largely comprised of off-the-
shelf parts, minimizing the need for custom hardware. The
acoustic signals are processed using broadband frequency–
domain beamforming algorithms, allowing for automated
processing and independent position estimates for each video
frame. The visual cues incorporated into the video record can
track a whistling animal as it moves across the image. The
resulting video stream is an archival record linking the
acoustic and physical behaviors of small cetaceans in dense
social contexts.

A. Hydrophone array and camera

Figure 1 is a diagram of the BVR array and camera with
the hydrophones configured in the reduced aperture as used
for the tests described in Sec. III B. The array is constructed
of Delrin with detachable branches. Each of the four arms is
45.7 cm long by 3.2 cm square, holding four hydrophones
with integrated 10 dB preamplifiers~High Tech Inc., HTI-96-
MIN !. The hydrophones can be reconfigured to suit record-
ing conditions using a slot in each arm. Calibrations con-
firmed that the phase variations among the hydrophones
produce a negligible bias on the beamforming results. The
array’s center piece is 17.8 cm tall by 18.4 cm wide by 4.4
cm deep. A 5 cm diameter hole in this piece mounts a Deep-
Sea 2050~DeepSea Power and Light, San Diego, CA! un-
derwater camera at the array center. The maximum total ap-
erture of the array is roughly 1 m, making it convenient to
deploy from a dock or moving boat in an inverted periscope
configuration, or to be maneuvered by a swimmer. Due to the
low visibility during the field test described in Sec. III B, the
hydrophones were positioned at613.3, 616.5, 619.7, and
622.9 cm on each axis relative to the origin at the array
center, giving a total aperture of about 46 cm.

FIG. 1. Two-dimensional handheld audio/video array with detachable branches. The array consists of 16 hydrophones, 8 per axis, and an underwater video
camera located at the center. The diver hand holds, mounting brackets, and tether are not shown.
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B. Recording system

The 16 hydrophones are connected through custom
breakout boxes to a Tascam MX-2424 multitrack hard disk
recorder. The MX-2424 synchronously records all 16 chan-
nels at 44.1 kHz with 24 bit resolution directly to its internal
SCSI hard disk. An additional channel on the MX-2424
records a sync signal that is also recorded on the left channel
of the video camera. This allows the video and acoustic array
recordings to be synchronized with a precision of 1/44.1 kHz
522.7 ms. The video signal from the DeepSea 2050 under-
water camera is recorded by a Sony DCR-TRV-530 Digital 8
camcorder. To simplify processing, the video is converted
from the NTSC 29.97 frames-per-second DF~Drop Frame!
video standard to the 30 frames-per-second ND~Non-Drop
Frame! standard. At the 30 Hz frame rate, there are exactly
1470 samples of 44.1 kHz acoustic data per video frame.

C. Beamforming algorithm

The recorded data is processed in Matlab~The Math-
works, Natick, MA! to synthesize video recordings with lo-
calization cues. Whistles and echolocation clicks were de-
tected by comparing the average acoustic energy in each
1470 sample frame against an empirically determined thresh-
old value. The azimuth and elevation of each detected sound
are estimated using the broadband frequency–domain algo-
rithm for sparse arrays in Ref. 13. Equivalent angular reso-
lution could be obtained using an array of only two hydro-
phones, however, the multiple hydrophone array geometry
employed reduces the number of grating lobes and attenuates
the amplitudes of the sidelobes in the frequency–wave num-
ber response or beam pattern~Ref. 14, Sec. 2.2!. Conse-
quently, the BVR rejects noise from undesired bearings more
robustly than could a two hydrophone per axis array. The
system beamforms the array data at the peak frequency in
each block, and also at harmonics of the peak frequency.
Frequency–domain beamforming allows automated process-
ing of the acoustic data, updating the position estimate 30
times a second, which is not possible for systems that use
time–domain autocorrelations on an entire whistle such as
Ref. 11. The estimated elevation and azimuth angles from the
beamformer were converted to pixels in the video image us-
ing conversions of 11.083 pixels/degree in azimuth and
8.727 pixels/deg in elevation established during calibration
tests in the SMAST Acousto-Optic tank. A localization cue
of a small1 sign was spliced into each frame of video based
on these pixel coordinates. Elevations or azimuths just off-
screen were indicated by highlighting the nearest border of
the video image.

III. RESULTS

A. Calibration tests

The BVR was calibrated in both indoor tank tests and a
free swimming outdoor test. The tank tests transmitted five
cycles of a 5 kHz sinusoid with three harmonics~10, 15, and
20 kHz! from a source at a known fixed range and bearing.
These tests established that for the array geometry in Sec.
II A, any source at a range of 1 m or more was sufficiently in

the farfield to produce an accurate bearing estimation. The
tests varied the elevation and azimuth of the source over the
camera’s field of view, and the BVR nearly always placed
the 1 cue on the source or within five pixels of the source.
This is an error of less than 4 cm even ata 4 m range. It is
also possible to use the BVR to triangulate the range to a
source using the two outermost sensors on each arm to ob-
tain four separate bearing estimates. When the hydrophones
are set to provide the maximum aperture~about 1 m, twice
that used in Sec. III B!, this triangulation approach produced
range estimates accurate to610% for ranges of 1–4 m. The
free swimming test was conducted off the UMass Dartmouth
SMAST pier in water roughly 3–4 m deep over a bottom
with a mix of rocks and sand. The source played recorded
dolphin whistles with three to four harmonics. The video cue
tracked the source closely as the current and the swimmer’s
motion caused the source to move within the video frame.

B. Field test

The BVR field test took place at the Dolphin Connection
at Hawk’s Cay Resort in Duck Key, Florida. The Dolphin
Connection was chosen as the testing site because of its natu-
ral lagoon setting, the number of well-trained dolphins, and
the representative acoustic conditions including snapping
shrimp and nearby boat traffic. The sand and coral bottom of
the lagoon provide realistic boundary conditions for acoustic
propagation. The seaward edges of the lagoon are formed by
plastic fencing secured to wooden posts embedded in the
bottom. The dolphins generally acclimatize well to the novel
activities because the Dolphin Connection frequently hosts
research projects.

The dolphin training staff suggested that a dummy array
be used to desensitize the dolphins during the months pre-
ceding the experiments using the actual array. The dummy
array, constructed out of Delrin to closely resemble the actual
array, was installed in March 2002. The array was mounted
to the dock with a clamping mount holding a 1.2 m PVC
tube with a 0.61 m horizontal tube glued on the top end. A
buckled strap closed the clamp mount while allowing the
rapid release and removal of the array in the event of an
adverse reaction. The array could be rotated in order to aim
the camera at any activity in the lagoon.

The field test took place during the last week of May and
the first week of June 2002. Most testing took place during 1
h sessions in the morning before the trainers began their
daily morning cleaning and feeding routine. We obtained
useful data on five of seven days of deployment. In total,
over 145 minutes of data were processed, including over 57
distinct whistles. The narrowband signal-to-noise ratio
~SNR! at the fundamental frequency was at least 80 dB in all
of the data processed. For all 57 whistles, the cue was placed
on or very close to~two to three pixels! the dolphin’s head,
indicating a maximum error of less than 0.5 deg of elevation
or azimuth. Figure 2 shows a still frame from the video re-
corded on 28 May 2002 observing a adolescent male dolphin
named Kai when he was the only dolphin in the lagoon. The
contrast of this image was increased from the original color
image for a black and white publication. More video data
including the sample frame presented in Fig. 2 are available
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at the website indicated in Ref. 15. In all trials, the BVR
performed well through interference such as snapping
shrimp, boat noise, and echolocation clicks. The high SNRs
in the recordings meant that the limit on the BVR’s perfor-
mance was generally underwater visibility~4–5 m!, and not
the beamforming algorithm.

IV. DISCUSSION

The BVR performed very well monitoring dolphins in a
natural lagoon. In almost every test, the cue was placed on
the head of a dolphin in the video image. In most tests, the
few erroneous cues, if any, were single frame transients and
did not generate confusion about the identity of the whistling
animal. The only whistle series that consistently confounded
the BVR was when the whistling dolphin swam beneath the
dock along the fence, causing a complicated multipath ar-
rival structure. Although we never observed a whistle ex-
change between two dolphins, the BVR’s consistent preci-
sion placing the cue on the dolphin’s head gives us
confidence that the system will perform well when such an
event is observed.

Our efforts to desensitize the dolphins to the array’s
presence were only partially successful, as the animals often
focused their behavior on the array, scientists, and trainers.
The animals’ focus on the array was useful for our engineer-
ing test, providing a substantial dataset in a short period, but
would be a drawback in any behavioral experiment. In such
a test, the animals must be more thoroughly desensitized to
the array’s presence, or perhaps the array should be physi-
cally isolated by fencing and deployed unattended to mini-
mize the animal’s interest.

In conclusion, video recordings incorporating visual
cues indicating the origins of sounds are a powerful tool for
studies linking physical and acoustic behavior in cetaceans.
The BVR system presented in this paper is a portable system
suitable for observing highly active social contexts and pro-
ducing archival recordings of these observations. The BVR
holds promise for studying open questions in bottlenose dol-
phin behavior.
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The evaluation of the response of elastic structures subjected to distributed random excitations is
usually performed in the modal space. Random excitations~like acoustic diffuse fields! are usually
modeled as weakly stationary random processes and are assumed to be homogeneous. Their
characterization basically relies on the power spectral density~PSD! function of the pressure at a
particular reference position and a suitable spatial correlation function. In the modal space, the
distributed random excitation is characterized by a modal PSD matrix made from the joint
acceptance functions related to the mode pairs. The joint acceptance function is a double surface
integral involving the product of the considered mode shapes and the spatial correlation function.
The paper shows how to evaluate efficiently this quadruple integral for cylindrical and truncated
conical structures excited by an acoustic diffuse field. Basically, the procedure relies on the
derivation of alternative expressions for the spatial correlation function. The related expressions
prove to be more convenient for these geometries and are leading to a reduction of the double
surface integral to a combination of simple integrals. A very substantial breakdown of the
computational cost can be achieved using the resulting expressions. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1850368#

PACS numbers: 43.20.2f, 43.28.Lv, 43.40.Ey, 43.40.Hb, 43.20.Bi@NX# Pages: 1009–1019

I. INTRODUCTION

The study and the optimization of vibro-acoustic perfor-
mances are important challenges for aeronautical structures
~cabin and cockpit, for example!. Usually these structures are
modeled as canonical~cylindrical or truncated conical!
shapes. The assessment of their noise transmission character-
istics usually refers to acoustic diffuse field excitations. The
target frequency range~typically from 40 Hz up to 12.5 kHz!
prevents the use of numerical methods which are basically
restricted to the ‘‘low’’ frequency range. In such circum-
stances, analytical solution procedures prove to be useful es-
pecially if they can rely on modal descriptions. The acoustic
diffuse field, on the other hand, is usually modeled as a
weakly stationary random process characterized by its power
spectrum at a reference position and a spatial correlation
function. In a modal context, the distributed nature of the
excitation requires the evaluation of a joint acceptance func-
tion for each mode pair.1,2 The joint acceptance function is a
double surface~i.e., quadruple! integral involving the prod-
uct of the mode shapes and the spatial correlation function.
In the most general case of nonregular~i.e., arbitrary! sur-
faces, the evaluation of acceptance functions is usually per-
formed by numerical integration and can represent a signifi-
cant computational cost. In the particular case of cylindrical
or truncated conical surfaces, we show how to reduce the
quadruple integral to a simple integral or a product of simple
integrals. In both cases, the reduction procedure relies on an

appropriate re-derivation of the spatial correlation function
of the diffuse field. In contrast with earlier studies3 where the
spatial correlation function was assumed to be separable
along longitudinal and transversal directions, the present ap-
proach still refers to the exact correlation function of a per-
fectly diffuse field.

The outline of the paper is as follows. In Sec. II, the
handling of distributed random excitations in a modal con-
text is summarized. Sections III and IV derive the original
forms of the spatial correlation function and the joint accep-
tance function for the cylindrical and truncated conical cases.
Section V is related to the formulation of the spatial correla-
tion function in two alternative forms that prove to be more
convenient for evaluating the joint acceptance function. Sec-
tion VI deals with the evaluation of resulting integrals while
Sec. VII presents numerical results which further validate the
reduction procedure.

II. MODAL APPROACH FOR HANDLING DISTRIBUTED
RANDOM EXCITATIONS

A. Deterministic input Õoutput relation

We consider the evaluation of the time-harmonic re-
sponse~time dependence likeeivt where v is the circular
frequency! of a linear elastic structure subjected to a distrib-
uted load. The deterministic responseu(z,v) at a pointz and
at frequencyv can be obtained as a linear combination of
eigenmodescm :a!Electronic mail: jean-pierre.coyette@fft.be
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u~z,v!5 (
m51

`

cm~z!ym~v!, ~1!

whereym is the participation factor of modem.
In practice, the series is truncated afterM modes so that

Eq. ~1! can be rewritten in the matrix form:

u~z,v!5c~z!y~v!, ~2!

wherec is the matrix (33M ) of mode shapes whiley is the
vector (M31) of the modal participation factors.

The equation of motion in the modal space can be writ-
ten as

Z~v!y~v!5x~v! ~3!

or

y~v!5H~v!x~v!, ~4!

whereZ(v) andH(v) are the modal dynamic stiffness ma-
trix and the modal receptance matrix, respectively, while the
modal load vectorx(v) can be related to the distributed
pressurep along the boundaryG through

x~v!5E
G
p~z,v!n~z!"c~z!dG~z!, ~5!

wheren is the local normal to the boundary surface.
The modal dynamic stiffness matrix is diagonal:

Zmn5~vm
2 12i jmvvm2v2!dmn , ~6!

wherevm is the circular frequency of modem andjm is the
related viscous damping ratio.

B. Random distributed excitation

If the distributed pressure loading is described as a
weakly stationary random process,1 its main characteristic is
the cross-correlation functionRpp8 of pressuresp and p8 at
two particular pointsz andz8 along the boundaryG:

Rpp8~t!5E@p~z,t !p~z8,t1t!#, ~7!

whereE is the mathematical expectation operator.
The assumption of a ‘‘weakly’’ stationary process means

that the statistical descriptors~up to the second order! of the
considered process depend only on the time shiftt between
the two observations and not on the absolute time values.

The cross power spectral density functionSpp8(v) is the
Fourier transform of (1/2p)Rpp8(t). For an homogeneous
process, this function can be presented as the product of a
power spectrumSref at a reference point and a particular
correlation functionf c :

Spp8~v!5Sref~v! f c~z,z8,k!. ~8!

The correlation functionf c involves the relative position of
the two points and the wave numberk related to the fre-
quencyv and the sound speedc through

k5
v

c
. ~9!

Since the modal load vector is related to the distributed pres-
sure through Eq.~5!, one can easily formulate the matrixSx

of power spectral densities of modal loads as

Sx~v!5Sre f~v!J~k!, ~10!

where J is the so-called joint acceptance matrix~M by M
matrix! given by

J~k!5E
G
E

G
cT~z!"nT~z! f c~z,z8,k!n~z8!"c~z8!

3dG~z!dG~z8!. ~11!

C. Evaluation of the random response

The random response is first evaluated in the modal
space and then resolved in the physical space. The power
spectral density~PSD! matrix Sy of the modal response is
obtained as

Sy~v!5H* ~v!Sx~v!H~v!, ~12!

where an asterisk~* ! denotes the complex conjugate opera-
tor.

Owing to the linear relation@Eq. ~2!# between the physi-
cal responseu and the modal responsey, the PSD matrixSu

of displacements is computed fromSy using

Su~v!5cT~z!Sy~v!c~z!. ~13!

III. SPATIAL CORRELATION FUNCTION OF AN
ACOUSTIC FIELD

A. Acoustic diffuse field

An acoustic diffuse field is obtained by summing up the
effect of an infinite number of plane waves originating from
all spatial directions and having arbitrary~random! phases.
In practice, diffuse field conditions are obtained by activating
a set of uncorrelated acoustic sources in a reverberant
chamber.4 The multiple reflections along rigid wall bound-
aries allow for the generation of a diffuse field. This concep-
tually simple field proves to be useful for defining a particu-
lar class of acoustic excitations frequently encountered in
practice for vibrational or acoustic transmission studies. It is
usually assumed that the tested structures located in the re-
verberant chamber do not participate to the generation of the
diffuse field. This assumption could not be valid in some
particular cases~structure volume significant versus chamber
volume, convex structure!. Additionally the size of the struc-
ture relative to the wavelength could also have a strong in-
fluence on the validity of this assumption.

The spatial correlation function related to a diffuse field
can be easily formulated by considering an infinite number
of plane waves. This derivation can be found in many stan-
dard textbooks and leads to the following result:5

f c~z,z8,k!5
sin~kd!

kd
, ~14!

whered5uz2z8u is the distance between the two points.

B. Cylindrical and truncated conical geometries

If the boundary surfaceG is cylindrical or truncated
conical, a particular coordinate system is usually selected.
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For cylindrical shells, cylindrical coordinates (r ,u,z) ~Fig. 1!
are a natural choice for handling eigenmodes. A cylindrical
surface of radiusa corresponds to

r 5a. ~15!

The spatial correlation function related to two pointsz
5(a,u,z) and z85(a,u8,z8) along this cylindrical surface
can be expressed as

f c~z,z8,k![ f c
cyl~u,z;u8,z8;k!

5
sin~kA2a2~12cos~u2u8!!1~z2z8!2!

kA2a2~12cos~u2u8!!1~z2z8!2
.

~16!

For truncated conical geometries, a spherical coordinate sys-
tem (r ,u,f) ~Fig. 2! is usually selected. A truncated conical
surface corresponds to

f5a, ~17!

wherea is the semi-vertex angle.
The spatial correlation function related to two pointsz

5(r ,u,a) andz85(r 8,u8,a) along such a surface takes the
following form:

fc~z,z8,k![fc
tc~r,u;r8,u8;k!

5
sin~kA2rr 8 sin2 a~12cos~u2u8!!1~r2r8!2!

kA2rr 8 sin2 a~12cos~u2u8!!1~r2r8!2
. ~18!

IV. JOINT ACCEPTANCE FUNCTIONS FOR
CYLINDRICAL AND TRUNCATED CONICAL SHELLS

The joint acceptance function is built from available
mode shapes. For a cylindrical shell of lengthL with rigid
end diaphragms, mode shapes can be expressed by referring
to circumferential (n>0) and axial (s>1) modal orders:

cns~u,z!"n~u!5cos~nu!sinS spz

L D , ~19!

where 0<u<2p and 0<z<L.
The joint acceptance function for modes (n,s) and

(m,t) can be expressed as

J~n,s!,~m,t !
cyl ~k!5E

0

LE
0

LE
0

2pE
0

2p

f c
cyl~u,z;u8,z8;k!

3cos~nu!cos~mu8!sinS spz

L D
3sinS tpz8

L Da2du du8 dz dz8, ~20!

where f c
cyl is given by Eq.~16!.

For a truncated conical shell, kinematical functions6

~which do not possess the orthogonality properties of modes!
form a convenient basis for setting up a variational approach.
These kinematical functions are expressed by referring to
circumferential (n>0) and axial (s>1) orders:

cns~r ,u!"n~u!5r 2 cos~nu!sinS sp~r 2r 1!

r 22r 1
D , ~21!

where 0<u<2p and r 1<r<r 2 ~Fig. 2!.
In the sequel, these kinematical functions will be refer-

enced as ‘‘modes.’’ The joint acceptance function for
‘‘modes’’ (n,s) and (m,t) can be expressed as

J~n,s!,~m,t !
tc ~k!5E

r 1

r 2E
r 1

r 2E
0

2pE
0

2p

f c
tc~r ,u;r 8,u8;k!

3cos~nu!cos~mu8!r 3sinS sp~r 2r 1!

r 22r 1
D r 83

3sinS tp~r 82r 1!

r 22r 1
D sin2 a du du8 dr dr8,

~22!

where f c
tc is given by Eq.~18!.

It can be demonstrated easily that the joint acceptance
function is zero whennÞm for both cylindrical and trun-
cated conical geometries.

Inspection of Eqs.~20! and ~22! shows that the spatial
correlation functions as described by Eqs.~16! and ~18! are
not appropriate for an efficient evaluation of the joint accep-
tance function since all integration variables are coupled.
More suitable forms are derived in the next section.

FIG. 1. Cylindrical surface and related coordinate system.

FIG. 2. Truncated conical surface and related coordinate system.
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V. ALTERNATIVE EVALUATION METHODS

A. Proposed strategy

The strategy proposed for achieving a reduction of joint
acceptance functions to a simple form relies first on the deri-
vation of alternative expressions for the spatial correlation
function. Such expressions prove to be more convenient for
axisymmetric geometries and, more specifically, for cylindri-
cal and truncated conical cases. For this purpose, the spatial
correlation function is re-derived assuming that the diffuse
field results from an infinite number of plane waves originat-
ing from all spatial directions and having arbitrary phases.
Each plane wave is decomposed in an appropriate way using
cylindrical or spherical coordinates. The resulting expres-
sions of the spatial correlation functions are then injected in
the joint acceptance function in order to get a more suitable
form.

B. Cylindrical case

The incident field due to a plane wave of unit amplitude
with incidence (up ,fp) can be developed in cylindrical co-
ordinates~Fig. 1! (r ,u,z):

pup ,fp
~r ,u,z!5 (

q50

`

eq~2 i !qJq~kr cosfp!

3cos~q~u2up!!e2 ikz sin fp, ~23!

where Jq is the Bessel function of orderq and eq is the
Neumann factor (eq51 for q50, eq52 for qÞ0). The basis
of such expansion can be found in Refs. 7 and 8.

The spatial correlation function related to two points
along the cylindrical surface of radiusa can be obtained by
summing the effects of plane waves with variable incidences
(0,up,2p,2p/2,fp,p/2):

f c
cyl~u,z;u8,z8;k!5

1

4p E
0

2pE
2p/2

p/2

pup ,fp
~a,u,z!

3pup ,fp
* ~a,u8,z8!

3cosfpdfpdup . ~24!

Substitution of Eq.~23! into Eq. ~24! leads to the fol-
lowing result:

f c
cyl~u,z;u8,z8;k!

5
1

4p E
0

2pE
2p/2

p/2

(
q50

`

(
q850

`

eqeq8~2 i !q~ i !q8

3Jq~ka cosfp!Jq8~ka cosfp!

3cos~q~u2up!!cos~q8~u82up!!

3eik~z82z!sin fp cosfpdfpdup . ~25!

The joint acceptance function@Eq. ~20!# related to
modes (n,s) and (n,t) is therefore given by

J~n,s!,~n,t !
cyl ~k![IC5a2E

0

LE
0

LE
0

2pE
0

2p

f c
cyl~u,z;u8,z8;k!

3cos~nu!cos~nu8!

3sinS spz

L D sinS tpz8

L Ddu du8 dz dz8.

~26!

Substitution of Eq.~25! into Eq. ~26! and further use of
orthogonality properties of trigonometric functions give

IC5
2a2p2

en
E

2p/2

p/2

Jn
2~ka cosfp!

3cosfpS E
0

L

e2 ikz sin fp sinS spz

L DdzD
3S E

0

L

eikz8 sin fp sinS tpz8

L Ddz8D dfp ~27!

or

IC5
2a2p2

en
E

2p/2

p/2

Jn
2~ka cosfp!Hs

~2 !~fp!

3Ht
~1 !~fp!cosfpdfp ~28!

with

Hs
~2 !~f!5E

0

L

e2 ikz sin f sinS spz

L Ddz, ~29!

and

Ht
~1 !~f!5E

0

L

eikz sin f sinS tpz

L Ddz. ~30!

It will be shown in the next section how to evaluate analyti-
cally these last two integrals. Consequently the original qua-
druple integral has been reduced to the simple integral given
by Eq. ~28!.

C. Truncated conical case

The spatial correlation function for a truncated conical
geometry can be reformulated equivalently using a decom-
position of plane waves into spherical harmonics. These co-
ordinates are effectively more appropriate for handling the
double surface integral along a truncated conical surface.

The incident fieldpup ,fp
related to a plane wave of unit

amplitude with incidence (up ,fp) can be decomposed into
spherical harmonics:7,8

pup ,fp
~r ,u,f!54p (

q50

`

(
l 52q

q

~ i !qj q~kr !

3Yql* ~u,f!Yql~up ,fp!, ~31!

where j q is the spherical Bessel function of orderq andYql

is the spherical harmonics given by

Yql~u,f!5CqlPqu l u~cosf!eil u. ~32!

In this expression, the coefficientCql is given by
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Cql5A~2q11!~q2u l u!!
4p~q1u l u!!

~33!

while Pql is the Legendre function.
It should be emphasized that points along the truncated

conical surface are characterized byf5a.
The spatial correlation function for the diffuse field can

again be obtained by summing up the effects of plane waves
originating from all spatial directions:

f c
tc~r ,u;r 8,u8;k!5

1

4p E
0

2pE
0

p

pup ,fp
~r ,u,a!

3pup ,fp
* ~r 8,u8,a!sinfpdfpdup . ~34!

Substitution of Eq.~31! ~with f5a! into Eq.~34! leads after
use of orthogonality properties of spherical harmonics to the
following result:

f c
tc~r ,u;r 8,u8;k!54p (

q50

`

(
l 52q

q

i q~ i q!* j q~kr !

3 j q* ~kr8!Yql* ~u,a!Yql~u8,a!. ~35!

The joint acceptance function related to modes (n,s) and
(n,t) is therefore given by

J~n,s!,~n,t !
tc ~k![IT54p (

q50

`

(
l 52q

q E
r 1

r 2E
r 1

r 2E
0

2pE
0

2p

i q~ i q!*

3 j q~kr ! j q* ~kr8!Yql* ~u,a!

3Yql~u8,a!cos~nu!cos~nu8!r 3

3sinS sp~r 2r 1!

r 22r 1
D r 83 sinS tp~r 82r 1!

r 22r 1
D

3sin2 a du du8 dr dr8. ~36!

Substitution of Eq.~32! into Eq. ~36! leads to the fol-
lowing result:

IT54p sin2 a (
q50

`

(
l 52q

q

i q~ i q!* Cql
2 Pqu l u

2 ~cosa!

3E
r 1

r 2
j q~kr !sinS sp~r 2r 1!

r 22r 1
D r 3dr

3E
r 1

r 2
j q* ~kr8!sinS tp~r 82r 1!

r 22r 1
D r 83 dr8

3E
0

2p

e2 i l u cos~nu!duE
0

2p

e2 i l u8 cos~nu8!du8.

~37!

Integrals involvingu andu8 can be evaluated as follows:

E
0

2p

e2 i l u cos~nu!du5
2pd u l un

e u l u
, ~38!

where the Neumann factore l51 for l 50 and e l52 for l
Þ0.

Substitution of Eq.~38! into Eq. ~37! leads@after use of
i q( i q)* 51] to the final result:

IT5
16p3 sin2 a

en
2 (

q5n

1`

Cqn
2 Pqn

2 ~cosa!G~q,s!G* ~q,t !

~39!

with

G~q,s!5E
r 1

r 2
j q~kr !sinS sp~r 2r 1!

r 22r 1
D r 3dr. ~40!

The quadruple integral is thus reduced to an equivalent form
@Eq. ~39!# involving the product of two simple integrals.

VI. EVALUATION OF RESULTING INTEGRALS

A. Cylindrical case

The expression of the joint acceptance function given by
Eq. ~28! already has attractive features versus the original
expression given by Eq.~20!. We show now that the product
of integralsHs

(2)(fp)Ht
(1)(fp) can be computed analyti-

cally. The evaluation ofIC is therefore reduced to the evalu-
ation of a simple integral. In order to clarify the paper, proofs
are given in the Appendix.

Lemma 1: If we defineb5k sin(fp) and g5sp/L, one
can show that the following results hold:

Hs
~1 !~fp!55 g

~21!seibL21

b22g2
i f b2Þg2

iLb

2g
i f b25g2,

~41!

and

Hs
~2 !~fp!55 g

~21!se2 ibL21

b22g2
i f b2Þg2

2
iLb

2g
i f b25g2.

~42!

From Lemma 1,IC is reduced to a simple integral. However
the following proposition gives simpler formulas to compute
the productHs

(2)(fp)Ht
(1)(fp).

Proposition 1: We definegs5sp/L and g t5tp/L. The
functionHst defined by

Hst : F2
p

2
,
p

2 G→C,

fp→Hs
~2 !~fp!Ht

~1 !~fp!,

verifies:
~1! If b2Þgs

2 and b2Þg t
2,

Hst~fp!5Dst~fp!

3H ~12~21! t cos~bL !! i f s1t is even

~21!si sin~bL ! i f s1t is odd.

~43!

whereDst(fp)52gsg t /@(b22gs
2)(b22g t

2)#

~2! If b25gs
2 or b25g t

2,
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Hst~fp!55
L2

4
i f s5t

0 i f s1t is even and sÞt

iL

b

ts

s22t2
i f s1t is odd.

~44!

Equation~44! is useless for an exact evaluation ofIC

since it concerns a discrete number of values. However a
numerical integration method can encounter problems for the
evaluation of Eq.~43! whenb is close tougsu or ug tu. More
details are given in Sec. VII.

If one introduces the above results into Eq.~28!, one
obtains the final result:

If s1t is odd IC50, ~45!

If s1t is even IC5
4p2a2

en

3E
0

p/2

Jn
2~ka cos~fp!!

3Hst~fp!cos~fp!dfp , ~46!

whereHst is evaluated using Eq.~43! or Eq. ~44!.

FIG. 3. FunctionJn
2(ka cosfp) with ka50.408 41 for

fpP@0,p/2# andn50, 1, 2, 3.

FIG. 4. FunctionJn
2(ka cosfp) with ka54.0841 for

fpP@0,p/2# andn50, 1, 2, 3.
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Additionally, one can deduce the following result from
Proposition 1:

J~n,s!,~n,t !~k!5J~n,t !,~n,s!~k!. ~47!

B. Truncated conical case

The integralsG(q,s) can be computed using recurrence
formulas between spherical Bessel functions of different or-
ders. Only the first term of the series must be computed
numerically. This evaluation requires the computation of a
simple integral.

Theoretically this way looks attractive but its numerical
application fails because recurrence relations are numerically
ill-posed. Rounding-errors grow quickly so that final results
are inaccurate.

Another potential problem is the convergence of the in-
finite series in Eq.~39!. The fact that this series refers to
Bessel and Legendre functions does not ease its mathemati-
cal study. However in all numerical experiments performed,
the modulus of the principal term of the series decreases very
quickly.

VII. NUMERICAL EXPERIMENTS

A. Cylindrical case

1. Preliminary remarks

Equation~45! and Eq.~46! support the evaluation ofIC .
The successful evaluation of this integral requires the pre-
liminary observation of the various terms involved and the
identification of potential numerical problems. In this way,
an appropriate integration strategy can be selected.

The simplest function to integrate inIC is clearly
cos(fp). Note that the cosine function is decreasing on@0,p/
2# and also appears in the argument of the Bessel functions.

These Bessel functions can be computed using AMOS
FORTRAN library. The behavior of Bessel functions is ob-
viously depending on the value ofka ~see Figs. 3–5!. A
priori , no specific rule can be applied in order to locate op-
timally integration points.

The evaluation of functionHst requires some caution.
Its expression given in Proposition 1 can be divided in two
parts, the first one is given byDst(fp) while the second one
contains a trigonometric function.

FIG. 6. Functions 12cos(kL sinfp) and sin(kL sinfp)
for kL51.8960.

FIG. 5. FunctionJn
2(ka cosfp) with ka540.8408 for

fpP@0,p/2# andn50, 1, 2, 3.
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The computation of the second part is quite easy.
Roughly speaking, it can be considered, for numerical inte-
gration, as a periodic function~as shown in Figs. 6 and 7!.

Numerical integration ofDst(fp) requires more care.
The denominator ofDst(fp) is close to zero whenb is close
to ugsu or ug tu but Hst is clearly a continuous function and
therefore theoreticallyHst(fp) is well defined for anyfp

value.
However numerical evaluation ofDst(fp) can contain

large numerical errors aroundugsu or ug tu. A simple solution
is to take, whenb is closeugsu or ug tu, the value ofHst given
by Eq.~44! which is valid whenb is exactly equal tougsu or
ug tu.

This strategy is illustrated in Fig. 8. It introduces only a
small perturbation in the evaluation ofIC .

2. Numerical results

Numerical results have been produced for the following
cylindrical shell configuration:9 a50.221 m, L51.026 m.
The surrounding fluid is the air with a speed of soundc
5340 m/s. The joint acceptance function is evaluated at a
frequency of 100 Hz. The related wave number value isk
51.848.

The numerical integration is performed using the trap-
ezoidal method withm points. The evaluation of the qua-
druple integral therefore requiresm4 evaluations of functions
while only m evaluations are requested for the simple inte-
gral.

Table I gives estimations ofIC obtained for different
values ofn, s, andt. Table II shows the differences between
evaluations of Table I and the estimation ofIC obtained with
m5400. These differences have been produced only for the
two cases leading to a significant value of the resulting inte-
gral.

Examination of these results shows that the simple inte-
gral converges quite quickly. The quadruple integral is not
easy to evaluate accurately. Computational times~processor
AMD Athlon XP18001! required for simple and quadruple
integrals are summarized in Table III.

B. Truncated conical case

1. Preliminary remarks

The numerical evaluation ofG(q,s) andG* (q,t) is quite
easy since it requires the evaluation of well-known spherical
Bessel functions. The integration method must be chosen
with respect tokr and the orderq. The other functions are

FIG. 7. Functions 12cos(kL sinfp) and sin(kL sinfp)
for kL518.9605.

FIG. 8. Behavior of functionHst in the vicinity of the
singularity.
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smooth but one should consider the fact that Bessel functions
can have small values whenr 3 is large. So whenr 1 is very
small, then ther 3 term can have a large contribution to
G(q,s) andG* (q,t).

The main problem is to know when the series can be
truncated. We use a very simple criterion. We decide to trun-
cate the series when

CpnPpn~cos~a!!G~p,s!G* ~p,t !

<tol(
q5n

nu

CqnPqn~cos~a!!G~q,s!G* ~q,t !,

where tol is a threshold parameter, generally 10212. Despite
this very small value, only a few terms are computed. In our
numerical tests, the series always converged quickly.

2. Numerical experiments

Numerical results have been produced for the following
truncated conical shell configuration:10 r 150.689 m, r 2

51.705 m, anda516°. The surrounding fluid is the air with

a speed of soundc5340 m/s. The joint acceptance function
is evaluated at a frequency of 100 Hz. The related wave
number value isk51.848.

The numerical integration is again performed using the
trapezoidal method withm points. The evaluation of the qua-
druple integral therefore requiresm4 evaluations of functions
while only m evaluations are requested for the simple inte-
gral.

Table IV gives estimations ofIT obtained for different
values ofn, s and t. The number of termsNq retained in the
truncated series (Nq5nu2n11) is also indicated. Table V
shows the differences between evaluations of Table IV and
the estimation ofIT obtained withm5400.

Examination of these results shows that the simple inte-
gral converges quite quickly. The quadruple integral is not
easy to evaluate accurately. Computational times~processor
AMD Athlon XP18001! required for simple and quadruple
integrals are summarized in Table VI.

VIII. CONCLUSIONS

The evaluation of the joint acceptance functions related
to a diffused field excitation along cylindrical and truncated
conical shells has been addressed starting from the derivation
of alternative forms of the spatial correlation function. In this
way, the quadruple integral can be reduced to a combination
of simple integrals. The proposed reduction scheme has been

TABLE II. Absolute differences of various estimations ofIC with respect to
an estimation computed withm5400.

n50, s51, t51 Quadruple integrals Simple integral

m55 1.4486e2003 1.8950e2004
m510 3.5605e2004 4.7303e2005
m520 8.8598e2005 1.1800e2005
m550 1.4135e2005 1.8633e2006

n50, s51, t57 Quadruple integral Simple integral

m55 8.7084e2002 1.3602e2004
m510 1.1644e2002 3.4218e2005
m520 2.5925e2003 8.5521e2006
m550 4.0230e2004 1.3509e2006

TABLE III. CPU times for the evaluation ofIC ~simple and quadruple
integrals! using the trapezoidal method withm points.

Integral m55 m510 m520 m550

Simple 4.3 ms 5.8 ms 10.8 ms 25.3 ms
Quadruple 880 ms 12.1 s 3 mn 1.07 s 1 h 54 mn 6.63 s

TABLE IV. Estimations ofIT based on quadruple and simple integrals for
different values ofn, s, andt using the trapezoidal method withm points.

n50, s51, t51 Quadruple integral Simple integral Nq

m55 0.3830e101 0.3830e101 11
m510 0.3714e101 0.3714e101 11
m520 0.3686e101 0.3686e101 11
m550 0.3678e101 0.3678e101 11

n57, s51, t51 Quadruple integral Simple integral Nq

m55 0.3869e202 0.1524e213 10
m510 0.4316e204 0.1361e213 10
m520 0.1318e213 0.1318e213 10
m550 0.1306e213 0.1306e213 10

n50, s51, t57 Quadruple integral Simple integral Nq

m55 0.1810e101 0.1810e101 11
m510 0.8082e100 0.8082e100 11
m520 0.6861e100 0.6861e100 11
m550 0.6566e100 0.6566e100 11

n51, s51, t52 Quadruple integral Simple integral Nq

m55 20.2318e101 20.2318e101 10
m510 20.2171e101 20.2171e101 10
m520 20.2136e101 20.2136e101 10
m550 20.2127e101 20.2127e101 10

TABLE I. Estimations ofIC based on quadruple and simple integrals for
different values ofn, s, andt using the trapezoidal method withm points.

n50, s51, t51 Quadruple integral Simple integral

m55 7.5655e2001 7.3750e2001
m510 7.3994e2001 7.3506e2001
m520 7.3603e2001 7.3506e2001
m550 7.3506e2001 7.3506e2001

n57, s51, t51 Quadruple integral Simple integral

m55 9.4165e2005 1.1077e2018
m510 3.6772e2007 1.1077e2018
m520 1.6616e2018 1.1077e2018
m550 9.6119e2019 1.1077e2018

n50, s51, t57 Quadruple integral Simple integral

m55 2.5803e2001 9.2993e2002
m510 1.1483e2001 9.2700e2002
m520 9.7633e2002 9.2700e2002
m550 9.3482e2002 9.2700e2002

n50, s51, t52 Quadruple integral Simple integral

m55 25.6753e2017 0
m510 2.7815e2018 0
m520 25.2845e2018 0
m550 2.7263e2018 0
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validated by numerical experiments. A substantial reduction
of the computational cost can be observed. The developed
procedure can be applied to other classes of axisymmetric
structures where the mode shapes can be factorized as a
product of a function of the axial coordinatez and a trigono-
metric function of the circumferential coordinateu. Such
generalizations are trivial and should lead again to significant
computational savings.

APPENDIX: PROOFS OF SEC. VI

Proof 1 (Lemma 1): We can formulateHs
(1)(fp) as

Hs
~1 !~fp!5E

0

L

eiby sin~gy!dy5
1

2i E0

L

ei ~b1g!ydy

2
1

2i E0

L

ei ~b2g!ydy

where

E
0

L

eaydy5H 1

a
~eaL21! i f aÞ0

L otherwise,

therefore:

i f b2Þg2, Hs
~1 !~fp!5

ei ~b2g!L21

2~b2g!
2

ei ~b1g!L21

2~b1g!

5g
~21!seibL21

b22g2
,

i f b5g, Hs
~1 !~fp!5

1

2i S e2igL21

2ig
2L D5

iL

2
,

i f b52g, Hs
~1 !~fp!5

1

2i S L1
e22igL21

2ig D52
iL

2
,

usinggL5sp.
Proof 2 (Proposition 1): First, assume thatb2Þgs

2 and
b2Þg t

2.
From Lemma 1, we have

Hst~fp!5
gsg t

~b22gs
2!~b22g t

2!
~11~21!s1t2

~21! teibL2~21!se2 ibL!.

If s1t is even, (21)t5(21)s so

Hst~fp!5
2gsg t

~b22gs
2!~b22g t

2!
~12~21! t cos~bL !!.

If s1t is odd, (21)t52(21)s and

Hst~fp!5~21!s
2igsg t

~b22gs
2!~b22g t

2!
sin~bL !.

Now, assume thatgs5jb with j561 and b2Þg t
2.

We have g t5ajb with a5t/sÞ1 and bL5jsp.
Lemma 1 implies that

Hst~fp!52
iL

2b

a

12a2
~~21! tej isp21!

52
iL

2b

a

12a2
~~21! t1s21!.

Then we have

Hst~fp!5H iL

b

ts

s22t2
i f s1t is odd

0 i f s1t is even.

Assume thatg t5jb with j561 and b2Þgs
2.

As in the previous case, we can show that

Hst~fp!5H iL

b

ts

s22t2
i f s1t is odd

0 i f s1t is even.

To finish, assume thatgs5jsb and g t5j tb with js5
61 and j t561.

Clearly, s5t and js5j t[j. So we have

Hst~fp!5S 2j
iL

2 D S j
iL

2 D5
L2

4
.

TABLE V. Absolute differences~* ! or relative differences~s! of various esti-
mations ofIT with respect to an estimation computed withm5400.

n50, s51, t51 Quadruple integrals~s! Simple integral~s!

m55 0.4174e201 0.4174e201
m510 0.1025e201 0.1025e201
m520 0.2546e202 0.2546e202
m550 0.4016e203 0.4016e203

n57, s51, t51 Quadruple integral~* ! Simple integral~* !

m55 0.3869e202 0.2198e214
m510 0.4316e204 0.5765e215
m520 0.1456e215 0.1453e215
m550 0.2364e216 0.2301e216

n50, s51, t57 Quadruple integral~s! Simple integral~s!

m55 0.8572e101 0.1779e101
m510 0.2411e100 0.2411e100
m520 0.5360e201 0.5360e201
m550 0.8209e202 0.8209e202

n51, s51, t52 Quadruple integral~* ! Simple integral~* !

m55 0.6889e202 0.6889e202
m510 0.1644e202 0.1644e202
m520 0.4055e203 0.4055e203
m550 0.6382e204 0.6382e204

TABLE VI. CPU times for the evaluation ofIT ~quadruple and simple
integrals! using the trapezoidal method withm points.

Integral m55 m510 m520 m550

Simple 0.24 s 0.36 s 0.67 s 1.6 s
Quadruple 0.94 s 12.52 s 3 mn 9.43 s 1 h 58 mn 9.93 s
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Proof 3 [Proof of Eqs. (45) and (46)]: From Proposition
1, we deduce that

Hst is even if s1t is even, Hst is odd if s1t is odd,
becauseb is an odd function infp .

The functions Jn
2(ka cos(fp)) andcos(fp) are even infp

and the integration domain is symmetric hence we use basic
properties of odd and even functions to close the proof.
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Radiative transfer theory for high-frequency power flows
in fluid-saturated, poro-visco-elastic media
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Some recent mathematical results are used to study the propagation features of the high-frequency
vibrational energy density in three-dimensional fluid-saturated, isotropic poro-visco-elastic media.
The theory of high-frequency asymptotics of the solutions of hyperbolic partial differential
equations shows that their energy satisfies Liouville-type transport or radiative transfer equations for
randomly heterogeneous materials. For long propagation times these equations can be approached
by diffusion equations. The corresponding diffusion parameters—mean-free paths and diffusion
constants—associated with Biot’s linear model for such media, are derived. The analysis accounts
for the thermal and viscous memory effects of the fluid phase, and the viscous memory effect of the
solid phase through time convolution operators. In this respect it also extends the existing
mathematical results. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1856271#
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I. INTRODUCTION

The theory of radiative transfer describes the high-
frequency energy evolution in a linear random medium. It
originates from considerations on the propagation of light
through turbulent atmospheres.1 In the frame of the classical
multiple scattering theory of waves,2 a radiative transfer
equation for the intensity can be obtained from a Bethe–
Salpeter~BS! equation under certain hypotheses, in particu-
lar when the wavelength is small compared to the macro-
scopic features of the medium, and perturbations of the latter
are weak. In addition, the so-called ladder approximation is
often invoked for the BS equation to make it suitable for
analytical developments. However, it is only recently that a
systematic derivation of transport equations for the energy in
random electromagnetic, acoustic, or elastic media has been
proposed.3–6 The analysis is based~i! on the use of a Wigner
transform, the high-frequency, non-negative limit of which is
the angularly resolved energy density in time and space; and
~ii ! on the introduction of an explicit scaling of wave propa-
gation patterns. The mathematical framework, called mi-
crolocal analysis, is very general and applies to any kind of
first-order hyperbolic partial differential equations. The pur-
pose of this paper is to present how the theory applies to
vibrations of fluid-saturated porous media as described by
Biot’s equations. The main objective is to derive the acoustic
diffusion parameters for such materials, because they could
be linked in some ways to their acoustic insulation and dis-
sipation properties. Thermal dissipation and viscosity of the
fluid as well as viscosity of the solid skeleton are taken into
account in the analysis. This requires nontrivial extensions of
the existing theory to the case of time convolution operators,
as done in Ref. 7 for visco-elastic media. These results are
adapted to poro-visco-elastic media in the present paper.

The scattering of a fast compression wave by a spherical
inclusion in a fluid-saturated porous medium was considered
in Ref. 8. These results are limited mostly to the lower fre-
quency range and the case of a small Biot’s modulus. In Ref.

9 this problem was re-examined for higher frequencies in the
frame of a Born approximation. Waves scattered by an ob-
stacle embedded in a porous medium were calculated by rep-
resentational integral equations in Ref. 10, usingad hoc
Green’s kernels derived in the course of the paper. In Ref. 11
the author analyzed multiply scattered waves by perturbative
expansions, but his work is limited to delta-correlated scat-
terers and by approximations inherent to pertubation tech-
niques. None of these studies has considered the high-
frequency transport and diffusion limits for arbitrarily
random media as done here. Furthermore, this analysis is not
reduced to a particular shape or distribution of scatterers,
such as spherical or delta-correlated heterogeneities. The sole
restriction is that random perturbations of the medium pa-
rameters shall be weak and isotropic, as effectively defined
by the theory presented below. Also, one considers that they
vary—either smoothly or not—at a length scale comparable
to the wavelength, which is thea priori worst configuration
since one can expect strong interactions between waves and
heterogeneities of similar sizes.

In this paper, we first recall the basic mathematical tools
we have used to describe the high-frequency energy density
and its evolution with time for rapidly oscillating initial con-
ditions. Then, this setting—extended to time convolution
operators—is applied to Biot’s equations describing the mo-
tion of a fluid-saturated, isotropic poro-visco-elastic medium.
The effects of thermal dissipation at the interface between
the fluid and solid phases and viscosity of the fluid are also
considered. One concurrently obtains the exact analytical ex-
pressions of the compressional wave speeds in this regime.
The influence of random perturbations of the mechanical pa-
rameters of the solid skeleton is analyzed in Sec. IV and the
diffusion regime is depicted in Sec. V, where analytical ex-
pressions of the diffusion parameters, the transport mean free
paths, and the diffusion constant are given. A numerical ex-
ample is examined in Sec. VI using experimental data taken
from the literature. Some conclusions are drawn in Sec. VII.
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One notes that the same analysis of high-frequency energy
propagation features has been proposed in Ref. 12, but cal-
culations were not performed thoroughly and memory effects
~viscosity and thermal coupling! were not taken into account.

II. THEORETICAL BACKGROUND: WIGNER
MEASURES AS ENERGY DENSITY ESTIMATES

We summarize in this section the basic developments of
Refs. 3–6 generalized to incorporate the time convolution
operators in Ref. 7. The work reported in Ref. 7 deals with
the extension of the theory to the case of a visco-elastic
material with memory effects. The work reported here spe-
cializes it to the case of a poro-elastic medium that considers
the thermal and viscous effects of the fluid phase. The inter-
ested reader may consult these references for a detailed pre-
sentation and the proofs associated with the results given
below. The materials presented in Sec. II A and Sec. II B are
basically adapted from Ref. 13.

Consider a first-order hyperbolic system of the form

A~x,0!] tv1(
j 51

d

Dj]xj
~v1B~x,• !* tv!1V~x,• !* tv50,

~1!

wherev is the vector of state variables inCn, andxPRd runs
through the physical space;d51, 2, or 3 is its dimension, but
for this application one letsd53 all along the paper.A(x,t)
is a symmetric, positive-definiten3n real matrix; Dj are
symmetricn3n real matrices independent of positionx and
time t; B(x,t) is a symmetricn3n real matrix;V(x,t) is an
n3n real matrix; and* t is the time convolution product
f * tg(t)5*0

t f (t)g(t2t)dt, t>0. The solution of Eq.~1! is
denoted byve for initial conditions oscillating rapidly~as
detailed below; see Sec. II A! at an arbitrarily small scalee,
considering slowly varying mechanical coefficients such that
neither A nor B depend one. One also assumes that the
sequence (ve) is uniformly bounded in (L2(R3))n, where
L2(R3) is the set of square integrable functions with respect
to the space variable. Equation~1! is very general for wave
equations arising from physical problems. It can embed
Maxwell’s equations for electromagnetic waves, the wave
equation for acoustics, or Navier’s equation of three-
dimensional elastodynamics. For example, for an isotropic
and synchronous visco-elastic medium characterized by its
time-dependent Lame´’s modulii l(x,t) andm(x,t), and den-
sity %~x!, the Navier equation of motion for the displacement
vectoruPR3 is

%] t
2u5div s~u!,

where the stress tensors is linked to the strain tensore by
Hooke’s law

s5l~x,0!div uI312m~x,0!e1] tl~x,• !* tdiv uI3

12] tm~x,• !* te.

Throughout the paperI j is the j 3 j identity matrix. These
equations have the form of Eq.~1!, setting for examplev
5(] tu1 ,] tu2 ,] tu3 ,e11,e22,e33,e23,e13,e12,p) with e i j

5m(x,0)(]xj
ui1]xi

uj ) and p5l(x,0)divu, together with
A(x,t)5diag(%(x)I3 , 1/2m(x,t)I3 , 1/m(x,t)I3 , 1/l(x,t))

andB(x,t)5] tA
21(x,t)A(x,0). Other definitions ofv andA

which lead to the same general form are obviously possible,
as in Ref. 14, where the Navier equation of elastodynamics
in Rd is written in the form of a symmetric hyperbolic sys-
tem ~1! with n5d11.

A. Energy and power flow estimates

One injects high-frequency energy into the system de-
scribed by Eq.~1! through, say, initial conditions of the form

ve~x,0!5v0
e~x!, ~2!

where the datav0
e are bounded in (L2(R3))n as e goes to 0

and oscillating at most at the frequency 1/e. For example,
one can takev0

e(x)5v0(x)eij"x/e, where v0 as well as its
derivatives are in (L2(R3))n, or v0

e(x)5e23/2v0(x/e), where
v0 is such thati¹v0iL2,1`, but more general conditions to
be fulfilled by the initial data for the following to apply are
given in Refs. 3 and 4. The energy density associated with
the solutionve of Eqs.~1!–~2! is defined by

Ee~x,t !5 1
2~ve,ve!A~x,0! , ~3!

while the densities of power flow along each directionj
51, 2, or 3 are

P j
e~x,t !5 1

2~ve,ve!Dj
, ~4!

with the notation (u,v)Mª(Mu ,v̄), wherev̄ is the complex
conjugate ofv. A potential good candidate to study the high-
frequency energetic features of the system~1!–~2! is the
Wigner transform, because it has a direct link with the above
quantities in the limite→0, as well as some other nice evo-
lution properties given below~see Sec. II B!. Let us define
for two functions u and v lying in a bounded subset of
(L2(R3))n

We~u,v!~x,k,t !5
1

~2p!3 ER3
eik"yuS x2

1

2
ey,t D

^ vS x1
1

2
ey,t Ddy. ~5!

Then, the n3n matrix-valued Wigner transformWe@ve#
ªWe(ve,ve) of ve has ~up to an extracted subsequence! a
Hermitian limit We@ve#⇀W as e→0 in the sense of tem-
pered distributions which is also a non-negative measure,3,4

the so-called Wigner measure ofve.
Assuming thatve of Eqs. ~1!–~2! has the same oscilla-

tory properties as the initial conditions, it can be shown,
owing to Proposition 1.7 of Ref. 4 or Proposition 2.3.3 of
Ref. 7, that the energyE(x,t) and power flowP j (x,t) den-
sities in the limite→0 are estimated from the Wigner mea-
sure by

lim
e→0

Ee~x,t !ªE~x,t !5
1

2ER3
A~x,0!:W~x,k,t !dk, ~6!

and

lim
e→0

P j
e~x,t !ªP j~x,t !5

1

2ER3
Dj :W~x,k,t !dk, ~7!
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for j 51, 2, 3, respectively, whereA:B5Tr(ABT) is the
usual tensor scalar product and Tr is the trace of a matrix.

B. Transport properties of Wigner measures

One now turns to the evolution properties of the Wigner
measure associated with the sequence (ue) of solutions of the
system~1!–~2!. Define @A,B#5AB1B*A* , whereA* 5ĀT

stands for the adjoint of a matrix. The Wigner measure sat-
isfies the dispersion equation

@ iL ,W#50, ~8!

whereL is the dispersion matrix of the above system defined
by

L ~x,k!5A21~x,0!(
j 51

3

kjDj . ~9!

It is self-adjoint with respect to the scalar product
(u,v)A(x,0) ; thus, itsn right eigenvectors form an orthonor-
mal family with respect to this scalar product. The latter and
the associated real eigenvalues are denoted bybar

(x,k) and
var

(x,k), respectively, for 1<a<m<n and 1<r<Ra ,
whereRa is the order of multiplicity of eigenvalueva for a
modea among them existing ones, such that(a51

m Ra5n.
Ra is assumed to be independent of~x,k!. From the disper-
sion equation the Wigner measure may be written

W~x,k,t !5 (
a51

m

(
r ,s51

Ra

wa
rs~x,k,t !bar

~x,k! ^ bas
~x,k!,

~10!

where the wa
rs’s are scalar coefficients, hereafter refered to as

specific intensities. If one defines coherence matricesWa ,
1<a<m, by

Wa,rs~x,k,t !5wa
rs~x,k,t !, 1<r ,s<Ra , ~11!

then they will satisfy Liouville-type transport equations

] tWa1$va ,Wa%1@Wa ,Na#50. ~12!

$ % represents the usual Poisson’s bracket defined by$ f ,g%
5“k f •“xg2“xf •“kg and theNa’s are skew-symmetric
matrices given by

Na,rs5(
j 51

3

~]xj
bar

,bas
!Dj

2~“xva•“kbar
,bas

!A~x,0!

2
1

2
“k•“xvad rs , ~13!

for 1<r ,s<Ra . These rotation matrices arise from the cur-
vature of rays in heterogeneous media, leading to rotation of
the polarization vector around a ray as waves propagate.5 It
is understood that ifRa51 the last term in Eq.~12! always
vanishes and the latter writes

] twa1$va ,wa%50, ~14!

dropping subscriptsr and s. These results show that the
transport equations satisfied by specific intensities are basi-
cally unchanged from the case without time-convolution
operators.7

III. TRANSPORT EQUATIONS FOR ISOTROPIC
POROUS MEDIA

Elastic waves in a fluid-saturated porous solid are de-
scribed by the model of Ref. 15, taking into account the
approach of Ref. 16 as well. The macroscopically homoge-
neous and isotropic porous material is constituted by a solid
phase and a fluid phase which saturates the open porous
space. The solid phase includes a solid part constituted by a
synchronous~Poisson’s coefficientn is independent of time!
visco-elastic material and the closed porosity. Both phases
have average displacements denoted byus and uf for the
solid and fluid ones, respectively. The averaging process cor-
responds to the homogenization at a macroscopic scale of the
quantities observed at the microscopic scale of the medium
where they are not necessarily continuous and materials are
heterogeneous. The ratio of the volume occupied by the fluid
phase with respect to the overall volume of the porous me-
dium is given by its porosityF such that 0<F,1. The den-
sity of the porous material is%5(12F)%s1F% f , where%s

and% f are the densities of the materials constituting the solid
and fluid phases, respectively. One assumes thatF, %s, and
% f are constant over the space. The average fluid motion with
respect to the solid phase is given by the filtration velocity
ẇ5F(u̇f2u̇s), whereu̇ is the time derivative ofu under the
assumption of small transformations of the medium. The lat-
ter occupies an open domainV of R3.

A. Basic equations

The constitutive equations are written16 for the porous
material

stot5~l01] tl* t!“"usI312~m01] tm* t!“^ sus2pB,
~15!

and for the fluid phase

p1b* tp52M ~B:“^ sus1“"w!. ~16!

The pore fluid pressure isp, stot is the total macroscopic
stress tensor of the porous medium,l and m are the time-
dependent Lame´’s modulii of the solid phase withl0

5l(0) andm05m(0), b is a time-dependent compressibil-
ity coefficient of the fluid phase which accounts for thermal
effects,M is Biot’s modulus, andB is the coupling coeffi-
cient between phases such that the coupling tensor isB
5BI3 in the isotropic case. By definition16

1

M
5

F

K f
1

B2F

Ks
, B512

Kb

Ks
,

whereK f is the fluid bulk modulus,Kb5l01(2/3)m0 is the
macroscopic bulk modulus of the dry solid phase, whereas
Ks is the microscopic bulk modulus of the solid grains con-
stituting the skeleton of the porous material such thatKs

>Kb . Last, ^ s is the symmetrized tensor product. Let

q5l0“"us2Bp, ~17a!

e52m0“^ sus, ~17b!

then
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“"u̇s5
1

l0
q̇1

B

l0
ṗ, ~18a!

“"ẇ52
B

l0
q̇2S 1

M
1

B2

l0
D ṗ2

ḃ

M* tp. ~18b!

The dynamic equation of motion of the bulk mixture is writ-
ten

“S e1
] tm

m0
* teD1“S q1

] tl

l0
* t~q1Bp! D5%üs1% fẅ.

~19!

The linearized Darcy’s law under the assumption of small
transformations of the homogeneous medium is written

2h fẇK21* tẇ5“p1% f~aüf1~12a!üs!, ~20!

and describes the motion of the pore fluid relative to the
porous skeleton. In the above equation,h f is the pore fluid
viscosity, w is a time-dependent viscosity correction factor,
andK is the intrinsic permeability tensor which depends on
the geometry of the pore network solely; it is spherical in the
isotropic caseK5KI3 , whereK is the coefficient of perme-
ability. At last, a is the tortuosity defined as the ratio of the
microscopic mean-square velocity of fluid particles with re-

spect to the skeleton to their macroscopic quadratic velocity
uu̇f2u̇su2. It is a purely geometrical quantity independent of
fluid or solid densities such thata>1. Regarding the intro-
duction of convolution products in Eqs.~15!, we refer the
reader to Fung’s book17 for a detailed presentation of the
behavior of viscous materials including memory effects. Re-
garding the introduction of convolution products in Eqs.~16!
and ~20!, we refer to the work of Fellah and Depollier,18

extending their results to the case of a nonrigid solid frame.
In this study, w and b are proportional to the function
t°1/At for t↓0 ~singular memory kernels!. Note that Dar-
cy’s law may also be written2Yẇ5“p1% füs, whereY
ªh fẇK21* t1(a%́ f /F)] t is the viscodynamic operator in-
troduced in Ref. 19.

Now, Eqs.~17! through~20! can be recast in the form of
a first-order hyperbolic system of Eq.~1! with n514 andd
53, introducing the state variablev5(u̇s,ẇ,e,q,2p) of C14,
where e is rearranged in a vector form ase
5(e11,e22,e33,e23,e13,e12). This leads to the equation

A0] tv1(
j 51

3

Dj]xj
~v1B* tv!1V* tv50, ~21!

whereA05A(0), with

A~ t !53
%I3 % fI3 0 0 0 0

% fI3
a% f

F
I3 0 0 0 0

0 0
1

2m~ t !
I3 0 0 0

0 0 0
1

m~ t !
I3 0 0

0 0 0 0
1

l~ t !
2

B

l~ t !

0 0 0 0 2
B

l~ t !

1

M
1

B2

l~ t !

4 ,

B5] t(A
21)A0 and a diagonal matrixV given by V

5diag(0,h fẇK21,0,0,0,ḃ/M ). MatricesD1 , D2 , andD3 are
symmetric and have the form

2Dj53
0 0 K j M j k j 0

0 0 0 0 k j

0 0 0 0

0 0 0

0 0

0

4 ,

whereK j and M j are the 333 matrices given by their ele-
mentsK j

rs5d j r d js andM j
rs5(12d j r )(12d js)(12d rs), and

k j is the vector given by its componentskj
r5d j r , with r, s

P$1,2,3% andd rs being the Kronecker symbol. The results of
the previous section are applied to this system under the
assumption that the wavelength, scaled bye, remains much
larger than the pore and solid grain sizes in order to ensure
the linearity of the proposed model. One also considers ‘‘e-
oscillating’’ initial datav(x,0)5v0

e(x) with v50 for t,0.

B. High-frequency energy transport properties

The dispersion matrix for a porous medium thus
writes
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2L ~k!53
0 0

1

%sf
K ~k!

1

%sf
M ~k!

1

%sf
k 2

F

a%sf
k

0 0 2
F

a%sf
K ~k! 2

F

a%sf
M ~k! 2

F

a%sf
k

F%

a%sf% f
k

2m0K ~k! 0 0 0 0 0

m0M ~k! 0 0 0 0 0

~l01MB2!kT MBkT 0 0 0 0

MBkT MkT 0 0 0 0

4 , ~22!

where a%sf5a(12F)%s1(a21)F% f , k5(k1 ,k2 ,k3),
and

K ~k!5(
j 51

3

kjK j5diag~k1 ,k2 ,k3!,

M ~k!5(
j 51

3

kjM j5F 0 k3 k2

k3 0 k1

k2 k1 0
G .

Let uku5Ak1
21k2

21k3
2 and k̂5k/uku. One introduces vectors

ẑ1(k) and ẑ2(k) such that (k̂,ẑ1 ,ẑ2) form an orthonormal
triplet, for examplek̂5~sinu cosf,sinu sinf,cosu!, ẑ1(k)
5(cosu cosf,cosu sinf,2sinu) and ẑ2(k)5(2sinf,
cosf,0) in spherical coordinates. Then, the eigenvalues of
the dispersion matrix in the setE5R33R3\$(x,k);k50% are

v050 with multiplicity 6,

vS
656cSuku each with multiplicity 2,

~23!
vP1

6 56cP1uku each with multiplicity 1,

vP2
6 56cP2uku each with multiplicity 1,

wherecP1
2 andcP2

2 are the solutions of

X22~cP
21c1

2!X1cP
2c2

250, ~24!

with parameterscS
25m0 /%sf , cP

25(l012m0)/%sf , and

c1
25

M

%sf
FB21

F

a S %22B% f

% f
D G ,

c2
25

FM

a% f
5c1

22
M

%sf
S B2

F

a D 2

.

These results agree with those of Refs. 20 and 21. One
choosescP2,cP1 in accordance with the usual notations of
the dedicated literature. Therefore,m57 and R056, RS1

5RS252 with the notations of Sec. II B. The associated
eigenvectors onE are

br5S 0,0,A2m0K ~ ẑr !ẑr ,Am0

2
M ~ ẑr !ẑr ,0,0D ,

b35~0,0,2Am0K ~ ẑ1!ẑ2 ,Am0M ~ ẑ1!ẑ2,0,0!,

b45S 0,0,A 2l0m0

l012m0
K ~ k̂!k̂,A l0m0

2~l012m0!
M ~ k̂!k̂,

2A 2l0m0

l012m0
,0D ,

~25!

b41r5S 0,A F

a% f
ẑr ,0,0,0,0D ,

bSr
6 5S ẑr

A2%sf

,2
F ẑr

aA2%sf

,7A2m0K ~ k̂!ẑr ,

7Am0

2
M ~ k̂!ẑr ,0,0D ,

bPj
65S k̂

A2%sf

,2
F k̂

aA2%sf

,7
2m0K ~ k̂!k̂

cPj
A2%sf

,7
m0M ~ k̂!k̂

cPj
A2%sf

,

7

l01MBS B2
F

a D
cPjA2%sf

,7

M S B2
F

a D
cPjA2%sf

D ,

for r, j P$1,2%. Eigenvectorsb5 andb6 correspond to acous-
tic transverse advection modes of the fluid phase, and are
similar to the nonpropagating modes obtained for a purely
acoustic medium.5 Eigenmodesb1 throughb4 are their coun-
terparts for a purely elastic medium. The main changes in-
troduced by porosity compared to the elastic case are~i! the
emergence of two compressional modes, instead of a single
one, and~ii ! the introduction of an effective density%sf in the
definition of the shear and compression modes, which are
similar to the elastic modes omitting this modification. The
purely elastic medium is recovered if one letsF50 and
a51, as one also hasB50 in this limit. Finally, one notes
that these modes are nondispersive in accordance with some
experimental observations done for two different porous ma-
terials ~plastic foams!.22

Regarding the slow-wave speedcP2, it is null for F50
and its value forFÞ0 and % f /%s!1 or K f /Kb!1 ap-
proaches the modified velocity of sound in the air filling the
pores cf5AK f /a% f5c/Aa, in accordance with the high-
frequency asymptotic estimate given in Refs. 20 and 21.
Thus, one hascP2<c. For such ratios of fluid to solid phase
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bulk modulii, it may be observed that the coupling coeffi-
cient B has almost no influence and could be fixed at 1.

Now, let wPj
6 (x,k,t), j P$1,2%, be the specific intensities

for compressional waves corresponding to eigenvectors
bPj

6 (k). They then satisfy the following transport equations:

] twPj
66cPj k̂"“xwPj

650, j P$1,2%. ~26!

Let WS
6(x,k,t) be the 232 coherence matrices of specific

intensities corresponding to eigenvectorsbSr
6 (k), r P$1,2%.

Thus, they satisfy the following transport equations:

] tWS
66cSk̂"“xWS

650, ~27!

since rotation matrixNS is null for homogeneous parameters,
and the contributions of the convolution operatorV cancel
out in the limit e→0. Finally, the 636 coherence matrix
W0(x,k,t) satisfies] tW050, since here againN050; thus,
W0(x,k,t)50 if it is initially null. One observes that
wPj

2 (x,k,t)5wPj
1 (x,2k,t), j P$1,2%, and WS

2(x,k,t)
5WS

1(x,2k,t), so that the energy density is estimated by

E~x,t !5 (
j 51,2

E
R3

wPj
1~x,k,t !dk1E

R3
Tr WS

1~x,k,t !dk

1
1

2ER3
Tr W0~x,k,t !dk, ~28!

while the power flow density vector is estimated by

P~x,t !5 (
j 51,2

cPjE
R3

wPj
1~x,k,t !k̂ dk

1cSE
R3

Tr WS
1~x,k,t !k̂ dk, ~29!

since the modesb1(k) throughb6(k) do not propagate.

IV. THE RANDOM CASE: RADIATIVE TRANSFER

A. General considerations

In this section one considers some randomness of the
mechanical properties of the medium and follows again the
developments of Refs. 5 and 6. In their work these authors
introduce a random perturbation (V(x),xPR3) of matrix A
of the form

A~x!5AO ~x!F In1AeVS x

e D G . ~30!

The magnitudeAe of perturbations is chosen such that they
have comparable effects on the unperturbed background me-
dium as characterized by the mean matrix of parameters
AO ~x!. However, they need not be too strong, for in this case
localization rather than transport may occur. Their correla-
tion lengths are chosen to be comparable to wavelengthse to
allow strong interactions between the waves and the hetero-
geneities. For the system~1! to remain symmetric hyper-
bolic, the perturbation matrix has to satisfy the condition
AO ~x!V~y!5V* ~y!AO ~x! for all x andy of R3. Parameter fluc-
tuations are modeled with a statistically homogeneous,
second-order matrix-valued random process with mean zero
whose covariance functions are denoted byRjklm(x2y)
ªE$Vjk(x)Vlm(y)%, such that

Rjklm~x2y!5E
R3

e2 ik•~x2y!Sjklm~k!dk. ~31!

E$•% stands for mathematical expectation andk°Sjklm(k)
are the spectral density functions of random matrix
(V(x),xPR3) for j, k, l, mP$1,2,...,n%. They satisfy the
usual properties of spectral densities of homogeneous sto-
chastic processes:Sjklm(k)5Slm jk(k)5Slm jk(2k). Let S be
the fourth-order spectral density tensor corresponding to the
above spectral density functions. Thus, it can be shown that
the coherence matricesWa , 1<a<m, satisfy coupled ra-
diative transfer equations given by

] tWa1$va ,Wa%1@Wa ,Na#

5 (
b51

m E
R3

@sab~k,k8!Wb~k8!#d~va~k!2vb~k8!!dk8

2@Sa ,Wa#. ~32!

The differential scattering operatorssab(k,k8) are defined
by

@sab~k,k8!Wb~k8!#52pva
2~k!3Sab~k,k8!Wb~k8!,

~33!

whereSab(k,k8) is a fourth-order tensor with elements

Srstu
ab ~k,k8!5car

~k! ^ bb t
~k8!:S~k2k8!:cas

~k!

^ bbu
~k8!. ~34!

The total scattering operatorsSa(k) are defined by

Sa~k!5
1

2 (
b51

m H E
R3

@sab~k,k8!IRb
#d~va~k!2vb~k8!!dk8

2 iE
R3

1

va~k!2vb~k8!
@sab~k,k8!IRb

#dk8J . ~35!

bar
are the right eigenvectors of the mean dispersion matrix

and car
are its left eigenvectors, given bycar

5AO bar
, for 1

<a<m and 1<r<Ra . The differential scattering operator
sab(x,k,k8) gives the rate at which the energy modeb with
wave vectork8 is converted to the energy modea with wave
vectork, at positionx; the total scattering operatorSa(x,k)
gives the rate at which the energy modea with wave vector
k at positionx is converted to all other modes or wave num-
bers~thus, it can account for intrinsic damping!. The conser-
vation of energy without dissipation is implied by the fact
that one formally hassab(k,k8)[sba(k8,k).

B. Radiative transfer equations for isotropic porous
media

Let us consider a random perturbation matrix (V(x),x
PR3) having the form
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V53
%̃I3 2

a

F
F̃I3 0 0 0 0

2
F

a
%̃I3

a%

F%f
F̃I3 0 0 0 0

0 0 m̃I3 0 0 0

0 0 0 m̃I3 0 0

0 0 0 0 l̃ 2Bl̃

0 0 0 0 0 0

4 ,

where (%̃(x),xPR3), (F̃(x),xPR3), (m̃(x),xPR3), and
(l̃(x),xPR3) are four real-valued, statistically homogeneous
stochastic processes whose spectral measures are character-

ized by their power spectral density functionsk°S%(k),
k°SF(k), k°Sm(k), and k°Sl(k), respectively, and
cross-spectral density functionsk°S%F(k), k°S%m(k),
k°S%l(k), k°SFm(k), k°SFl(k), andk°Slm(k). This
model of perturbations corresponds to random fluctuations of
the mean density%I , the mean inverse formation factorF21

~defined byF5a/F), and the mean inverse Lame´’s modulii
m0

21 andl0
21. Therefore, the differential scattering operator

for Pj to Pk mode conversion,j ÞkP$1,2%, is a simple mul-
tiplicative operator

@sPj Pk~k,k8!wPk~k8!#5spp~k,k8!wk~k8!, ~36!

characterized by the~scalar! scattering cross section

spp~k,k8!5
p

2
cP

2ukuuk8uF c2

cP
~ k̂"k̂8!2~S%~k2k8!1SF~k2k8!12 ReS%F~k2k8!!14

cS
4

cP
3c2

~ k̂"k̂8!4Sm~k2k8!

14
cS

2

cP
2 ~ k̂"k̂8!3~ReS%m~k2k8!1ReSFm~k2k8!!12S 122

cS
2

cP
2D ~ k̂"k̂8!~ReS%l~k2k8!

1ReSFl~k2k8!!1
4cS

2

cPc2
S 122

cS
2

cP
2D ~ k̂"k̂8!2 ReSlm~k2k8!1

cP

c2
S 122

cS
2

cP
2D 2

Sl~k2k8!G . ~37!

The differential scattering operator for Pj scattering without mode conversion,j P$1,2%, is also a multiplicative operator

@sPj Pj~k,k8!wPj~k8!#5spp
j ~k,k8!wPj~k8!, ~38!

characterized by the scattering cross section

spp
j ~k,k8!5

p

2
cPj

2 uku2F ~ k̂"k̂8!2~S%~k2k8!1SF~k2k8!12 ReS%F~k2k8!!14
cS

4

cPj
4 ~ k̂"k̂8!4Sm~k2k8!

14
cS

2

cPj
2 ~ k̂"k̂8!3~ReS%m~k2k8!1ReSFm~k2k8!!12

cP
2

cPj
2 S 122

cS
2

cP
2D ~ k̂"k̂8!~ReS%l~k2k8!

1ReSFl~k2k8!!14
cS

2cP
2

cPj
4 S 122

cS
2

cP
2D ~ k̂"k̂8!2 ReSlm~k2k8!1

cP
4

cPj
4 S 122

cS
2

cP
2D 2

Sl~k2k8!G . ~39!

The differential scattering operator for Pj to S mode conver-
sion, j P$1,2%, is given by

@sPj S~k,k8!WS~k8!#5sps~k,k8!G~k,k8!:WS~k8!,
~40!

where

sps~k,k8!5
p

2
cS

2@ uk8u2~S%~k2k8!1SF~k2k8!

12 ReS%F~k2k8!!14uku2~ k̂"k̂8!2Sm~k

2k8!14ukuuk8u~ k̂"k̂8!~ReS%m~k2k8!

1ReSFm~k2k8!!#, ~41!

and G~k,k8! is the 232 real matrix defined byGrs(k,k8)
ª( k̂"ẑr(k8))( k̂"ẑs(k8)). Conversely, the differential scatter-

ing operator for S to Pj mode conversion,j P$1,2%, is

@sSPj~k,k8!wPj~k8!#5sps~k8,k!G~k8,k!wPj~k8!. ~42!

Finally, the differential scattering operator for S scattering
without mode conversion is given by

@sSS~k,k8!WS~k8!#5sss
TT~k,k8!T~k,k8!WS~k8!T~k8,k!

1sss
GG~k,k8!G~k,k8!WS~k8!G~k8,k!

1sss
TG~k,k8!T~k,k8!WS~k8!G~k8,k!

1sss
TG~k8,k!G~k,k8!WS~k8!T~k8,k!,

~43!

where
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sss
TT~k,k8!5

p

2
cS

2uku2~S%~k2k8!1SF~k2k8!

12 ReS%F~k2k8!!,
~44!

sss
GG~k,k8!5

p

2
cS

2uku2Sm~k2k8!,

sss
TG~k,k8!5

p

2
cS

2uku2~ReS%m~k2k8!

1ReSFm~k2k8!!.

T~k,k8! and G~k,k8! are the 232 real matrices defined by
Trs(k,k8)ª ẑr(k)• ẑs(k8) and G rs(k,k8)ª( k̂"k̂8)( ẑr(k)
• ẑs(k8))1( k̂"ẑs(k8))( k̂8"ẑr(k)). These results show that the
forward~‘‘ 1’’ ! and backward~‘‘ 2’’ ! waves are uncoupled in
the random case.

V. DIFFUSION LIMIT

It is now well established that in the diffusion limit, a
heat equation can be recovered from a radiative transfer
equation; see for example Ref. 23 for scalar waves or Ref. 5
for polarized waves. This regime is reached after long propa-
gation distances with respect to the scattering mean-free path
of the medium, the latter being the mean distance traveled by
waves before their direction of propagation is significantly
altered. Waves in this regime have lost their initial direction
of propagation as well as their initial polarization. From such
a diffusion equation, one can also obtain proportionality re-
lationships between the energy densities of particular propa-
gating modes and their associated velocities, independent of
the scattering mechanism. The scattering mean-free path is
defined for a particular propagating modea by

,a~x,k!5
u“kvau
Sa~x,k!

. ~45!

The derivation of the radiative transfer equations has been
carried out so far for high frequencies such thatL!cat and
it remains applicable as long asL!,a , whereL is a typical
wavelength. The diffusion limit considers that propagation
distances are also much longer than the scattering mean-free
path:cat@,a . Parameter fluctuations are also assumed to be
statistically isotropic. This implies that the differential scat-
tering cross sections are rotationally invariant inasmuch as
they depend onuku and k̂"k̂8 solely. The former may be writ-
ten under these conditions sab(k,k8)ªcbuk8u22

3s̃ab(uku,uk8u,k̂"k̂8) and the total scattering cross sections,
depending onuku solely, are

Sab~ uku!5
Rb

Ra
S ca

cb
D 3

SbaS ca

cb
uku D

5E
S2

s̃abS uku,
ca

cb
uku,k̂"k̂8Ddk̂8,

where dk̂ is the elementary solid angle ofR3 and S2 is its
unit sphere.

Based on these assumptions, Eq.~32! yields the follow-
ing diffusive regime for the present model of porous media.
Coherence matrixWS

1 and specific intensities wPj
1 become

independent ofk̂ and have the form

WS
1~x,k,t !5c~x,uku,t !I2 , ~46a!

wPj
1~x,k,t !5cS x,

cPj

cS
uku,t D , j P$1,2%, ~46b!

wherec(x,uku,t) is a scalar function satisfying the following
diffusion equation:

] tc~x,uku,t !5“x•@D~ uku!“xc~x,uku,t !#. ~47!

The diffusion constantD is

D~ uku!5

2DS~ uku!1S cS

cP1
D 3

DP1S cS

cP1
uku D1S cS

cP2
D 3

DP2S cS

cP2
uku D

21S cS

cP1
D 3

1S cS

cP2
D 3 , ~48!

where theDa(uku)’s are partial diffusion coefficients which have the usual expressionDa5 1
3ca,a

! , aP$S,P1,P2%. The diffu-
sion constant characterizes the growth speed of the diffusive halo in a disordered medium. The so-called transport mean-free
paths,a

! satisfy

T21~ uku!L!~ uku!5C, ~49!

whereL!(uku)5(,S
!(uku),,P1

! (cS/cP1uku),,P2
! (cS/cP2uku)), C5(cS,cP1,cP2), and

T21~ uku!5F SS~ uku!2SSS
! ~ uku! 2SSP1

! ~ uku! 2SSP2
! ~ uku!

2SP1S
! S cS

cP1
uku D SP1S cS

cP1
uku D2SP1P1

! S cS

cP1
uku D 2SP1P2

! S cS

cP1
uku D

2SP2S
! S cS

cP2
uku D 2SP2P1

! S cS

cP2
uku D SP2S cS

cP2
uku D2SP2P2

! S cS

cP2
uku D G ,

1027J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Eric Savin: Radiative transfer in porous media



with

Sab
! ~ uku!5

Rb

Ra
S ca

cb
D 3

Sba
! S ca

cb
uku D

5E
S2

s̃abS uku,
ca

cb
uku,k̂"k̂8D k̂"k̂8dk̂8,

for a, bP$S,P1,P2%. These coefficients characterize the ten-
dency of total scattering to be in the forward direction. It is
worth noting at this stage that analytical expressions of the
diffusion parameters like the mean-free paths or the diffusion
coefficients are useful because these quantities can be esti-
mated from experimental data while correlation lengths and
standard deviations of parameter fluctuations are usually not
observable; see for example Refs. 24–28 for such experi-
mental analyses.

At last, the space-time energy densitiesES(x,t)
5*R3 Tr WS

1(x,k,t)dk and EPj (x,t)5*R3wPj
1 (x,k,t)dk, for

j P$1,2%, satisfy

EP1~x,t !

EP2~x,t !
5S cP2

cP1
D 3

,
ES~x,t !

EPj~x,t !
52S cPj

cS
D 3

, ~50!

in the diffusion limit, whatever the underlying~random! het-
erogeneity of the medium or the source may be. The above
equipartition rules are indicators of the relevance of the dif-
fusion approximation: the latter is acceptable as soon as
these relations are fulfilled by the energy densities, at each
location x of the medium and at each timet. Furthermore,
they show that in this regime, most of the energy in the

skeleton is transported by the S modes, no matter how it was
distributed initially, becausecP2,cS,cP1. This characteris-
tic feature can be said to be ‘‘universal’’ because, again, it
does not depend on the details of the heterogeneities and/or
the source, and it is observed everywhere in the medium at
any time independent of any averaging process.

VI. NUMERICAL EXAMPLE

The compressional wave speeds for energy transport are
computed by Eq.~24!. One can use for example the data
provided in Ref. 29 for the experiments carried on in Ref. 30
for a water-saturated porous solid composed of sintered glass
spheres: % f51000 kg/m3, %s52480 kg/m3, K f

52.25 109 Pa, Kb515.2 109 Pa, Ks540.7 109 Pa, m0

510.75 109 Pa, F50.283, anda51.82. One obtainscP1

54053 m/s andcP251045 m/s, which compares remarkably
well with the experimental estimationscP1.4050 m/s and
cP2.1040 m/s.30 For the diffusion parameters, a statistically
isotropic, Gaussian model of correlation of the fluctuations
of %, F21, m0

21, andl0
21 is considered

Sab~ uku!5
hahbr ab

8Ap3g3
expS 2

uku2

4g2D , a,bP$%,F,m,l%,

~51!

whereg21 is the correlation length of these parameters. The
ha’s, a, bP$%,F,m,l%, are their fluctuation amplitudes, and
the r ab’s are coherency coefficients such thatur abu<1 and
r aa51. The normalized scattering cross sections

FIG. 1. Normalized scattering cross sectionssab
# , a, bP$S,P1 ,P2%, as functions of the angleQ betweenk andk8, for various values of the dimensionless

wave numberk05g21uku, and for a porous medium with Gaussian correlations of perturbations;h%5hF50.1 andhl5hm51.
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sab
# ~ uku,Q!5S ca

cb
D 3 sab~k,k8!

gcaSab~ uku!
, a,bP$S,P1 ,P2%,

where cosQ5k̂"k̂8, are plotted in polar coordinates in Fig. 1
as functions ofQ for various values of the dimensionless
wave numberk0ªg21uku, and for the above data withh%

5hF50.1, hm5hl51 ~strongly fluctuating inverse Lame´’s
moduli with respect to the density and inverse formation
factor!, r %F5r ml50.8, and all other coherency coefficients
being equal to 0.2. We outline their overall strong
anisotropy—even at low frequencies—despite the assump-
tion of statistical isotropy. Also, forward scattering domi-
nates as the frequency~wave number! increases. Figure 2
displays the normalized scattering mean-free pathsg,a

~dashed lines! and the normalized transport mean-free paths
g,a* ~solid lines!, a5S, P1 , or P2 , as functions of the di-
mensionless wave number. Transport mean-free paths get
larger than the scattering mean-free paths as frequency in-
creases, as expected from the increased anisotropy of scatter-
ing in the forward direction usually observed as frequency
increases. One also notes that the former have nonzero,
frequency-independent values over a broad frequency range:
this is the so-called Rayleigh–Gans regime. Figure 3 dis-
plays the normalized diffusion constantgD/cS as a function
of the dimensionless wave numberk0 , for the same data and
set of fluctuation amplitudes and coherency coefficients. The
fact that these diffusion parameters have very low asymptotic

values indicates that weak localization may dominate in po-
rous media at the higher frequencies. That is the reason why
such materials are used for acoustic insulation, among other
possible applications. Finally, the author wishes to point out
that choosing different values for the fluctuation amplitudes
and coherency coefficients does not modify the diffusion pa-
rameters significantly, both from a quantitative and a quali-
tative point of view.

VII. CONCLUSIONS

In this work the acoustic diffusion properties of a me-
chanically impacted fluid-saturated poro-visco-elastic me-
dium in the higher frequency range of vibration have been
obtained. They are associated with the diffusion equation
which must be satisfied by the energy density~in space and
time! at late times or after long propagation distances in a
randomly perturbed medium. This diffusive regime is also
characterized by universal equipartion rules between the
modes of propagation, S shear waves of the bulk solid phase,
and P1 and P2 compressional waves of the solid and fluid
phases. In the course of the derivation one has also obtained
analytical expressions of the associated energy speeds and
observed that they are nondispersive in the higher frequency
range of vibration.

One important issue in the proposed theory remains un-
solved: what are the boundary conditions for the energy den-

FIG. 2. Normalized scattering~dashed lines! and transport~solid lines! mean-free pathsg,a andg,a
! , a5S, P1 or P2 , as functions of the dimensionless wave

numberk05g21uku, for a porous medium with Gaussian correlations of perturbations;h%5hF50.1 andhl5hm51.
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sity with respect to the boundary conditions imposed to the
original displacement field of the medium? Further theoreti-
cal work on this approach shall be devoted to this aspect of
the model. Also, some work shall be done to possibly link
the above results to the acoustic insulation properties of po-
rous materials, such as plastic or metallic foams. One has not
explored that possibility yet, though it may have some im-
portant applications in the aerospace or automotive industry.
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This work reports on a study of the distribution of wave packet sizes contained in intervals of
continuous microbarom activity. Microbaroms are a class of atmospheric infrasound that is
characterized by narrow-band, nearly sinusoidal, waveforms with periods near 5 s. They are known
to be generated by marine storms, presumably through a nonlinear interaction of surface waves,
however the detailed analysis of the process is still incomplete. The data analyzed were obtained
using the University of Alaska infrasound array of four microphones located in central Alaska.
Because of the narrow-band feature of the microbarom signals, the Hilbert transform is applicable
as a method for finding phase breaks in the signal. The phase breaks are interpreted as the
demarcation of the boundaries of wave packets. When applied to long sequences of microbaroms a
broad distribution of packet lengths is found that diminishes monotonically with length and has a
mean near 10 cycles and a variance nearly as large. The distribution function decreases
exponentially with packet length. The distribution of packet sizes is influenced by the presence of
multiple sources and multiple propagation paths between the sources and the sensor array.
Identification of individual packets should open the way to a more detailed analysis of microbarom
wave trains. After separating the wave train into individual wavelets the intermicrophone correlation
is estimated as a function of microphone separation. As has been observed in earlier microbarom
studies, a decrease in correlation was observed for microphone pairs orthogonal to the direction of
propagation when compared to correlations between microphones spaced along the direction of
wave propagation. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1854651#

PACS numbers: 43.28.Dm@LCS# Pages: 1032–1037

I. INTRODUCTION

Microbaroms are a class of atmospheric acoustic waves
that are associated with marine storms. They are observed
worldwide with periods in the 3–8-s range and amplitudes of
a few tenths of a Pascal. Benioff and Gutenberg~1939! first
reported microbaroms and their similarity to microseisms
and discussed their association with low pressure areas over
the ocean. Saxer~1945! showed the first relationship of mi-
crobaroms with wave height in ocean storms and mi-
crobarom amplitudes. Details of this early work can be found
in Posmentier~1967! and Gossard and Hooke~1975!. Mi-
crobaroms appear to be generated by the nonlinear interac-
tion of standing ocean waves with the atmosphere. Seismic
waves called microseisms are also radiated by standing
ocean waves interacting with the sea bottom. Donn and
Naini ~1973! and Rind ~1980! have shown that often mi-
crobaroms and microseisms often share a common source.
Theoretical studies by Daniels~1952, 1953!, Posmentier
~1967!, Bretherton~1969!, and recently by Arendt and Fritts
~2000! have investigated the coupling of between ocean
waves and atmospheric waves. Studies such as these have
shown that the coupling can produce propagating atmo-
spheric waves only when nonlinear terms are included in the
formulation.

It is also known from the study of arrival directions that
the microbarom source region is distributed in space. Studies
of the variations of signal coherence across an array of sen-
sors have shown that the ‘‘beamwidth’’ of signals can be as
large as 0.2 rad~Gossard and Sailors, 1970!. The intersensor
coherence can also be affected by the arrival of waves from
different elevation angles due to refraction in the atmo-
sphere. This leads to the variation in estimated horizontal
trace velocities of the waves and to what Gossard and Hooke
~1975! term the ‘‘velocity bandwidth.’’ The beam width can
be shown to cause decorrelation of the microbarom signals
transverse to the direction of propagation while the velocity
bandwidth causes decorrelation along the direction of propa-
gation.

In our study we treat each microbarom time series that is
observed at a single sensor as an independent realization of
the microbarom wave train. We employ the Hilbert transform
as an approach to estimating the spatial coherence of the
microbarom wave packets. The Hilbert transform of a single
time series returns what is termed the ‘‘analytic signal.’’ This
is a complex function whose amplitude is the envelope of the
waveform and whose phase is proportional to the instanta-
neous frequency. By tracking the instantaneous frequency
derived from the Hilbert transform we can detect sudden
changes in frequency that are associated with sudden
changes in the phase of the original signal. Since phase co-
herence is expected across a wave packet we interpret these
changes in phase to mark the boundaries of the individual
wave packets in the wave train.

a!Portions of this work were presented in ‘‘Studies of microbaroms using
multiple infrasound arrays,’’ at the 23rd Annual DTRA/NNSA Seismic
Research Review, Jackson Hole, WY, 1–5 October, 2001.

b!Electronic mail: jvo@gi.alaska.edu
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II. INSTRUMENTATION AND ANALYSIS

The Geophysical Institute of the University of Alaska,
through the support of the Department of Energy, installed a
four-element infrasound array in a wooded area on the Fair-
banks campus in 1998. The array is comprised of four Chap-
arral model 4 microphones that have four ‘‘soaker’’ hoses
attached to serve as a wind-noise filter. The sensor array is in
the shape of a triangle with a central element. The relative
sensor locations are given in Table I and a map showing their
locations on the University of Alaska, Fairbanks Campus is
shown in Fig. 1. This array geometry includes intersensor
distances ranging from 0.561 to 1.449 km. Pressure varia-
tions measured at each sensor are collected at 100 samples/
second and time-stamped using a GPS clock. For analysis of
low-frequency variations, the data are low-pass filtered and
resampled at 10 samples/second.

In the analysis below we derive our estimates of azimuth
and trace velocity of the signal from a least-squares fit of a
plane wave arrival to the sequence of time delays estimated

using cross-correlations between sensors. This is a standard
technique described, for example, by Claerbout~1976!. Once
the delay times are found a least-squares fit to the arrival of
a plane wave can be made. ForN sensors located atxW i , i
51,...,N a plane wave from azimuthU traveling with hori-
zontal velocityV will arrive at the individual sensors accord-
ing to t5X f where t is a vector of time delays,X is the
location matrix of the sensors, andf is the ‘‘slowness vec-
tor:’’
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When the measured values oft i are used the least squares
estimator forf is

f̂ 5~XTX!21XTt ~2!

and from f̂ we find the estimates for velocity and azimuth of
arrival asV̂5Af 1

21 f 2
2 and Û5tan21(f1 /f2). The uncertain-

ties in the estimates are obtained in a straightforward way
~see Szuberla and Olson, 2004!.

III. OBSERVATIONS

Microbarom signals are commonly observed during the
winter months in Alaska because of the presence of strong
storms moving across the Gulf of Alaska. During the inter-
vals when microbaroms are present in the data they can per-
sist for up to tens of hours and can reach amplitudes of a few
tenths of a Pascal. Figure 2 shows an example of mi-
crobarom waveforms from each of the four microphones in
the University of Alaska Fairbanks~UAF! array during a
360-s interval near 0500 UT on 6 April 2001. The data here
are taken from the 10 sample/second records and band-pass
filtered between 0.1 and 1.0 Hz using a fifth-order Butter-
worth band-pass filter. The primary oscillations lie at a fre-
quency just below 0.2 Hz and show large amplitude modu-
lations. We interpret these modulations as the result of the
superposition of many wave-packets propagating across the
array.

The data from the four microphones shown in the top
four panels of Fig. 2 are replotted as a phase-aligned overlay
in the bottom panel. In this analysis the cross-correlation of
each pair of data sequences was computed and searched for a
maximum. When the lag distance between maxima is con-
verted to units of time we obtain a set of six interstation time
lags that represent the passage of the signal across the array.
The data in the bottom panel are plotted using these time
offsets as an indication of the quality of the estimation of the
phase delays. The estimated velocity and azimuth, along with
the various intersensor coherences, are shown at the top of
Fig. 2. In this instance the azimuth of arrival, 263° clockwise
from North, is found to point to the center of a large, low-
pressure center of a storm off the coast of Alaska. Of course,
this direction represents an average over many wave packets.

In order to remove the incoherent portion of the signal
and leave only the coherent microbarom signal we have

TABLE I. Locations of the UAF array relative to the central element.

Site North~km! East~km!

APEX 0.0 0.0
BALL 0.2587 0.4978
CIGO 0.3486 20.6468
DEER 20.9314 0.1339

Separations
APEX-BALL: 0.5687 km
APEX-CIGO: 0.7297
APEX-DEER: 0.9548
BALL-CIGO: 1.1493
BALL-DEER: 1.2652
CIGO-DEER: 1.5059

FIG. 1. This figure shows a map of the UAF campus with the locations of
the four infrasound sensors. The locations of the sensors and their separa-
tions are given in Table I.
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found it useful to submit the band-pass-filtered data to the
pure-state filter. This filter, described in detail by Olson
~1982!, is designed to estimate the incoherent signal contri-
bution to each frequency estimate in a spectrum and to re-
duce the contribution of that spectral element accordingly. In
effect, the filter selects for signals that are coherent across
the sensor array. As an example, Fig. 3 shows the power
spectrum for the set of band-pass filtered microbaroms from
Fig. 2 before and after pure-state filtering. The band-pass
filter is a fast Fourier transform~FFT! based filter with pass-
band from 0.1 to 1.0 Hz. It is clear that the broadband noise
has been reduced by several orders of magnitude while the
central microbarom peak is preserved.

As an indication of the persistence of the microbarom
signals, Fig. 4 shows the results of the least-squares analysis
when applied to 24 h of data. The band-pass-filtered data are
divided into 100-s intervals and the least-squares estimate of
velocity, azimuth, and coherences is found for each interval
and plotted. In Fig. 4 the mean value of the intersensor cor-
relation is plotted in the bottom panel. Note that when the
coherence is high the least-squares estimator produces con-

sistent results and as the coherence diminishes towards the
end of the day the quality of the estimates diminishes al-
though the signal can still be tracked. As mentioned in the
description of Fig. 2 the arrival azimuth is approximately
263° and holds steady throughout the event.

Notice that the apparent speed of the phase fronts across
the array changes abruptly near 10 and 16 UT. Changes in
apparent speed of arriving signals can reflect changes in con-
ditions along the propagation path of the waves. For ex-
ample, a shift in the wind direction at the altitude that the
waves are reflected as they propagate can change the appar-
ent arrival speed and direction. However, the changes ob-
served in this data set are curious since they occur very
abruptly, within intervals of a few minutes. We have in-
spected the data near these changes and find no obvious
change in the character of the data themselves. Close inspec-
tion shows that the jump in velocity is nearly 70 m/s going
from an average near 330 m/s to approximately 400 m/s
withing a span of a few minutes. Velocity shifts of this mag-
nitude are much larger than the resolution of the array and
the effects that are produced when analyzing digital data.
The variance associated with velocity estimates using our
array is approximately 6°~Szuberla and Olson, 2004! and the
effects of digitization are much smaller. Although we do not
understand the cause of the shifts observed, we believe they
are a real aspect of the data. Similar shifts have been ob-
served by Wilson~1999a, b! in his analysis of the historic
microbarom data sets from Alaska and Antarctica.

FIG. 2. A sequence of data from the four University of Alaska infrasound
sensors showing a strong microbarom wave train. The analysis shows the
wavelets are arriving from an average azimuth of 263° clockwise from
North at a near-acoustic speed of 0.334 km/s. The data were band-pass
filtered between 0.1 and 1.0 Hz. The bottom panel shows the time-shifted
overlay of the data. See the text for details.

FIG. 3. This figure shows the power spectral density of the data from the
APEX sensor shown in Fig. 1 before and after application of the pure-state
filter. The filter reduces the amplitude of the incoherent portions of the
signal and results in a drop of over 20 dB in the portions of the spectrum
away from the central microbarom peak.
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IV. THE HILBERT TRANSFORM AND MICROBAROM
WAVE PACKETS

The Hilbert transform is a useful tool in extracting am-
plitude and frequency information from real time series and
is discussed in many standard texts~e.g., Bracewell, 1986!.
Given a real sequencexW (t), it can be combined with its
Hilbert transformxWH(t) to produce theanalytic signal: zW(t)
5xW (t)1 ixWH(t). The magnitude ofzW(t) is the instantaneous
amplitude, or envelope, of the analytic signal and the phase
of the analytic signal can be shown to be proportional to the
instantaneous frequency. In fact, for a narrow-band signal, it
can be shown that the instantaneous frequency is given by
v5Im@d ln zW/dt#5Im@(1/zW)dzW/dt#, where Im is the imagi-
nary part.

The typical microbarom wave train is band-limited with
a bandwidth that is smaller than the center frequency and
thus is a good candidate for analysis using the Hilbert trans-
form techniques. We make the assumption that the amplitude
variations in the microbarom wave train are due to the su-
perposition of individual wave packets and that the indi-
vidual wave packets can be separated by identifying the lo-
cations of the phase breaks between packets. That is, we
consider each wave packet to be phase coherent; then the
boundary between neighboring packets can be identified by
the sudden change in phase that occurs in moving from one
packet to the next. As described above, the change in phase
corresponds to a change in the instantaneous frequency cal-
culated from the analytic signal developed from the mi-
crobarom wave train.

Once the analytic signal is produced and the instanta-

neous frequency calculated for the entire length of the wave
train we use the following construction to establish a thresh-
old for identification of a packet boundary. Using the se-
quence of instantaneous frequencies we form an estimate of
the probability distribution function~pdf! of the estimated
frequencies and, from that pdf, we establish thresholds at the
95% confidence level for deviations in frequency that will be
considered significant. From the total sequence of frequen-
cies we can then identify which frequencies exceed the
threshold and identify their temporal location as the location
of a packet boundary. An example is given in Fig. 5.

In Fig. 5 we show three panels. The top panel shows the
microbarom signal derived from a single sensor. The instan-
taneous envelope of the analytic signal is also shown. The
vertical lines, whose locations are determined in the lower
panels, identify possible packet boundaries. The second
panel shows the magnitude of the instantaneous frequency of
the analytic signal. The dashed lines are the threshold levels
determined from the pdf in the bottom panel. Using the col-
lection of instantaneous frequencies shown in the middle
panel the pdf of the instantaneous frequencies is calculated

FIG. 4. This plot shows the estimates of velocity, azimuth and mean in-
tersensor correlation for the data taken from the University of Alaska infra-
sound array on 6 April 2001. The data were band-pass filtered between 0.1
and 1.0 Hz. These estimates were made using a least-squares fit to the time
lags observed as the waves propagated across the array.

FIG. 5. This figure shows the result of the Hilbert transform technique for
identifying phase breaks between packets. The original data are shown the
top panel along with the envelope of the analytic function and vertical lines
showing locations of phase breaks. The second panel shows the estimates of
the instantaneous frequency along with the 95% confidence limits. The bot-
tom panels show the distribution of frequencies from which the confidence
limits were derived.
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and displayed in the lower panel. Once the pdf is formed,
confidence limits are selected and shown on the plot as ver-
tical dashed lines. Those values are then transferred to the
middle panel to show where the instantaneous frequencies
exceed the threshold. At those locations where the threshold
is exceeded the time is noted and transferred back to the top
panel where vertical lines are drawn as indicators of packet
boundaries. In our analysis of various microbarom signals
we have found that setting the threshold levels to bound 95%
of the pdf for the instantaneous frequency leads to packet
boundaries that are also consistent across the four sensor
signals. This is consistent with our assumption that the wave
train does not change its form as it propagates across the
sensor array.

Once we have determined the temporal locations of
packet boundaries we procede to characterize the interval
spanned between each pair of boundaries as an indication of
packet length. In our analysis we found it useful to construct
the distribution using data intervals 5 to 10 min in length.
This usually insured that a visual inspection was possible to
verify the accuracy of the algorithm. Excluding intervals that
are less than one wave period we can obtain a distribution of
packet lengths from each of our sensors. The result for 8 h of
data on 6 April 2001 is shown in Fig. 6. There we have
constructed an estimate of the probability distribution func-
tion of packet lengths for each sensor. The distribution func-
tions shown in Fig. 6 were constructed from analyses span-
ning 1-h intervals. The distribution functions did not change
significantly from hour to hour throughout the day. In fact,
the distribution function maintained the same shape regard-
less of the size of the data interval for intervals between 1
and 8 h.

Distributions of packet sizes can be obtained directly
from the distribution of packet lengths at a constant fre-
quency for acoustic waves by a simple numerical scaling.
The monotonic behavior of the distribution function is
readily observed when the data are plotted on a semi-
logarithmic scale. Figure 7 shows the data from Fig. 6 plot-
ted on a semi-logarithmic scale. The linear decrease in the
pdf values with packet size indicates an exponential decrease
of the form P.exp(2T/TP) whereTp is the average packet
length. These data represent averages over 8 h of mi-
crobarom signals from 0000–0800 UT on 6 April 2001. This
shows that the pdf is characterized by a power law with
exponent approximately21.5. While we have not carried out
an exhaustive study of all microbarom intervals observed by
our array we have found this relationship to hold for the
eight microbarom intervals that showed the largest signal-to-
noise levels during the winter of 2000/2001. The values of
TP vary from event to event ranging from approximately 8 s
to 15 s with variances of the same order.

V. APPLICATION OF PACKET ANALYSIS TO
MICROBAROM COHERENCE

Once the demarcation between packets has been identi-
fied it is possible to investigate the intermicrophone correla-
tion of each packet and for the ensemble of packets that
comprise the wave train. In Fig. 8 we show the results of the
correlation estimates for each microphone pair over 216
packets taken from an interval of the 6 April 2001 data that
had a large signal-to-noise ratio. We have plotted the corre-
lation as a function of the intermicrophone separation and

FIG. 6. This figure shows a histogram of the frequency of occurrence of the
time intervals between phase breaks in the data taken from the APEX sens-
sor during the interval 0000 UT to 0800 UT, 6 April 2001. Only time
intervals above 5 s~approximately 1 wave period! were included in this
distribution.

FIG. 7. This figure shows the probability distribution function values replot-
ted on a semilog scale. Data from all four sensors are shown. These data
represent averages over 8 h of microbarom signals from 0000 to 0800 UT on
6 April 2001. This shows that the pdf is characterized by a power law with
exponent approximately21.5.
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see that there is a general decrease in correlation with in-
creasing microphone distance. However, the decrease is not
monotonic. In fact, it is seen that the correlations are all low
for pairs that include microphone 4. In the array used here,
microphone 4 was located in the southeast quadrant and the
wave propagation vector pointed slightly north of east. Thus,
each microphone pair that included microphone 4 would
have separation vectors nearly perpendicular to the direction
of the wave front. The resulting decrease in the correlations
for these pairs can be understood in terms of the transverse
correlation length that has been described by Postmentier
~1967! and Gossard and Sailors~1970!.

VI. DISCUSSION

With the view that the modulated waveform that is char-
acteristic of microbarom wave trains is produced by the su-
perposition of coherent wave packets, we have sought to
characterize the distribution of packet sizes that are observed
in our array in central Alaska. We have analyzed mi-
crobaroms from several intervals with a strong microbarom
signal-to-noise level from the winter of 2000/2001. Since the
microbaroms represent narrow-band fluctuations it is pos-
sible to identify boundaries between coherent wave packets
using a Hilbert transform technique. Our analysis shows that
the distribution of packet lengths is usually limited with very
few packets longer than about ten oscillations. The mean of
the distributions was found to be consistently near 10 s, rep-
resenting only two oscillations. The variance in the distribu-
tion was large, usually of the order of 5 to 10 s.

Of course, the mean packet length is an indication of the
bandwidth of interfering signals. Since our meanTP.10 s,
or two wavelengths, we must be dealing with a wave spec-
trum that has an average bandwidth of approximately
2p/TP.0.6 Hz indicating thatd f . f for the microbarom se-
quences studied here. Arendt and Fritts~2000! developed a
generation mechanism for microbaroms based upon a non-
linear interaction of wind and ocean waves and showed that
for a given spectrum of ocean waves the acoustic spectrum

generated would be shifted to higher wave numbers. It is
well known that the microbarom spectrum is relatively nar-
row band centered at periods near 5 s. It is difficult to imag-
ine that all marine storms generate surface waves with nearly
the same spectrum so as to produce microbaroms near the
same period.

The distribution of packet sizes may depend upon the
distance of the source, the presence of multiple sources,
propagation paths for each of the wave trains, etc. Certainly,
as one adds more microbarom sources, each with its own
distinctive spectrum, the phase structure of the resulting
wave train becomes more complex. Source distance and path
variations can affect the amplitude of waves that are super-
imposed to form the observed wave train and influence the
apparent coherence of packets also. We plan to begin to use
the technique developed here to isolate individual wave
packets in order to study their properties. Through this we
may be able to begin to identify multiple sources and/or
multiple propagation paths.
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Observations of intensity fluctuations for broadband, 400-Hz multipath arrivals observed during the
1996 New England shelfbreak PRIMER study are described. Acoustic signals were generated by
two bottom-mounted sources located on the continental slope in roughly 290-m water depth and
were received on a 52-m-long vertical-line-array~VLA ! located in 93-m water depth. Propagation
ranges were 42.2 and 59.6 km. The bathymetry, oceanography, and bottom geology of the PRIMER
site are described. Acoustic observables of point intensity, peak intensity, and integrated energy over
the VLA are treated in terms of the scintillation index, log-intensity variance, and intensity
probability density functions~PDFs!. Variability of the observables are decomposed into high and
low frequency components with time scales less than and greater than 2 h, to facilitate correlation
to ocean processes at different timescales. Parabolic equation numerical simulations using a
quasi-random undular tidal bore model are able to reproduce many of the observed intensity
fluctuation to within a factor of 2, and they allow investigation of scintillation behavior as a function
of range. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1835510#

PACS numbers: 43.30.Re, 43.30.Ft, 43.20.Fn@WLS# Pages: 1038–1057

I. INTRODUCTION

In the last decade a monumental effort has been under-
way to understand shallow water acoustic propagation with
its attendant complex oceanographic, biological, and geo-
logic environment ~Pace and Jensen, 2003; Duda and
Farmer, 1999!. In particular for ‘‘long-range’’ propagation
applications, frequencies in the several hundreds of Hz re-
gion have been studied since lower frequencies are more
effectively attenuated by geoacoustic interaction, and higher
frequencies suffer from stronger scattering. The typical ar-
rival pattern from a long-range broadband transmission, in
shallow water, shows a complex multimode, multipath inter-
ference pattern, and the focus of experimental analysis to
date has been on the travel time statistics of acoustic normal
modes which make up this interference pattern~Headrick
et al., 2000a, b; Sperryet al., 2003!. Theoretical and numeri-
cal studies have examined the statistics of normal mode am-
plitudes in shallow water environments~Creamer, 1996; Teil-
burger et al., 1997; Duda and Preisig, 1999!, but little
attention has been given to the intensity statistics of the total
acoustical field in these cases~Pasewarket al., 2002!. In this
paper we present a comprehensive analysis of observed
acoustic intensity fluctuations for the Shelfbreak PRIMER
study, and a numerical model is used along the lines of Teil-
burgeret al. ~1997! to interpret the observations.

The key to understanding long-range shallow water
acoustic fields involves understanding the evolution of deter-

ministic and stochastic multipath interference. Multipath in-
terference leads to acoustical fields that are characterized by
random walk phases and intensities with occasional deep
fades and rare high intensity peaks. Theories of multipath
interference effects on wave field statistics have been treated
~Dyer, 1970; Dysonet al., 1976; Flatte´ et al., 1979! and re-
cently expanded to include variable bandwidth~Colosi and
Baggeroer, 2004!. At short time scales the acoustical fields
~phase and intensity! are dominated by fade statistics yield-
ing rapid phase changes and a rms intensity variation of
;5.6 dB ~Dyson et al., 1976; Dyer, 1970!. At long time
scales the acoustical variability is not dominated by fades,
and phase undergoes a ‘‘random walk’’ behavior while inten-
sity is modulated by large scale ocean processes. Single fre-
quency propagation in deep water over long ranges~Dyson
et al., 1976! seems to confirm this kinematical model, but
shallow water cases have not been treated. In this paper,
observed intensity fluctuations in this multipath regime are
described in a shallow water oceanographic setting, and us-
ing wideband transmissions. The data consist of 9 days of
400-Hz broadband transmissions from the slope region up to
the New England continental shelf~ranges of 42 and 60 km!
during the summer shelfbreak PRIMER study. In this envi-
ronment the acoustic field is a complex interference pattern
of coupled modes and/or scattered rays~Sperryet al., 2003!,
and the analysis focuses on the variability of the total acous-
tic field, and not on any particular wave front or normal
mode arrival. In this case the acoustic field is affected by
both deterministic and stochastic multipathing caused by the

a!Author to whom correspondence should be addressed. Electronic mail:
jcolosi@whoi.edu
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complex propagation environment. In addition, as pointed
out by Creamer~1996!, since significant acoustical interac-
tion with the seabed occurs, the effects of bottom loss must
also be considered to be important, though the specific ocean
model used by Creamer is not directly relevant to the
PRIMER observations.

To facilitate identification with ocean processes, the
acoustic field variability is separated into two time scale
ranges with high/low frequency acoustic variability delin-
eated by a transition frequency of 0.5 cph; this cutoff sepa-
rates the well-known oceanographic frequencies such as the
energetic internal-tide band (f ;0.08 cph) and mesoscale
band (f ,1 cpd) from the equally energetic soliton and high
frequency internal-wave band (1 cph, f ,10 cph) ~Colosi
et al., 2001!. This separation also delineates the acoustical
regimes dominated by fade statistics~high frequency! and
large scale modulation~low frequency! as discussed previ-
ously. This approach was taken over the direct spectral
method because the transmissions were not continuous; the
duty cycle of the transmissions was 4 min on, and 11 min
off.

Most of the observed acoustic field variability occurs at
high frequencies where rms log-intensity is 5.7 dB as com-
pared to 2.5 dB for the low frequencies. Normalized intensity
variance or scintillation index,

SI5
^I 2&

^I &2
21, ~1!

gives another measure of intensity variability and again the
high frequency acoustic variability dominates with SI of 1.1
compared to 0.3 for the low frequency. Scintillation index of
1 and rms log-intensity of 5.6 dB are trademarks of full
saturation~Dyer, 1970; Flatte´ et al., 1979; Colosi and Bag-
geroer, 2004!, where the complex field is interpreted as the
sum of a large number of random independent contributions;
the central limit theorem then dictates that the real and
imaginary components will approach zero mean Gaussian
random variables. The low frequency acoustic variability, on
the other hand, acts as a weak modulation of this Gaussian
process.

Because of the impact of energy losses due to bottom
interaction, another important acoustic observable is inte-
grated energy~IE! over the receivers’ vertical aperture and
over the pulse duration; this observable quantifies the
amount of energy being detected at the array. It is found that
the IE has very small fluctuations indeed, with rms variations
between 1.9 and 2.2 dB; this implies that losses from acous-
tic bottom interactions are rather steady over the 9-day ex-
periment duration, in spite of large oceanographic modula-
tions. Similar results have been recently reported by Duda
et al. ~2004! for long-range 400-Hz transmissions in the
South China Sea.

Finally, to aid in the interpretation of the observations
and to estimate the range variability of the acoustic fluctua-
tion quantities, parabolic equation numerical simulations are
performed through time evolving quasi-stochastic fields of
nonlinear internal tides~solibores!. Because the shelfbreak
PRIMER environment was rather well characterized in terms
of the mesoscale oceanography, the shelfbreak front, and the

internal wave fluctuations~and to some extent the bottom
geology!, a somewhat realistic simulation can be carried out.
The simulations are able to reproduce many of the observed
intensity fluctuations within a factor of 2, and they indicate
that near-saturation phenomena occur roughly within the first
10–20 km of propagation, with bottom loss playing a major
role.

The organization of this paper is as follows: In Sec. II
the PRIMER experiment physical setting and the acoustical
parameters and geometry are described. Section II also has a
description of the internal waves and parabolic equation nu-
merical simulations. Section III presents the analysis of
acoustical integrated energy, while analysis of point intensity
is done in Sec. IV. Sections V and VI have discussion and
summary.

II. THE NEW ENGLAND SHELFBREAK PRIMER
EXPERIMENT

The summer 1996 New England shelfbreak PRIMER
experiment was an integrated acoustics/physical oceanogra-
phy deployment aimed at~1! understanding low frequency
~200–500 Hz! acoustic propagation, coherence, and inverse
methods in the presence of a strong shelfbreak front and~2!
understanding the physical oceanographic dynamics of shelf-
break frontal systems. As seen in Fig. 1, the experiment was
physically comprised of a long term mooring array line and
an ‘‘intense survey’’ region; in this paper, the concentration
will be on those measurements made in the intense survey
area. These include high resolution hydrography with the
SeaSoar undulating CTD, acoustic transmission measure-
ments made with a source/receiver array, and bottom geoa-
coustic property measurements made with explosive sources.
These data allow for the detailed study of the characteristics
of sound propagation up the slope, through the front, and
onto the shelf. A description of acoustic propagation through
the front and large scale ocean features have been described
in a Ph.D. thesis by Sperry~1999! and in other literature
~Sperryet al., 2003; Lynchet al., 2003!. The main aim of the
present paper is to address the acoustic intensity fluctuations
which were observed in the multipath arrivals. Since much
of the experimental overview has been previously published
~Sperryet al., 2003!, only a brief discussion will be given
here.

A. Setting: Physical oceanography

SeaSoar surveys provided 1 km along track horizontal
resolution of the 50350-km intense study region once per
day, with a parallel horizontal track spacing of 10 km.
Moored temperature and current sensors gave numerous ob-
servations of both the mesoscale and finescale oceanography,
including the important internal-wave field~Colosi et al.
2001!. It was found that the PRIMER sound speed fluctua-
tion fields with time scales between a few minutes to a day,
were dominated by the existence of primarily mode 1 non-
linear internal tides and high frequency solitary-like waves
~Colosi et al. 2001!. These observations are the prime moti-
vation for the sound-speed fluctuation model presented in
Sec. II D. The cross-shelf structure of the large scale sound-
speed field for the two main acoustic tracks on 31 July 1996
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~Julian day 213! are shown in Fig. 2 as well as the alongtrack
bathymetry. However, the sound speed field varied consider-
ably on daily time scales. The dominant mode of variability
was the westward propagation of a large amplitude frontal
meander~Gawarkiewiczet al.2004; Colosiet al.2001!. The
westward propagation speed was 0.1 m/s and the wavelength
was roughly 40 km. The cross-shelf amplitude of the mean-
der was roughly 30 km. A key aspect of this meander relative
to the acoustic intensity fluctuations was that during meander
crest passage~maximum offshore/southward extent of cold
shelf water! there was a mid-depth duct~low temperature/
sound speed! that extended offshore of the southwest source.
During the meander trough passage there was warm saline
slope water above the southwest source, and the shelfbreak
front was located between the source and receiver. Beginning
on Julian day 213~31 July!, the meander crest passed over
the southwest source. We will see that this impacted the in-
tensity field for the low frequency fluctuations.

B. Setting: Subbottom geology

Turning to the geology, geoacoustic parameters were ob-
tained from inversions of observed sound fields generated by
SUS charges and the electronic sources~Potty et al., 2000,
2003!. These inverses were made using acoustic receptions
at the northeast~NE! VLA receiver, and on the whole repre-
sent geoacoustic parameters in the shelf region, not the slope.
A simplified bottom geoacoustic model based on these in-
verses is shown in Table I.

C. Setting: Acoustic propagation

Three source moorings were deployed to the south on
the continental slope~see Fig. 1; SW, SC, and SE! and two
vertical line array receivers were deployed to the north on the
shelf ~NW and NE!. These instruments were continuously
operational over an approximately 11-day period while the
oceanographic environment was being measured by SeaSoar
and other oceanographic devices. The SW source sent out
both 224- and 400-Hz pseudorandom codes while the SC and
SE sources only transmitted 400-Hz pseudorandom codes.
These signals were match-filtered at the receiver to provide
useful pulse compression and signal gain~.25 dB!. This
study is concerned with the transmissions from the southeast
~SE! and southwest~SW! 400-Hz sources to the northeast
~NE! receiver array. The NE array had 16 hydrophones at
depths of 44.4, 47.6, 49.8, 53.1, 56.4, 59.7,...,92.7 m with a
water depth of 93 m; the shallowest few phones had separa-
tions of 3.2 and 2.2 m but the deeper phones all have 3.3-m
separation. These sources~SE, SC, and SW! transmitted for
4 continuous minutes every 15 minutes~27% duty cycle!,
sending repeated 511-digit m-sequences each of 5.11-s
length, which corresponds to the 10-ms digit length~or cor-

FIG. 1. Maps showing the experimental region of the
New England Summer Shelfbreak Primer study, which
took place between July and August 1996 on the shelf-
break just South of Cape Cod. Sound sources used in
this study are in the SW and SE corners of the experi-
mental region and the acoustic receptions discussed
here were obtained on the NE receiver.

TABLE I. Geoacoustic parameters based on~Potty et al., 2000, 2003! used
in the parabolic equation acoustic simulation.

Thickness
~m!

Sound speed
~m/s!

Density
~kg/m3!

b, Attenuation
~dB/l!

Layer 1 5 1525 1400 0.5
Layer 2 295 1750 1800 0.5
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respondingly, the 100-Hz bandwidth! of the source. When
match filtered, the m-sequences impulse response is ob-
tained. Figure 3 shows a spectrogram of the SW and SE
sources over a 10-min portion of a 15-min transmission
cycle. The correlation time of the intensity at 400 Hz is seen
to be very short~of the order a few minutes!, while the
correlation time of the 224-Hz data is much longer. The up-
per panels of Fig. 4 show examples of received 400-Hz time-
fronts from the SW and SE transmission paths, and the mul-
tipath interference pattern is very evident in the arrival
structure; no time separated mode or wavefront arrivals are
seen. The signal-to-noise~SNR! level is seen to be very
good, and was typically 20–25 dB.

D. Numerical models

To aid in the interpretation of the acoustic observations
and to estimate the range evolution of scintillation behavior,
a parabolic equation acoustic propagation model~RAM! is
used ~Collins, 1993, 1997!. This model utilizes the large
scale SeaSoar sound-speed fields plus an internal tide model

FIG. 2. Sound speed fields obtained by SeaSoar for 31 July 1996~Julian day 213! are shown in panels~a! and~b! for the SW and SE acoustic propagation
paths. Panels~c! and~d! show the SeaSoar fields for the SW and SE paths plus sound speed perturbation from the KdV internal tide model. The undular bore
structure of the internal tide is evident near 40-km range on the two paths.

FIG. 3. Spectrogram~linear intensity! of a typical 10-min duration over the
15-min transmission cycle at the NE receiver. Spectral slices are 5.11 apart.
The upper 350–450-Hz arrival is from the SW source while the lower one is
from the SE source. The 224-Hz receptions, also seen, are not examined in
this paper. Typical SNRs for the SE and SW sources were 24 and 20 dB,
respectively.
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based on first-order Korteweg–deVries~KDV ! internal-wave
dynamics. From the PRIMER oceanographic observations it
was determined that the sound speed fluctuation field was
dominated by mode 1 internal tides and solitons, and there-
fore in the following analysis the ‘‘stochastic’’ background
spectrum of internal waves is largely ignored or deempha-
sized. The issue of establishing the different scattering
mechanisms and relative importance of the nonlinear versus
stochastic internal wave fields is of intense interest~Sperry

et al., 2003, appendix! but is beyond the scope of the present
analysis. While the internal tides and solitons in the PRIMER
experiment were surely not obeying first-order KDV dynam-
ics, an empirical approach was taken such that the KDV
model parameters were tuned to produce model output that
mimiced the PRIMER internal-wave observations, much like
the dynamically incorrect ‘‘epicycles’’ celestial system of
Ptolemy which still mimicked the planetary motions rather
well.

FIG. 4. Examples of observed time fronts for the SW and SE propagation paths~upper panels! from Julian day 205. In the lower panels are simulated time
fronts with ~left! and without~right! internal-wave sound-speed perturbations. Accompanying color timefront displays are ‘‘line’’ plots of the arrival pattern
for the deepest hydrophone.
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1. Nonlinear internal tides

Internal-wave-induced sound speed fluctuations are
modeled as a vertical advection of local sound speed struc-
ture so that

dc~ t,x,z!5S ]c

]zD
p

~x,z!z~ t,x,z!, ~2!

where the first term is the local gradient of potential sound
speed and the second term is the vertical displacement of a
water parcel caused by internal waves. In conditions of weak
nonlinearity, shear, and rotation, the first-order KDV theory
applies ~Apel et al., 1995! and the internal-wave displace-
ment is written as a separable function of time and range
(t,x) and depth~z! coordinates,

z~ t,x,z!5A~ t,x!B~z!, ~3!

whereB is the linear vertical mode function of the internal
wave, and the time/range functionA evolves according to the
KDV equation,

]A

]t
1c0

]A

]x
1aA

]A

]x
1g

]3A

]x3
5

e

2

]2A

]x2
2nA1F~ t,x!.

~4!

In the KDV modelc0 is the linear phase speed,a is a non-
linearity parameter,g is a dispersion parameter,e is a hori-
zontal eddy viscosity,n is a shoaling parameter~Liu, 1988!,
andF is a forcing function. The vertical mode functionB is
the lowest order internal tide mode obtained from the linear
mode equation~Liu, 1988!. Equation~4! is solved numeri-
cally using a second-order leapfrog method~Presset al.,
1992! over a domain of length four times the internal tide
wavelength (l IT52p/kIT526.8 km). Quasi-stochastic in-
ternal tides are generated using the forcing functionF which
oscillates one end of the computational domain at the tidal
frequency (v IT52p/12.42 hrs), and a broad spectrum of
randomly phased frequencies is added to represent a stochas-
tic perturbation. The functional form ofF is

F~ t,x!5exp~2x2/D2!S F0 sin@kITx2v ITt#

1Real(
n51

N

a~kn!ei @knx2v~kn!t#D , ~5!

whereF0 is the internal tide forcing amplitude,v(k) is the
KDV dispersion relation~cubic!, N5256, anda(kn) are
Gaussian random deviates shaped using a Lorentzian wave
number spectrum

S~kn!5S0

k0

p

1

kn
21k0

2
~6!

with k052p/10 (km21), and 2p/107<kn<2p/ 0.4~km21).
Consistent with the PRIMER observations~Colosi et al.,

2001! the forcing function and random deviates were nor-
malized to put ten times more energy into the internal tide as
compared to the random component. The exponential func-
tion at the beginning of Eq.~5! limits the influence of the
forcing function to a few hundred meters at the end of the
computational domain near the origin~D;300 m!. At the
other end of the computational domain, a sponge layer is
used to absorb all wave energy. The parametersc0 , a, g, and
n may be computed directly from a knowledge of the density
profile and the bottom slope~Liu, 1988!; however, it is
known that several~if not all! of the conditions for the va-
lidity of the first-order KDV are violated in the PRIMER
experiment; therefore a more empirical approach is taken.
The parameters of the KDV equation are tuned to the
PRIMER internal wave observations discussed by Colosi

FIG. 5. Time series of depth and arrival time integrated energy,Izt( l ), for
the SW path. In panel~a! the unfiltered time series is shown, while panels
~b! and~c! display the high and low frequency components, respectively. In
each case the series are normalized so that^Izt&51.

TABLE II. KDV parameters for the internal tide simulation. The domain
size is 107.3 km and the internal tide wavelength is 26.8 km.

c0

~m/s!
a

~s21!
g

~m3/s!
e

~m2/s!
n

~s21!
z0

~m!

0.60 20.03 650 0.05 2.031025 10
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et al. ~2001!. In particular, there is a rapid nonlinear evolu-
tion of the internal tide between the 150 and 120 m isobaths;
thus the nonlinear and shoaling parametersa andn are made
functions ofx and they increase from small values near the
wave source to their final values near these isobaths. The
nonlinear evolution of the internal tide is accompanied by the
generation of high frequency internal waves. The rate of gen-
eration of these waves and their horizontal dimension are
governed by the dispersion and viscosity parametersg ande,
which are also chosen to mimic the PRIMER observations.
Finally, the initial amplitude of the wave (z0) is chosen to be
10 m, again in agreement with the PRIMER data. Table II
shows a list of parameter values used in the simulations. The
internal tide is assumed to propagate as a plane wave in the
due north direction~x direction! so the displacement field is

projected onto the acoustic propagation paths (x,y,z) using

z~ t,x,y,z!5A~ t,x/cos~u!!B~z;x!, ~7!

whereu is the angle relative to due north. For the SW and SE
sources the angles are 45° and 8°, respectively. Further, the
internal wave modeB(z;x) is computed using the local wa-
ter depth, so that the proper vertical structure is obtained.
Internal tide temporal evolution was simulated over ten tidal
cycles, with an internal-wave field sampled every minute;
examples of the sound speed fields for the SW and SE paths
are shown in Fig. 2.

2. Acoustic propagation

Both broadband and single-frequency acoustic propaga-
tion calculations were carried out using the RAM simulation
code ~Collins, 1993, 1997!. Due to computational limita-
tions, simulations were only carried out for the longer SW
propagation path. For the calculations with internal wave
perturbations a simulation was carried out every 15 min over
the ten tidal cycles of simulated internal waves. The source
was placed at a depth of 285.5 m, roughly 10 m above the
bottom and the RAM self-starter was used to simulate a
point source over the frequency band 350–450 Hz in incre-
ments of 1

5 Hz. For the pulse calculations the frequencies
were synthesized using a Gaussian window, yielding a
sourceQ ~rms bandwidth over center frequency! of roughly
0.11. For the SW simulation the final range was 59.6 km and
the final water depth was 93 m. The bottom was simulated
using a two-layer model~see Table I!. Below the second
layer a 100-m-thick artificial sponge layer was used to main-
tain computational stability. The value of bottom attenuation,
b, in Table I is somewhat larger than the value obtained by
geoacoustic inversion~Potty et al., 2000, 2003! because
larger values were needed to obtain better agreement with
the PRIMER mean intensity and scintillations. This modifi-
cation of the attenuation is justified given that the geoacous-
tic inversion estimates came from long-shelf acoustic data
near the NW and NE receiver arrays, while the PRIMER
data analyzed here samples the distinct slope and deep shelf
regions. Figure 4 shows an example of the simulated broad-
band arrival pattern from the SW source both with and with-
out the internal wave sound speed perturbation from Fig. 2.
Note that while the peak intensities of the SW simulation
with internal waves and SW observations are within a few
dB, the SW observations show significantly more energy
spread out in time. Further, it is seen that the calculation with
internal waves has significantly more overall energy in the

FIG. 6. Time series of depth and arrival time integrated energy,Izt( l ) for
the SE path. In panel~a! the unfiltered time series is shown, while panels~b!
and ~c! display the high and low frequency components, respectively. In
each case the series are normalized so that^Izt&51.

TABLE III. Statistics for integrated energy,Izt . High-pass and low-pass
variances of the log-intensity sum to give the total~table shows rms values!,
while SI values cannot be summed in this way. Simulation values are shown
in parentheses~ !.

Total High pass Low pass
s ln I (dB) SI s ln I (dB) SI s ln I (dB) SI

SW 2.16
~2.30!

0.25
~0.30!

1.25
~1.58!

0.11
~0.13!

1.79
~1.65!

0.15
~0.15!

SE 1.87 0.20 1.37 0.12 1.28 0.08
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arrival compared to the simulation without internal waves.
These aspects will be discussed in more detail in Secs. IV A
and C.

III. INTEGRATED ENERGY STATISTICS

The PRIMER intensity data are derived from the com-
plex demodulates of the match filter outputc and are given
by I (t,z,l )5uc(t,z,l )u2 where the three dependent variables
are l the transmission number~or Julian day!, z the hydro-
phone depth, andt the arrival time. Figure 4 shows an ex-
ample of the intensity as a function of the arrival timet and
depthz for one transmission~l! on Julian day 205 from the
SW and SE sources. The multipath arrival shows a rapid
onset of energy which is almost independent of depth fol-
lowed by a peak and a slow decay of intensity into the noise.
The time duration of the pulse is roughly 200 ms.

A. Integrated energy

An important observable is the total acoustic energy de-
tected at the array as a function of transmission numberl or
Julian day, that is, intensity integrated over depth and arrival
time.

Izt~ l !5E dzE dtI ~t,z,l !, ~8!

where the depth integral is done over the 16-element VLA
aperture. Thet integral is done only over a subregion of the
energetic part of the pulse~typically 400–500 ms! and this
value is corrected for the expected noise contribution based
on the noise levels immediately preceding and following the
energetic region. Due to intermittent and often intense local
shipping noise, some of the transmissions were excluded
from this analysis. The time series ofIzt for the SE and SW
transmissions are shown in the upper panels of Figs. 5 and 6,
where the mean ofIzt has been normalized to unity. The two
time series show very different characteristics; for the SW
path the statistics ofIzt change around Julian day 213,
whereas the SE path appears more statistically stationary~ex-
cept for a significant event around Julian day 208!. The
change in SW path statistics around Julian day 213 coincides

FIG. 7. Probability density functions of the high frequency component of
Izt( l ) for the SW and SE transmission paths~d! and theoretical log-normal
and exponential distributions~gray in-filling!. Sampling error confidence
intervals ~95%! on the theoretical distributions~dash! are bound by solid
lines.

FIG. 8. Time series of arrival time integrated energy,It(z,l ), for the SW
path and the deepest hydrophone. In panel~a! the unfiltered series is shown,
while panels~b! and ~c! display the high and low frequency components,
respectively. In each case the series are normalized so that^It&51.
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with the passage of a shelfbreak front meander which
brought cool shelf water over the SW source.

The middle and bottom panels of Figs. 5 and 6 show the
time series ofIzt separated into high and low frequency
components with a 0.5 cph cutoff frequency; the low-pass

filtering is accomplished using a moving average boxcar fil-
ter of 2-h duration. The high-pass time series is simply the
unfiltered record minus the lowpass record. The 0.5 cph fre-
quency cutoff for the acoustic fluctuations was used to sepa-
rate the distinct oceanographic time scales of high frequency
internal waves and solitarylike waves from the lower fre-
quency tides and frontal meanders. Because of the irregular
time sampling of the PRIMER acoustic data~4 min on, 11
min off!, reliable spectra of intensity could not be computed.

For the SW transmissions it is seen that the transition
around Julian day 212 is due to a change in the low fre-
quency component and the high frequencies are more-or-less
statistically stationary. Also, a clear semidiurnal tide compo-
nent appears evident in the SW low frequency time series. In
contrast, the time series from the SE path show a more

FIG. 9. Time series of arrival time integrated energy,It(z,l ), for the SE
path and the deepest hydrophone. In panel~a! the unfiltered series is shown,
while panels~b! and ~c! display the high and low frequency components,
respectively. In each case the series are normalized so that^It&51.

FIG. 10. Probability density functions of the high frequency component of
It(z,l ) for the SW and SE transmission paths~d! and theoretical log-
normal and exponential distributions~gray in-filling!. Sampling error confi-
dence intervals~95%! on the theoretical distributions~dash! are bound by
solid lines.

TABLE IV. Statistics for temporally integrated energy,It . Quoted values are averages over the VLA, and~6!
values are variations about the mean. High-pass and low-pass variances of the log-intensity sum to give the total
~table shows rms values!, while SI values cannot be summed in this way. Simulation values are shown in
parentheses~ !.

Total High pass Low pass
s ln I (dB) SI s ln I (dB) SI s ln I (dB) SI

SW 2.586 0.14
~2.99 6 0.18!

0.41 6 0.04
~0.48 6 0.05!

1.87 6 0.09
~2.31 6 0.08!

0.22 6 0.01
~0.25 6 0.02!

1.84 6 0.11
~1.81 6 0.17!

0.16 6 0.03
~0.18 6 0.03!

SE 2.526 0.12 0.446 0.05 2.156 0.10 0.306 0.02 1.386 0.10 0.106 0.01
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FIG. 11. Arrival patterns for the deepest hydrophone on the SW and SE transmission paths. Upper panels show data uncorrected for wander for SW~left! and
SE ~right! paths. Wander corrected data are shown in the lower panels.

1047J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Fredricks et al.: Shallow water multipath scintillations



‘‘broadband’’ variability with no clear semidiurnal or low
frequency signature. This effect illustrates the dramatic dif-
ferences between the internal tides and the low frequency
oceanography across the two paths. The mesoscale decorre-
lation length across the PRIMER area was of order 10 km
~Gawarkiewiczet al., 2004!, so that a difference in low fre-
quency variability between the SW and SE paths is to be
expected. Moreover, the internal tide field was shown to be
significantly weaker to the east~Colosi et al., 2001; Shear-
man and Lentz, 2004! and thus the stronger semi-diurnal
signal in the SW path is also to be expected.

Table III shows an analysis of variance for the integrated
energy for the two transmission paths. In this analysis two
measures of variability are used, that is the scintillation index
defined by Eq.~1!, and the variance of log-intensity given by

s ln I
2 5^~ ln I !2&2^ ln I &2. ~9!

Scintillation index, being a linear measure of intensity varia-
tion, is more sensitive to high intensity values, while the
logarithmic distortion of low intensity values makess ln I

2

more sensitive to fades. It is seen that the temporal variabil-
ity of Izt has roughly equal contributions from low and high
frequencies, and that the variances are not large. This result
suggests that lossy bottom interactions mustnot be strongly
modulated by the variable oceanography in the PRIMER re-
gion; in fact, the numerical simulations in this study suggest
that even the small values in Table III must be upper bounds,
as some of the energy leaks above the vertical array. Further,
the differences of low frequency variances and SI between
the SW and SE paths are significant and are likely due to the
longer range of the SW path, and the stronger internal tide
found to the west. Table III also shows that the PRIMER
observations and the numerical model are in very good
agreement.

Finally, Fig. 7 shows the probability density functions
~PDFs! for the high frequency component ofIzt for the two
paths. A PDF could not be constructed for the low frequency
component because the time series was not long enough to
yield a sufficient number of independent samples. For ex-
ample, taking four independent samples per day yields only
36 degrees of freedom. The PDFs of the high frequency
component are seen to be very close to log-normal. The log-
normal PDF is expected in conditions under which the wave
function evolves in range under a sequence of multiplicative
‘‘filter’’ operations, that is

c5)
j

F jc0→ lnS c

c0
D5(

j
ln F j , ~10!

wherec0 is the initial wave function andF j are operators at
the jth range step.1 By the central limit theorem, the sum of
a large number of random variables, lnFj , will approach a
Gaussian distribution and thusc has a log-normal distribu-
tion. A case of relevance here, perhaps, is propagation
though a sequence of lossy slabs so thatc j5c j 21 exp
(2Dxaj), where the attenuation coefficientsa j are random
variables.

B. Temporally integrated energy

The second observable to be treated is the temporally
integrated energy, defined as

It~z,l !5E dt I ~t,z,l ! ~11!

where, as before, thet integral is only done over an energetic
subregion of the pulse~typically 400–500 ms! and this value
is corrected for the expected noise contribution based on the
noise levels immediately preceding and following the ener-

FIG. 12. Mean arrival pattern for three different hydrophone depths for the
SW and SE transmission paths.

TABLE V. Statistics of intensity scintillation for an arrival time near the peak of the mean pulse. Quoted values
are averages over the VLA, and~6! values are variations about the mean. High-pass and low-pass variances of
the log-intensity sum to give the total~table shows rms values!, while SI values cannot be summed in this way.
Simulation values are shown in parentheses~ !.

Total High pass Low pass
s ln I (dB) SI s ln I (dB) SI s ln I (dB) SI

SW 6.116 0.07
~5.96 6 0.27!

1.80 6 0.11
~1.76 6 0.21!

5.65 6 0.07
~5.46 6 0.25!

1.08 6 0.03
~0.98 6 0.06!

2.45 6 0.09
~2.43 6 0.26!

0.30 6 0.02
~0.34 6 0.09!

SE 6.286 0.08 1.826 0.13 5.746 0.05 1.056 0.04 2.596 0.12 0.346 0.03
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getic region. This observable is important because it shows
the depth dependence of the observed energy fluctuations;
variability seen inIt and not seen inIzt is associated with
vertical energy redistribution processes like mode coupling
or ray scattering. Moreover, there is also interest in the sta-
tistics ofIt which is the classic ‘‘energy detector’’ mode of a
sonar system. The time series ofIt for the SE and SW trans-
missions and for the deepest hydrophone are shown in the
top panels of Figs. 8 and 9, where the mean ofIt has been
normalized to unity. These time series show more total fluc-
tuation than theIzt series, which suggests that there is some
significant vertical redistribution of energy occuring. As in
the previous section, high- and low-pass filtered acoustic
time series~middle and bottom panels of Figs. 8 and 9!
shows more-or-less stationary high frequency acoustic fluc-
tuations and significantly different low frequency acoustic
time series on the SW and SE paths. Table IV shows an
analysis of variance over the VLA using the temporally in-
tegrated energy for the two transmission paths. The mean
variances and uncertainties in Table IV are computed over a
5-point subset~phones 1, 4, 8, 12, and 16! of the 16 hydro-
phone array. The uncertainties represent the variability of the
variance estimates over the VLA which are evidently small;
thus the time series in Figs. 8 and 9 for the deepest phone are
quite representative. For the SW path there are roughly equal
contributions from low and high frequency variability, but
for the SE path the high frequency portion is dominant.
Comparing to Table III, the temporally integrated energy has
about 1 dB more fluctuation, but again the variability is not
large. Further, there is little variability of the intensity statis-
tics across the array; this suggests that the number of inter-
fering multipaths is not a strong function of depth.

Finally the PDFs of the high frequency temporally inte-
grated energy are shown in Fig. 10; the PDFs are close to
log-normal for the same reasons discussed in the previous
section.

IV. POINT STATISTICS

Having examined integrated energy statistics, the focus
is turned to statistics of ‘‘point’’ observations of the broad-
band intensityI (t,z,l ). Analysis of normal mode arrivals
~Sperry, 1999! and examination of Fig. 4 shows that the ar-
rival pattern is not consistent with a model of time separated
normal modes or ray wave front arrivals; instead the pattern
is the result of complex multipath interference which sug-
gests the following wave function representation:

FIG. 13. Time series of intensity,I (t,z,l ), for the SW path, the deepest
hydrophone, andt near the peak of the mean pulse. In panel~a! the unfil-
tered series is shown, while panels~b! and ~c! display the high and low
frequency components, respectively. In each case the series are normalized
so that^I&51.

TABLE VI. Statistics of peak intensityI p(z,l ). The first column shows average peak intensity and remaining columns show fluctuations as in Tables III–V.
Quoted values are averages over the VLA, and~6! values are variations about the mean. High-pass and low-pass variances of the log-intensity sum to give
the total~table shows rms values!, while SI values cannot be summed in this way. Simulation values are shown in parentheses~ !. In the first column the two
simulation values for̂ I p& are the cases with and without internal waves.

Total High pass Low pass
^I p&

~dB re 1 mPa!
s ln I

~dB! SI
s ln I

~dB! SI
s ln I

~dB! SI

SW 94.1
~96.0/89.2!

2.75 6 0.10
~3.18 6 0.14!

0.67 6 0.05
~0.58 6 0.09!

1.88 6 0.03
~2.64 6 0.11!

0.29 6 0.01
~0.36 6 0.03!

1.86 6 0.10
~1.69 6 0.12!

0.24 6 0.03
~0.15 6 0.02!

SE 88.1 2.836 0.10 0.706 0.03 2.316 0.05 0.416 0.01 1.476 0.09 0.176 0.01
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c~t!5 (
n51

N

an~t!eifn~t!. ~12!

For broadband signals, important parameters areQ, the rms
bandwidth divided by the center frequency,2 F2, the mean
square phase variance of the multipaths, andN, the number
of independent multipaths. For narrow-band and broadband
cases the scintillation index for independent multipaths can
be written~Colosi and Baggeroer, 2004!

SI.11
1

N S ^a4&

^a2&2
22D , narrow band:

Q50, and F@1, ~13!

SI.11
1

N S QF
^a4&

^a2&2
22D , broadband:QF@1.

~14!

SI is seen to approach the saturation value of 1 in the limit of
largeN, with the approach to 1, either from above or below,
dictated by the sign of the term multiplying 1/N. The ap-
proach to saturation, examined by numerical simulation, will
be a key consideration in Sec. V. In the saturation limit, the
PDF of intensity approaches the exponential distribution

P~ I !5
1

^I &
expS 2

I

^I & D . ~15!

A consequence of the exponential PDF is that the rms of
log-intensity is 5.6 dB~Dyer, 1970!. Because of multipath
interference, the PRIMER data are expected to have SI near
unity, rms log-intensity near 5.6 dB, and an intensity PDF
which is near exponential. However, before proceeding with
this analysis, the mean pulse must be examined, since inten-
sity moments may be a function of the arrival timet within
the broadband arrival pattern.

A. Mean pulse

Figure 11 shows the intensity for the deepest hydro-
phone as a function of arrival timet and Julian day~trans-
mission numberl! for both the SW and SE propagation
paths. The entire arrival pattern is seen to wander in time due
to range average sound speed changes along the transmission
paths. This wandering is not of any real significance to the
present analysis and so it is removed by lining up the leading
edges of the arrivals which represent a pseudo-mode one
~fastest mode! arrival. The leading edges are lined up by a
combination of objective~edge detection! and subjective
techniques. The data so corrected are shown in Fig. 11,
where a smaller modulated time spreading of the arrival pat-
tern is now evident~more on this later!. Averaging the
wander-corrected intensities over Julian day gives the mean
pulse shown in Fig. 12. The mean pulses are seen to have a
rapid onset followed by a peak and a slow decay back to
noise levels. Both SW and SE paths show the largest inten-
sity levels on the deepest hydrophones, which is consistent
with a low-mode dominated field in a downward refracting
waveguide. The SW and SE paths, however, differ in the
total arrival duration which is roughly 250 ms for SW and
150 ms for SE; this effect is due in part to the longer propa-
gation range for the SW path, but because of the connection
between scattering and bottom loss, one cannot discount a
contribution from different scattering histories.

The SW simulation mean pulse~not shown! is quite dif-
ferent from the observed mean pulse in Fig. 12, both from
the standpoint of the arrival pattern and the depth distribution
of the energy. The simulated mean pulse shows a slow onset
of the mean pulse followed by a rapid cutoff, presumably
due to the large attenuationb. Also the simulation shows
more energy higher in the water column than near the bot-
tom. In fact, the simulated acoustic field is much more domi-
nated by higher order acoustic modes~see Fig. 4, for ex-
ample! than the observations. This presents an interesting
problem for future work, as the free parameterb was chosen

FIG. 14. Time series of intensity,I (t,z,l ), for the SE path, the deepest
hydrophone, andt near the peak of the mean pulse. In panel~a! the unfil-
tered series is shown, while panels~b! and ~c! display the high and low
frequency components, respectively. In each case the series are normalized
so that^I&51.
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~increased! to match the scintillation values~Tables IV–VI!.
The large and small scale oceanography was well measured
and so we discount this effect.

B. Point scintillations

Normalizing the instantaneous, wander-corrected arriv-
als with the mean pulse to givêI &51, one obtains the unit
mean intensity fluctuation as a function of arrival time. An
arrival time near the peak of the mean pulse is chosen, and
time series of intensity fluctuation for the SW and SE paths
are shown in the upper panels of Figs. 13 and 14. Breaking
the time series into low and high frequency components as
before yields the time series shown in the middle and lower
panels of Figs. 13 and 14, with VLA-averaged intensity sta-
tistics displayed in Table V. As in Table IV the mean vari-
ances and uncertainties in Table V are computed over a
5-point subset~phones 1, 4, 8, 12, and 16! of the 16 hydro-
phone array. The uncertainties represent the variability of the
variance estimates over the VLA which are evidently small;
thus the time series in Figs. 13 and 14 for the deepest phone
are also quite representative. The unfiltered time series of
intensity ~Figs. 13 and 14! shows for the SW path the now
familiar transition near Julian day 212, while the SE path
shows a more homogeneous behavior, with occasional bursts
of variability. For these point measurements, the intensity
variability is indeed large, and is above the saturation limit;
for the SW and SE paths the SI values are 1.80 and 1.82,
while the rms log-intensity fluctuations are 6.11 and 6.28 dB.
As in the integrated energy cases, the high and low fre-
quency time series~Figs. 13 and 14! display a relatively
homogeneous, stationary high frequency component~as was
confirmed by using the Kolmogorov–Smirnov test! and a

nonstationary low frequency component. Semidiurnal vari-
ability is still clearly seen in the SW path low frequency
series, as is the transition near Julian day 212. For the SE
path, the bursts of variability~Fig. 14! are associated with an
increased low frequency component. In contrast to the inte-
grated energy observable, the variance of point intensity now
is clearly dominated by the high frequency component~Table
V!. For the SW path the low/high frequency SI values are
0.30/1.08, while the rms log-intensity values are 2.45/5.65
dB. The case is similar for the SE path with low/high fre-
quency SI values of 0.34/1.05, while the rms log-intensity
values are 2.59/5.74 dB. Interestingly, for the point statistics
the differences between SW and SE propagation paths are
not so apparent as in the case of integrated energy; this is
because both paths are so close to saturation. Finally, Fig. 15
shows the intensity PDFs of the point intensity high fre-
quency component, and the PDFs are seen to be very close to
the exponential PDF@Eq. ~15!# indicative of full saturation.

The immediately previous analysis was for a fixed ar-
rival time t near the peak of the mean pulse, however the
statistics as a function of arrival time are also of some inter-
est. Unfortunately, this analysis cannot be carried out ad-
equately due to the diminishing signal-to-noise ratio~SNR!
away from the peak. We find that the scintillation statistics
are roughly the same over the energy-containing ‘‘centroid’’
of the mean pulse, but on the tails these statistics may vary
wildly due to SNR problems, and also due to artifacts of the
wander correction~see Fig. 12!.

C. Peak statistics

The last observable that is treated is the peak intensity,

I p~z,l !5maxt~ I ~t,z,l !!, ~16!

FIG. 15. Probability density functions of the high frequency component ofI (t,z,l ) for the SW~left panels! and SE~right panels! transmission paths~d!. The
observed PDFs are shown with both logarithmic scales@panels~c! and ~d!# and linear scales@panels~a! and ~b!#, where they are compared to theoretical
log-normal and exponential distributions~gray infilling!. Sampling error confidence intervals~95%! on the theoretical distributions~dash! are bounded by
solid lines.
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which is important in many sonar applications. Unlike the
analysis of the previous observables, themeanpeak intensity,
which has been derived directly from the calibrated hydro-
phone outputs, is examined. Table VI shows that the model
with internal-wave sound-speed perturbations does a good
job of predicting the mean peak intensity, and that the model
without internal waves underestimates the mean peak inten-
sity by 6.8 dB. This calculation demonstrates the significant
biases that can occur in transmission levels due to the com-
peting effects of mode coupling by internal waves and dif-
ferential modal attenuation. In this case the initial~source!
acoustic field is dominated by high lossy modes, but internal
waves couple these higher modes into lower less-lossy
modes; the result is that energy at the receiver will be in
excess of the no-internal-wave case.

In treating fluctuations, variances of peak intensity are
naturally lower than point intensity variance, since deep
fades are excluded by definition. For the SW and SE paths,
rms log-intensities are found to be 2.75 and 2.83 dB, while
SI values are 0.67 and 0.70, respectively~Table VI!. The
peak intensity variability is seen to be very close to that of
time integrated energy (It) ~Table IV!. Further, the time se-
ries in Figs. 16 and 17 closely resemble theIt time series
shown in Figs. 8 and 9; the correlation coefficients between
them are 0.82 and 0.91, respectively. Thus, not surprisingly,
higher peak intensity is associated with a larger overall en-
ergy in the arrival pattern. Finally, the PDFs of peak intensity
~like It) are seen to be very close to log-normal~Fig. 18!.

Another interesting feature of peak arrivals~and thusIt)
is the connection to the total arrival time spread. Figure 11

FIG. 16. Time series of peak intensity,I p(z,l ), for the SW path and the
deepest hydrophone. In panel~a! the unfiltered series is shown, while panels
~b! and~c! display the high and low frequency components, respectively. In
each case the series are normalized so that^I &51.

FIG. 17. Time series of peak intensity,I p(z,l ), for the SE path, and the
deepest hydrophone. In panel~a! the unfiltered series is shown, while panels
~b! and~c! display the high and low frequency components, respectively. In
each case the series are normalized so that^I &51.
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shows that there is considerable variability of the time dura-
tion of the arrival pattern. The time spread can be quantified
by 90% quartile range of the pulse~Headricket al., 2000a!.
Plotting peak intensity against time spread, shown in Fig. 19,
it is seen that the two time series are highly anticorrelated.
That is, high peak intensity is associated with low time
spread. Thus there are two processes competing to change
arrival time spread; first there is the effect of higher peak
intensity andIt , which raises more of the arrival pattern out
of the noise, thus increasing the time spread, and second is a
mode coupling effect which can redistribute the energy into
higher slower modes, thereby increasing the time spread but
decreasing the peak energy. Since theIt variance is small,
the second mechanism wins and thus the signal behaves pri-
marily like a constant energy arrival with a phase-modulation
~mode coupling!-induced time spread. This second effect has
been noted by Headricket al. ~2000a! who showed that soli-
ton scattering near the receiver can account for large time
spread of individual modal arrivals. If the modes are statis-
tically independent, then this mechanism will apply equally
well for the full field variability described here.

V. DISCUSSION

Having quantified the observed intensity fluctuations we
can discuss the implications of these results. In particular, the

issue of connecting the acoustic scintillations to the well-
measured PRIMER oceanography is taken up, and the range
scaling of acoustic scintillation is examined using the nu-
merical model.

A. Connection to oceanography: Intensity timescales

Frequency spectra of sound-speed fluctuations during
the PRIMER experiment show a distinct evolution from a
semi-diurnal tide dominance at the shelfbreak to a roughly
equal partition of energy between tidal and buoyancy fre-
quency contributions at the NW VLA@see Colosiet al.
~2001! for a PRIMER spectrum#. Single-path weak fluctua-
tion theory~Munk and Zachariasen, 1976; Flatte´ et al., 1979!
predicts that the spectrum of log-intensity and phase will
simply be the ocean frequency spectrum divided by one
power of the frequency when the scintillation index is less
than about 0.3 and the PDF of amplitude is close to log-
normal. This behavior can be termed a ‘‘mirror’’ effect be-
cause the acoustic spectrum ‘‘mirrors’’ the ocean spectrum
within one factor of frequency. But, the PRIMER observa-

FIG. 18. Probability density functions of the high frequency component of
I p(z,l ) for the SW and SE transmission paths~d! and theoretical log-
normal and exponential distributions~gray infilling!. Sampling error confi-
dence intervals~95%! on the theoretical distributions~dash! are bounded
with solid lines.

FIG. 19. Low frequency filtered time series of demeaned pulse time spread
~black!, and21 times demeaned peak intensity~gray! for both the SW and
SE transmission paths. The peak intensity fluctuation is multiplied by21 to
show more clearly the negative correlation between the time spread and
peak intensity series. The correlation coefficients between the time spread
and peak intensity series are20.47 and20.60 for SW and SE paths, re-
spectively. Time-integrated energy~not shown! is also strongly correlated
with pulse times spread, with correlation coefficients of20.50 and20.58
for SW and SE paths, respectively.
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tions of point intensity have scintillation index near 1 and
they are dominated by variability at time scales less than 2 h
~close to the buoyancy frequency!. This deemphasis of low
frequency sound-speed variability was also observed in the
Cobb Seamount experiment and the Mid-Ocean Acoustic
Transmission experiment~MATE! ~Ewart, 1976; Flatte´ et al.,
1979; Ewart and Reynolds, 1984!, both of which were high
frequency~i.e., kHz!, short-range, deep-water experiments
with scintillation index significantly above 0.3. Once signifi-
cant scattering and interference occur, the weak fluctuation
‘‘mirror’’ effect of the ocean spectrum dissolves and signifi-
cant distortion of the intensity frequency spectrum can occur
~Macaskill and Ewart, 1996!. Further, with strong interfer-
ence, the spectrum of intensity is dominated by fadeouts
whose duration and interval depend critically on the mean
square time derivative of phase or simply the mean square
phase raten2 ~Dyson et al., 1976!. In fact, the spectrum of
log-intensity is roughly peaked at the frequencyn. Therefore
our results are consistent with the physical picture of strong
interference leading to intensity variability dominated by
fades. The statistics of fades leads to an emphasis of the
acoustic variability at higher frequencies.

This effect can be illustrated using our numerical model

to demonstrate the increased complexity of the interference
pattern when internal waves are added to the observed large
scale sound speed fields. For the seven days of the experi-
ment in which we obtained large scale sound speed fields we
computed the acoustic fields at 400 Hz both with and without
an added perturbation from the internal wave model; an ex-
ample of the acoustic fields so obtained is shown in Fig. 20.
A distinct difference is seen between the calculations with
and without internal waves. The calculation without internal
waves shows large spatial scale modulations of the interfer-
ence pattern, but the calculation with internal waves shows
significantly more interference in which the field becomes
more spatially homogeneous with less large scale changes
and higher small scale granularity. This visual picture is con-
firmed by examining the spatial spectra of a 10-km-long por-
tion of the transmission loss curve on the shelf at 50-m water
depth~Fig. 20!.

B. Connection to oceanography: Integrated energy

Another matter that requires some extra consideration is
the observed and modeled result of small, at most 2 dB rms,
fluctuation in the total integrated energy,Izt ; interestingly,

FIG. 20. Simulated transmission loss~TL! for the SW path both with~c! and without~a! internal wave sound speed perturbations. In the right-hand panels
~b! and~d! are horizontal wave number spectra of the TL data to the left over two range intervals 25–47.5 km and 47.5–59.5 km which are before and after
the internal wave packet at roughly 40-km range. The simulation utilized the sound speed environment from Fig. 2, and the range intervals denote regions
before and during acoustic interaction with an internal wave soliton packet.
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similar results have been reported by Dudaet al. ~2004! for
long range transmissions in the significantly different geo-
graphic location of the South China Sea. Further, it was ob-
served that roughly equal contributions were partitioned be-
tween low and high frequencies. The PRIMER area showed
intense oceanographic variability, with mesoscale, internal
tide, and soliton changes in sound speed of order 15–25,
10–15, and 5–10 m/s, respectively, and the acoustic model
of the present study, as well as other models~Sperry, 1999;
Sperryet al., 2003!, show significant geoacoustic interaction.
Therefore, it comes as some surprise that the total energy
detected on the array is so stable, especially since the array
does not span the entire water column. Observations by Zhou
et al. ~1991!, in the Yellow Sea show long duration changes
in mean signal level, and numerical simulations by Duda and
Preisig~1999! demonstrate 12-dB peak-to-peak~4.2 dB rms!
variations from soliton wave packet propagation. We conjec-
ture that the PRIMER result~both observed and modeled! is
due to the fact that there are multiple acoustic interactions
between the water column inhomogeneities and the sea bed
geology. For PRIMER the acoustic cycle distance is roughly
1–2 km ~depending on water depth!, which gives 20–30
upper ~water column interaction! and lower turning~geo-
acoustic interaction! points. The notion is that oceanographic
fluctuations may only change a few of these interactions,
thus leaving the sum interaction relatively stable. The situa-
tion just described differs markedly from the cases of Zhou
and Duda/Preisig as in those cases only a few total oceano-
graphic interactions occur. For the PRIMER experiment, bot-
tom attenuation is a strong function of mode number, and

thus it is not the case that the weak variations in received
energy are due to weak mode-number-dependent attenuation.

C. Approach to saturation

Table V shows that the observed and modeled intensity
variability is very close to the fully saturated regime, and
therefore the question arises as to how rapidly this near satu-
ration is established in range. Given the relatively good
agreement between our model and the observations, this
question can be explored using the model. Simulations for
single-frequency~CW! and broadband propagation over the
SW path give SI ands ln I as a function of range as shown in
the upper panels of Fig. 21; the relatively good agreement
between CW and broadband calculations allows us to ignore
the bandwidth and explore the PRIMER saturation behavior
using the more computationally efficient CW model. The
agreement between CW and broadband computations is not
unexpected as the sourceQ value is of order 0.1~see Secs.
II D 2 and IV!. In both cases, SI ands ln I are seen to rise
rapidly in the first 10 km, followed by a more gentle increase
over the remaining 50 km. Further, it is seen that the varia-
tion of log-intensity reaches its near saturation value slightly
earlier in range than does SI. This result demonstrates that
the fading mechanism which dominated log-intensity statis-
tics is established earlier in range than the focusing mecha-
nism which dominates the linear statistics like SI.

In the middle and lower panels of Fig. 21, SI ands ln I

are plotted as a function of range for the three simulation
cases of~1! nominal internal wave energy and attenuation

FIG. 21. Scintillation index SI ands ln I as a function of
propagation range for the SW path computed from nu-
merical simulation. In panels~a! and ~b! broadband
~thick-line! and narrow-band~thin-line! simulations are
compared for the total variation~no filtering!. In panels
~c!–~f! only narrow-band simulations are shown, with
panels~c!,~d!, and ~e!,~f! showing total variation and
high frequency variation, respectively. Three different
simulations are presented in panels~c!–~f!: thick-line
~nominal internal wave energy and bottom attenuation!,
medium-line ~four times internal wave energy, and
nominal bottom attenuation!, and thin-line~nominal in-
ternal wave energy and no bottom attenuation!.
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(z0510 m, b50.5 dB/m!, ~2! nominal internal wave energy
and no attenuation (z0510 m, b50 dB/m!, and ~3! four
times the internal wave energy and nominal attenuation (z0

520 m, b50.5 dB/m!. The middle panels show total varia-
tion while the bottom panels show the high frequency com-
ponent. Starting with the middle panels, SI ands ln I for the
lossy cases are seen to rise above saturation values of 1 and
5.6 dB and continue to rise with increasing range, while the
no-attenuation case shows no rise above 1 but only slow
approach from below. The difference in saturation behavior
between lossy and attenuation free wave guides has been
examined theoretically by Creamer~1996!, and numerically
by Teilburgeret al. ~1997! who showed that SI can grow
indefinitely with range~supersaturation!; our results are con-
sistent with this picture, though the growth appears to be
quite slow. Our numerical results show that the supersatura-
tion effect is actually quite general and can be obtained in an
environment in which the ‘‘random’’ component of the inter-
nal wave field is quite weak in comparison with the nonlin-
ear field ~we choose a factor of 10 difference in energy!.
Creamer~1996!, for example, examined the supersaturation
problem only for a fully random internal wave field, while
Teilburger et al. ~1997! did numerical calculations using a
strong random component and a weak soliton field.

Turning to the comparisons of the cases which vary the
overall internal wave energy~both random and nonlinear!, it
is seen that aside from a more rapid initial growth of inten-
sity variability, doubling the perturbation strength does not
dramatically change the scintillation behavior at longer
ranges.

Next the high frequency variability is addressed in the
lower panels of Fig. 21. Here it is seen that the cases with
and without bottom attenuation are very similar, which
shows that the supersaturation effect seen in the middle pan-
els is primarily due to low frequency variability. This low
frequency attribution of the supersaturation effect is very in-
teresting and warrants further study. Finally, as seen in the
middle panels, doubling the perturbation strength does not
dramatically change the scintillation behavior at longer
ranges.

These simulation results have important implications for
the understanding of wave scattering regimes as depicted by
the regimes of unsaturated, partially saturated, and fully satu-
rated propagation~Flattéet al., 1979!. They show strikingly
that the approach to saturation~or supersaturation! in this
shallow water environment is a process of rapid initial
growth of scintillation at very short ranges followed by sur-
prisingly slow growth of scintillation up to and beyond the
saturation values of SI51 ands ln I55.6 dB. In particular, in
spite of the relatively high frequency of 400 Hz, there ap-
pears to be no significant partially saturated regime where
the acoustic field is dominated by strong focusing caustics
which lead to SI values significantly above 1 at short range.
In partial saturation SI relaxes to 1 from above which is
clearly not the case. The approach to saturation from below 1
also has important implications for the kinematics of the
multipath. Colosi and Baggeroer~2004! have shown that the
single frequency kinematical condition to get an approach to
saturation from above/~below! 1 is ^a4&/^a2&2.(,)2. Thus

the multipath amplitude variability in the PRIMER environ-
ment is in fact quite weak. The frequency dependence of the
saturation process is an interesting issue, but is beyond the
scope of this paper.

VI. SUMMARY

Observations of acoustic intensity fluctuations measured
by a 52 m VLA for 400-Hz, broadband, long range~42.2 and
59.6 km! propagation in shallow water have been described.
Total detected energy at the VLA~obtained by integrating
acoustic intensity over the VLA aperture and over the pulse
arrival! shows variability of roughly 2 dB, which is small
indeed. This demonstrates the surprising result that lossy
acoustic bottom interactions were not significantly modu-
lated by the strong observed mesoscale and internal wave
variability. Here, since differential modal attenuation was
large, we have argued the case that the PRIMER experiment
has a sufficiently large number of water column and geoa-
coustic interactions that water column modulation will be
averaged out. Analysis of temporally integrated energy
across the arrival structure shows somewhat more variability
than the total detected energy~depth and time integrated!.
This result demonstrates that there is some vertical redistri-
bution of energy occuring, but it is at the fraction-of-a-dB
level ~see Tables III and IV!. Both integrated energy statistics
show PDFs close to log-normal.

Regarding statistics of point intensities, it is found that
acoustic variability with time scales less than 2 h show fluc-
tuations typical of a fully saturated wave field where SI is
close to 1, thes ln I is close to 5.6 dB rms, and the PDF of
intensity is close to exponential; these statistics were found
at both the 42.2- and 59.6-km ranges. In addition to this high
frequency variability was a low frequency modulation which
accounted for roughly 2.5-dB rms change. The observations,
therefore, are consistent with the physical picture of Dyson
et al. ~1976! in which the statistics are dominated by fades at
short time scales and low frequency ocean modulation at
long time scales.

Peak intensity statistics are seen to be highly correlated
to temporally integrated energy which shows, not surpris-
ingly, that higher peak intensities are expected for a stronger
overall arrival. Further, it was shown that peak intensity~and
thus temporally integrated energy! is anticorrelated with the
overall pulse time spread so that a small peak intensity is
obtained when the arrival structure is spread over a longer
duration ~and vice versa!. The primary mechanism for this
behavior appears to be mode-coupling-induced time spread
near the receiver, and thus the signal behaves like a constant
energy arrival in which mode-coupling-induced phase modu-
lation spreads the arrival out in time. Peak intensity PDFs,
like those of integrated energy, show near log-normal forms.

A parabolic equation numerical model has been used
with observed large scale sound speed fields, and a numerical
quasi-stochastic nonlinear~KdV! internal tide model to ob-
tain estimates of several of the observed quantities. The com-
parisons between simulation and observation are very en-
couraging with regard to the scintillation statistics~see
Tables III–V!, however much more work will be necessary
to match the mean pulse shapes.
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The numerical model has allowed an examination of the
range dependence of scintillation. It is found that intensity
variability grows rapidly in the first 10 km of propagation,
and thereafter the remaining 50 km of propagation shows
slow growth of intensity variance up to and beyond satura-
tion values~supersaturation!. This supersaturation behavior
is not unexpected in lossy wave guides~Creamer, 1996; Teil-
burgeret al., 1997!. Breaking the model variability into low
and high frequency components and comparing to an attenu-
ation free calculation it is found that at time scales less than
2 h the lossy and nonlossy scintillations behave very simi-
larly and the approach to saturation is from below 1, with no
partially saturated or strong focusing regime. This result in-
dicates that the supersaturation effect comes from the low
frequency component of the scintillation behavior; this effect
is not fully understood. Further, the result that the approach
to saturation is from below 1 suggests that multipath ampli-
tude variability is quite small.
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Flatté, S., Dashen, R., Munk, W., Watson, K., and Zachariasen, F.~1979!.
Sound Transmission through a Fluctuating Ocean~Cambridge U.P., Cam-
bridge!.

Gawarkiewicz, G., Brink, K. H., Bahr, F., Beardsley, R. C., Caruso, M.,
Lynch, J. F., and Chiu, C. S.~2004!. ‘‘A large-amplitude meander of the
shelfbreak front during summer south of New England: Observations from
the Shelfbreak PRIMER experiment,’’ J. Geophys. Res.109.

Headrick, R., Lynch, J., and the SWARM Group~2000a!. ‘‘Acoustic normal
mode fluctuation statistics in the 1995 SWARM internal wave scattering
experiment,’’ J. Acoust. Soc. Am.107, 201–220.

Headrick, R., Lynch, J., and the SWARM Group~2000b!. ‘‘Modeling mode
arrivals in the 1995 SWARM experiment acoustic transmissions,’’ J.
Acoust. Soc. Am.107, 221–236.

Liu, A. K. ~1988!. ‘‘Analysis of nonlinear internal waves in the New York
bight,’’ J. Geophys. Res.93, 12312–12329.

Lynch, J., Newhall, A. E., Sperry, B., Gawarkiewicz, G., Tyack, P., Chiu,
C.-S., and Abbot, P.~2003!. ‘‘Spatial and temporal variations in acoustic
propagation characteristics at the New England shelfbreak front,’’ IEEE J.
Ocean. Eng.28, 129–150.

Macaskill, C., and Ewart, T.~1996!. ‘‘Numerical solution of the fourth mo-
ment equation for acoustic intensity correlations and comparison with the
mid-ocean acoustic transmission experiment,’’ J. Acoust. Soc. Am.99,
1419–1429.

Munk, W. H., and Zachariasen, F.~1976!. ‘‘Sound propagation through a
fluctuating stratified ocean: Theory and observation,’’ J. Acoust. Soc. Am.
59, 818–838.

Pace, N. G., and Jensen, F. B.~eds.! ~2003!. Impact of Littoral Environmen-
tal Variability on Acoustic Predictions and Sonar Performance~Kluwer
Academic, Dordrecht!.

Pasewark, B., Wolf, S., Orr, M., and Lynch, J.~2002!. ‘‘Acoustic intensity
variability in a shallow water environment,’’ Acoustic Variability 2002,
SACLANT Undersea Research Center, pp. 11–19.

Potty, G. R., Miller, J. H., and Lynch, J. F.~2003!. ‘‘Inversion for sediment
geoacoustic properties at the New England Bight,’’ J. Acoust. Soc. Am.
114, 1874–1887.

Potty, G. R., Miller, J. H., Lynch, J. F., and Smith, K. B.~2000!. ‘‘Tomog-
raphic inversion for sediment parameters in shallow water,’’ J. Acoust.
Soc. Am.108, 973–986.

Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T.~1992!.
Numerical Recipies in Fortran: The art of scientific computing (Second
Edition) ~Cambridge U.P., Cambridge!.

Shearman, R. K., and Lentz, S. J.~2004!. ‘‘Observations of tidal variability
on the New England shelf,’’ J. Geophys. Res.109~C6!.

Sperry, B.~1999!. ‘‘Analysis of acoustic propagation characteristics at the
New England continental shelfbreak,’’ MIT/WHOI Joint Program PhD.
thesis.

Sperry, B., Lynch, J., Gawarkiewicz, G., Chiu, C., and Newhall, A.~2003!.
‘‘Characteristics of acoustic propagation to the eastern vertical line re-
ceiver during the summer 1996 New England shelfbreak PRIMER experi-
ment,’’ IEEE J. Ocean. Eng.28, 729–749.

Teilburger, D., Finette, S., and Wolf, S.~1997!. ‘‘Acoustic propagation
through an internal wave field in a shallow water waveguide,’’ J. Acoust.
Soc. Am.101, 789–808.

Zhou, J. X., Zhang, X. S., and Rogers, P.~1991!. ‘‘Resonant interaction of
sound waves with internal solitons in the coastal zone,’’ J. Acoust. Soc.
Am. 90, 2042–2054.

1057J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Fredricks et al.: Shallow water multipath scintillations



Numerical study of broadband sound pulse propagation
in three-dimensional oceanic waveguides

Frédéric Sturma)

Laboratoire de Me´canique des Fluides et d’Acoustique, UMR CNRS 5509, E´cole Centrale de Lyon,
36 Avenue Guy de Collongue, FR-69134 Ecully Cedex, France

~Received 22 July 2004; revised 14 December 2004; accepted 15 December 2004!

In this paper, the propagation of a broadband sound pulse in three-dimensional~3D! shallow water
waveguides is investigated numerically. Two cases are examined:~i! the 3D ASA benchmark wedge,
and~ii ! the 3D Gaussian canyon. The numerical method used to solve the four-dimensional acoustic
problem is based on a Fourier synthesis technique. The frequency-domain calculations are carried
out using the fully 3D parabolic equation based model3DWAPE, recently modified to include a
wide-angle paraxial approximation for the azimuthal component. A broadband sound pulse with a
central frequency of 25 Hz and a bandwith of 40 Hz is considered. For both test cases, 3D results
corresponding to a 25 Hz cw point source are first presented and compared with predictions from a
3D adiabatic modal model. Then, the acoustic problem is solved considering the broadband source
pulse. The modal structure of the received signals is analyzed and exhibits multiple mode arrivals
of the propagating signal. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1855791#
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I. INTRODUCTION

It has been demonstrated both experimentally1–3 and
numerically4,5 that in some particular oceanic environments,
the horizontal refraction of propagating sound waves cannot
be neglected and leads, far from the source, to significant
three-dimensional~3D! effects. Fully three-dimensional
models are needed to predict such 3D effects. Note that in
this work, a model is referred to as 3D if it allows horizontal
refraction to be considered. Otherwise, the model is said to
be two-dimensional~2D!, N32D, or pseudo-3D. Among ex-
isting 3D codes available in the underwater acoustics
community,6–10 parabolic equation~PE! based models are
largely used since they are efficient for solving complex
sound propagation problems in various oceanic environ-
ments. The reader is referred to Ref. 11 for an exhaustive
review of the 3D codes based on modal theory, parabolic
equation, rays, and hybrid models, and in particular to Ref.
12 for a specialized review of existing 3D PE models. The
main drawback of 3D models in cylindrical coordinates
~which is the case for most 3D PE models! is that they are
computationally expensive. Indeed, a 3D code is at least two
orders of magnitude slower than anyN32D code since~i! a
very large number of points is required in the azimuthal di-
rection to maintain the necessary arclength between adjacent
bearing angles, and~ii ! a differential operator with respect to
the azimuthal coordinate must be incorporated into the solu-
tion. However, rising computer performance as well as the
development of efficient numerical techniques9,13 allows 3D
PE models to be treated at a reasonable computational cost.
A calculation in four-dimensional~4D! ~i.e., three spatial di-
mensions and time! using Fourier synthesis methods is thus
now possible~at least at low frequencies!, allowing the im-
portant question of broadband signal dispersion in general
3D waveguides to be addressed.

The aim of this work is to study the propagation of
broadband sound pulses in three-dimensional shallow water
waveguides. The numerical method used to solve the rel-
evant 4D acoustic problems is based on Fourier synthesis of
frequency-domain solutions. The calculations in 3D are done
using the3DWAPE code based on a fully three-dimensional
parabolic equation.13 Two 3D acoustic problems are treated
in this paper. They both consist of an isovelocity water layer
overlying a lossy, homogeneous, half-space sedimental layer.
They only differ in the description of the bottom geometry.
The first acoustic problem considered is a 3D benchmark
wedge based on a three-dimensional extension of the original
two-dimensional ASA wedge configuration.14 Preliminary re-
sults of broadband sound pulse propagation obtained using
3DWAPE for this specific 3D wedge problem can be found in
Ref. 15. They showed that the modal structures of the propa-
gating pulses calculated using a 3D PE model were qualita-
tively consistent with previous results obtained by
Westwood16 for a similar case using an analytical method.
Though these results were satisfying and encouraging, no
quantitative comparison with any exact solution was made.
Note that in its original configuration, the3DWAPEcode had a
very-wide-angle capability along the vertical direction but
only a narrow-angle capability along the azimuthal direction.
It has recently been modified to handle higher-order paraxial
approximations along the azimuthal direction. The results of
Ref. 15 were obtained using the azimuthal narrow-angle ver-
sion of the code. In the present paper, the issue of using
wide-angle approximation in azimuth is addressed. In par-
ticular, numerical solutions obtained using various paraxial
approximations in azimuth are compared with a reference
analytical solution based on the image method. Broadband
calculations are now carried out using the azimuthal wide-
angle version of the code. The second problem considered is
the 3D Gaussian canyon test case. It corresponds to a variant
of the original 3D Gaussian canyon test case created for thea!Electronic mail: frederic.sturm@ec-lyon.fr
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SWAM’99 Shallow Water Acoustic Modeling Workshop.17

Results for the original SWAM’99 test case were obtained
for a 25 Hz cw point source.7,18 Modifications have been
made such that only three propagating modes exist at the
source position~as in the 3D benchmark wedge! which
makes the modal structure analysis of the received signals
easier. Note that in its original form, eleven propagating
modes were present. The problem involving a broadband
sound pulse is analyzed with the same methodology as for
the 3D wedge problem.

The organization of this paper is as follows: In Sec. II,
the Fourier synthesis technique is briefly summarized, and
the 3DWAPE model is presented. Its wide-angle azimuthal ca-
pability is discussed; a review of the existing 3D PE code is
also given. In Sec. III, the two acoustic shallow water prob-
lems are described. For both test cases, a broadband source
pulse with a central frequency of 25 Hz and a bandwidth of
40 Hz is considered. The 3D ASA benchmark problem is
studied in Sec. IV. First, the 3D results corresponding to a 25
Hz cw point source are presented, analyzed, and compared
with other solutions. Then, the acoustic problem is solved in
4D considering the broadband source pulse. The signals re-
ceived by a set of vertical arrays placed in the cross-slope
direction are analyzed. Section V deals with the 3D Gaussian
canyon test case. Again, results corresponding to both cw
calculations and time series are presented and discussed. No
reference solution is available for this test case. The received
signals on two distinct vertical arrays placed along the can-
yon axis are then analyzed. In Sec. VI, a summary of the
results of this work is provided and future improvements are
suggested.

II. MATHEMATICAL MODELING

A. Fourier synthesis method

A multilayered waveguide composed of one water layer
overlying one~or several! fluid sedimental layer~s! is consid-
ered. The model for each layer is three-dimensional. Cylin-
drical coordinates are used, wherez is the depth~increasing
downwards! below the ocean surface,u is the azimuthal
~bearing! angle, andr is the horizontal range, related to the
Cartesian coordinates byx5r cosu and y5r sinu. An iso-
tropic, broadband point source,S, is located atr 50 andz
5zS . The acoustic wave equation,

r¹•S 1

r
¹PD2

1

c2

]2P

]t2
52S~ t !

2d~z2zS!d~r !

r
, ~1!

is solved, whereP5P(r ,u,z;t) is the acoustic pressure as a
function of the three spatial variablesr, u, z, and timet, and
S(t) is the time-dependence of point sourceS. In Eq. ~1! c
and r represent, respectively, the varying~in space! sound
speed and the density~constant within each layer!. Let P̂
denote the Fourier transform of the time-domain acoustic
pressureP, defined by

P̂~r ,u,z;v!5E
2`

1`

P~r ,u,z;t !eivtdt, ~2!

wherev52p f is the angular frequency~expressed in rad/s!
andf is the frequency~expressed in Hz!. Then, Fourier trans-
form of Eq. ~1! leads to the frequency-domain~or Helm-
holtz! equation

r¹•S 1

r
¹ P̂D1ka

2 P̂52Ŝ~v!
2d~z2zS!d~r !

r
, ~3!

whereka5k(11 iha) is the complex~to account for lossy
layers! wave number, withk5v/c, a is the attenuation ex-
pressed in decibels per wavelength,h51/(40p log10e)
~with ha!1!, andŜ~v! is the source spectrum defined by

Ŝ~v!5E
2`

1`

S~ t !eivtdt. ~4!

The angular frequencyv is treated as a parameter in Eq.~3!.
The complex-valued fieldP̂5 P̂(r ,u,z;v) is sought as a
function of the spatial variablesr, u, andz, for selected~non-
negative! discrete frequencies within the frequency band of
interest. The acoustic pressureP̂ is assumed to satisfy a
pressure-release condition on the ocean surface, an outgoing
radiation condition at infinity~in both range and depth!, a
2p-periodicity condition in the azimuthal direction, and ap-
propriate transmission conditions at each sedimental inter-
face. The frequency-domain solution,P̂, is then transformed
to the time-domain using the following inverse Fourier trans-
form:

P~r ,u,z;t !5
1

2p E
2`

1`

P̂~r ,u,z;v!e2 ivtdv, ~5!

where P̂(r ,u,z;2v)5 P̂(r ,u,z;v) so that the real-valued
time-domain acoustic pressureP satisfies the initial time-
dependent wave equation~1!. In summary, solving a pulse
propagation problem with the Fourier synthesis approach19,20

requires one to~i! decompose the source pulse using a Fou-
rier transform,~ii ! select a frequency spacing and solve the
3D propagation problem for each discrete frequency within a
frequency-band of interest, and~iii ! perform inverse Fourier
transforms of the frequency-domain solutions to obtain the
time signal at any given receiver. As in Ref. 21, step~ii ! is
achieved by using a three-dimensional parabolic equation
based model. Note that an alternative to the Fourier synthesis
approach would be to solve the pulse propagation problem
directly in the time-domain.19,22–26 In particular, time-
domain methods related to various PE formulations can be
found in Refs. 23–26.

B. Three-dimensional parabolic equation

The acoustic problem is solved in the frequency-domain
using a parabolic equation~PE! approach. Dropping the
source spectrum from Eq.~3! yields

r¹•S 1

r
¹ P̂normD1ka

2 P̂norm52
2d~z2zS!d~r !

r
, ~6!

where the unknown is now the normalized acoustic pressure
P̂norm(r ,u,z;v). Cylindrical spreading is handled by ex-
pressingP̂norm(r ,u,z;v) as
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P̂norm~r ,u,z;v!5H0
~1!~k0r !c~r ,u,z;v!,

whereH0
(1) denotes the zeroth-order Hankel function of the

first kind andk05v/cref with cref a reference sound speed.
Assuming thatr 22 approximately commutes with]/]r for
r @0, the left-hand side of Eq.~6! can be factorized, and
assuming only outward propagation in range, the 3D prob-
lem based on~elliptic-type! Eq. ~6! is reduced to an initial-
and boundary-value problem. For any given value ofv, a
complex functionc5c(r ,u,z;v) is sought, which repre-
sents the acoustic field forr 0<r<r max, 0<u<2p and 0<z
<zmax, and which satisfies

]c

]r
5 ik0~AI1X1Y2I!c ~7!

and c(r 5r 0 ,u,z;v)5c (0)(u,z;v). Here,c (0) denotes the
initial outgoing field atr 5r 0 , I is the identity operator,X is
the 2D depth operator in therz plane, andY is the azimuthal
operator, defined as

X5~na
2~r ,u,z!21!I1

r

k0
2

]

]z S 1

r

]

]zD ,

Y5
1

~k0r !2

]2

]u2
,

wherena(r ,u,z)5(cref /c(r ,u,z))(11 iha) is the complex
index of refraction. In order to prevent spurious reflections
from a pressure-release imposed boundary condition atzmax,
an increasing attenuation coefficient is introduced in the
lower part of the domain. The operatorY handles the azi-
muthal diffraction term. NeglectingY in Eq. ~7! but retaining
azimuthal dependence inna(r ,u,z) would lead to anN
32D or pseudo-3D~i.e., azimuthally uncoupled! PE model
which could not predict horizontal refraction. The square-
root operator present in Eq.~7! is then approximated using a
higher-order Pade´ approximation alongz and a linear ap-
proximation alongu:

AI1X1Y5I1 (
k51

np ak,np
X

I1bk,np
X 1

1

2
Y

1O~X 2np11,Y 2,XY!, ~8!

where np is the number of terms, andak,np
, bk,np

, 1<k

<np , are real coefficients given by27

ak,np
5

2

2np11
sin2S kp

2np11D , 1<k<np ,

~9!

bk,np
5cos2S kp

2np11D , 1<k<np .

Complex coefficients can be used to attenuate Gibb’s
oscillations.28 The Pade´ series expansion is very convenient
since it allows for a very-wide-angle propagation alongz, the
angular limitation depending on parameternp . It is thus able
to model energy at vertical angles approaching690° with
respect to the horizontal. The linear approximation allows
only for narrow-angle propagation alongu. Substitution of

Eq. ~8! into Eq. ~7!, and neglection of the term in
O(X 2np11,Y 2,XY) leads to

]c

]r
5 ik0S (

k51

np ak,np
X

I1bk,np
X 1

1

2
YD c. ~10!

This equation accounts for refraction effects which are
greater alongz than alongu. It has been implemented in the
research code3DWAPE.13 This model has a very-wide-angle
capability in depth, and a narrow-angle capability in azi-
muth. The original 3D PE proposed by Tappert29 can be ob-
tained by expanding the square-root in a Taylor series and
retaining only the linear terms inX andY,

AI1X1Y5I1 1
2~X1Y!1O~X 2,Y 2,XY!. ~11!

The resulting parabolic equation~known as the standard 3-D
PE! thus has a narrow-angle capability in both depth and
azimuth:

]c

]r
5

ik0

2
~X1Y!c. ~12!

Note that whennp51 ~which leads to the Claerbout’s coef-
ficients a1,151/2 and b1,151/4), Eq. ~10! reduces to the
three-dimensional parabolic equation used by Collinset al.10

and by Fawcett,8

]c

]r
5 ik0S 1

2
X

I1
1

4
X

1
1

2
YD c. ~13!

Since the higher-order terms neglected are in
O(X 3,Y 2,XY), this 3D PE has a~Claerbout! wide-angle
capability in depth and a narrow-angle capability in azimuth.
Instead of using a higher-order Pade´ approximation alongz,
Lee–Saad–Schultz use a Taylor series expansion alongz and
a linear approximation alongu:

AI1X1Y5I1 1
2X2 1

8X 21 1
2Y1O~X 3,Y 2,XY!. ~14!

Neglecting the higher-order terms inO(X 3,Y 2,XY), the re-
sulting equation~referred to in the literature as the LSS-3D
wide angle wave equation! is

]c

]r
5 ik0S 1

2
X2

1

8
X 21

1

2
YDc. ~15!

This 3D PE has been implemented by Botseaset al. in the
research computer codeFOR3D30 and applied to realistic
three-dimensional environments with bottom topographic
variations and sound-speed profiles.6

Parabolic equations can be solved numerically using
various techniques. For example, Smith9 uses a marching
algorithm based on the split-step Fourier technique in both
depth and azimuth. In3DWAPE, instead of the SSF algorithm,
an alternating direction method is used. This technique is
used in many 3D PE codes.6–8,10,18The alternating direction
method consists in splitting Eq.~10! into the following sys-
tem of equations:

~I1bk,np
X!

]c

]r
~r ,u,z;v!5 ik0ak,np

Xc~r ,u,z;v!,

~16!
1<k<np ,

1060 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Frédéric Sturm: Broadband sound pulse propagation



]c

]r
~r ,u,z;v!5

ik0

2
Yc~r ,u,z;v!, ~17!

and then thesenp11 equations are solved sequentially at
any discrete range using an implicit Crank-Nicolson scheme.
Let Dr be the increment in range. Given the 3D fieldc at
discrete range valuer n , c is obtained at the next discrete
range valuer n1Dr in two steps. Following the notations
used in Ref. 7, the first step consists in computingnp inter-
mediate fields denotedu(1)(u,z), u(2)(u,z),...,u(np)(u,z)
solving

S I1S bk,np
2

ik0Dr

2
ak,npDXDu~k!~u,z!

5S I1S bk,np
1

ik0Dr

2
ak,npDXDu~k21!~u,z!, ~18!

for 1<k<np , where u(0)(u,z) denotes the 3D fieldc at
ranger n : u(0)(u,z)5c(r n ,u,z;v). The second step consists
in computingc(r n1Dr ,u,z;v) from the last intermediate
field u(np)(u,z) obtained in step 1, by solving

S I2
ik0Dr

4
YDc~r n1Dr ,u,z;v!

5S I1
ik0Dr

4
YDu~np!~u,z!. ~19!

The discretization of Eq.~18! for any 1<k<np is achieved
using a piecewise-linear finite-element/Galerkin scheme. Let
N andM denote the numbers of mesh points alongz andu,
respectively. Solving Eq.~18! for theN3M points of theuz
grid requires the inversion ofnp large algebraic linear sys-
tems of orderM3N. The matrix for each of thenp systems
has a block-diagonal structure. Each inversion is hence
equivalent to the inversion ofM ~auxiliary! linear systems of
order N. Since each block is a square tridiagonal matrix of
orderN, these inversions are performed using a fast and ro-
bust Gaussian~direct! algorithm optimized for tridiagonal
matrices. The discretization of Eq.~19! is achieved using an
efficient higher-order accurate finite difference~FD! scheme.
The solution of Eq.~19! involves in this case the inversion of
N linear systems of orderM with entries in the upper right
and lower left corners of the banded matrices to account for
the 2p-periodicity condition alongu. The bandwidth of each
block depends on the order of the centered FD formula used.
Again, a fast and robust Gaussian algorithm optimized for
banded matrices is used. Using a higher-order accurate FD
scheme alongu allows a significant reduction of the azi-
muthal sampling, and faster computations~see the discussion
in Ref. 13!. Alternatively, Eq.~19! can also be solved using
any Fourier-based transformation techniques~e.g., FFTs!.
The 3DWAPE code offers the possibility to use both FD- and
FFT-based techniques for solving Eq.~19!.

Note that all three-dimensional parabolic equations re-
viewed in this section make use of the following approxima-
tion:

AI1X1Y5AI1X1 1
2Y1O~Y 2,XY!, ~20!

and thus assume that 3D effects are sufficiently gradual~this
will be discussed in the next section!. They only differ in the
way they approximate the termAI1X. In Eq. ~20!, the op-
eratorX and the operatorY are separated. Any PE model
based on this formulation is thus amenable to the alternating
direction method. It is worth mentioning that this approach is
very advantageous for 3D modeling. Assume, for instance,
that an implicit Crank–Nicolson scheme is used instead of
the alternating direction method, and is applied directly on
Eq. ~12!. Given the 3D fieldc at the discrete ranger n , c is
obtained at the next discrete ranger n1Dr by solving

S I2
ik0Dr

4
~X1Y! Dc~r n1Dr ,u,z;v!

5S I1
ik0Dr

4
~X1Y! Dc~r n ,u,z;v!. ~21!

Then, applying a FD discretization inz andu, Eq. ~21! leads
to a large block-tridiagonal linear system of orderM3N.
Unfortunately, because of its block-tridiagonal structure, this
large linear system cannot be decomposed into smaller aux-
iliary linear systems. Furthermore, since realistic acoustic
wave propagation problems generally require a large number
of points in both thez andu direction, it is not possible to use
any direct algorithm~like Gaussian elimination! due to
memory storage limitations. Instead, a preconditioned itera-
tive algorithm must be used, the efficiency of the solver
highly depending on the preconditioning procedure. InTRI-

PARADIM, the standard narrow-angle 3D PE model was re-
written in a new coordinate system in an effort to handle
properly the varying bottom topography of the three-
dimensional waveguide. The resulting mathematical formu-
lation did not allow the coordinate decomposition of the op-
erator as for other 3D PEs. The use of the alternating
direction method was thus not possible and a numerical tech-
nique similar to Eq.~21! was chosen. The reader is referred
to Ref. 31 for more details on theTRIPARADIM model.
Though the resulting linear systems were sparse and could be
solved using an efficient preconditioning technique at each
range step, it has been shown that using such an iterative
algorithm could lead to prohibitive computation times in
comparison with other 3D PE models that are amenable to
alternating direction methods, when solving practical prob-
lems in three-dimensional environments.32,33 Computation
time considerations are of major importance in 3D modeling,
especially when broadband pulse propagation problems are
addressed. In this latter case, any numerical technique using
an alternating direction method should definitely be preferred
to basic implicit Crank–Nicolson schemes.

C. Azimuthal wide-angle capability

The azimuthal narrow-angle capability of the 3D PE
model 3DWAPE is now discussed. It is clear that the linear
approximation with respect to the azimuth operatorY used in
Eq. ~8!, or more generally in Eq.~20!, is only valid when
uYcu!uXcu. This means that any horizontal deviation should
be small compared to the vertical in-plane deviation of the
propagating energy. This assumption is valid for slowly vary-
ing properties. The azimuthal narrow-angle approximation
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may be inappropriate for problems with large out-of-plane
deviations of the outward propagating field. For such prob-
lems, one should utilize a three-dimensional parabolic equa-
tion that handles wide-angle propagation in both thez and
the u directions. Siegmann–Kriegsmann–Lee34,35 developed
a three-dimensional parabolic equation with a wide-angle ca-
pability applying the Claerbout’s coefficients to the operator
X1Y:

AI1X1Y5I1

1

2
~X1Y!

I1
1

4
~X1Y!

1O~~X1Y!3!. ~22!

Neglecting the higher-order terms inO((X1Y)3) then yields

]c

]r
5 ik0S 1

2
~X1Y!

I1
1

4
~X1Y!

D c. ~23!

The wide-angle capability of this 3D parabolic equation has
been demonstrated using an asymptotic multiscale analysis.35

However, it is not amenable to the use of an alternating di-
rection method. Instead, the following numerical scheme is
obtained by applying an implicit Crank–Nicolson range-
stepping procedure directly on Eq.~23!:

S I1S 1

4
2

ik0Dr

4 D ~X1Y! Dc~r n1Dr ,u,z;v!

5S I1S 1

4
1

ik0Dr

4 D ~X1Y! Dc~r n ,u,z;v!. ~24!

A FD technique inz andu has been proposed and validated
on several test examples.36 Following our previous discus-
sion, solving Eq.~24! may be costly. In order to take advan-
tage of the alternating direction technique, higher-order
terms may be incorporated while keeping the two operators
X and Y separated. For instance, inPECAN,7 the following
@1/1# Padéazimuthal expansion is used:

AI1X1Y5AI1X1

1

2
Y

I1
1

4
Y

1O~Y 3,XY!. ~25!

By neglecting higher-order terms,O(Y 3,XY), in ~25!, Eq.
~7! then yields

]c

]r
5 ik0S AI1X1

1

2
Y

I1
1

4
YD c, ~26!

where the square-root operator present on the right-hand side
is approximated using the split-step Pade´ algorithm.37 Chen
et al. use a quadratic Taylor series azimuthal expansion,38

AI1X1Y5I1 1
2X2 1

8X 21 1
2Y2 1

8Y 21O~X 3,XY,Y 3!.
~27!

Neglecting terms inO(X 3,XY,Y 3) in Eq. ~27! leads to the
following parabolic equation:

]c

]r
5 ik0S 1

2
X2

1

8
X 21

1

2
Y2

1

8
Y 2Dc. ~28!

Equation~28! can be seen as an azimuthal quadratic correc-
tion of theLSS-3-D Wide Angle Wave Equationgiven in Eq.
~15!. It has been implemented in theFOR3Dcode. Notice that
the azimuthal rational-function approximation used in Eq.
~25! and the azimuthal polynomial-function approximation
used in Eq.~27! are correct to quadratic terms in azimuth,
but both neglect the term inO(XY). Retaining this term
would not allow the use of an alternating direction method.

In its original configuration, the3DWAPE code had a
narrow-angle capability in azimuth@see Eq.~10!#. It has been
modified to handle higher-order approximations alongu
while keeping the two operatorsX andY separated. Instead
of the azimuthal linear approximation in Eq.~8!, a Pade´ se-
ries azimuthal expansion is used:

AI1X1Y5I1 (
k51

np ak,np
X

I1bk,np
X 1 (

k51

mp ak,mp
Y

I1bk,mp
Y

1O~X 2np11,Y 2mp11,XY!, ~29!

wheremp is the number of Pade´ terms andak,mp
, bk,mp

, 1
<k<mp , are real coefficients given analytically by Eq.~9!
whereinnp is to be replaced bymp . Then, by neglecting the
last term in Eq.~29!, Eq. ~7! yields

]c

]r
5 ik0S (

k51

np ak,np
X

I1bk,np
X 1 (

k51

mp ak,mp
Y

I1bk,mp
YD c. ~30!

The 3D PE has now a very-wide-angle capability in depth
and a very-wide-angle capability in azimuth, but, due to the
term in O(XY), the 3DWAPE model does not, strictly speak-
ing, have a wide-angle capability. Since the depth operatorX
and the azimuthal operatorY are well separated in Eq.~30!,
an alternating direction method is used. Given the 3D field
c at the discrete ranger n , c is obtained at the next
discrete ranger n1Dr in two steps. The first step consists
in computing np intermediate fields denotedu(1)(u,z),
u(2)(u,z),...,u(np)(u,z) solving Eq.~18! for 1<k<np . The
second step consists in computingmp intermediate fields
v (1)(u,z), v (2)(u,z),...,v (mp)(u,z) solving

S I1S bk,mp
2

ik0Dr

2
ak,mpDYD v ~k!~u,z!

5S I1S bk,mp
1

ik0Dr

2
ak,mpDYD v ~k21!~u,z!, ~31!

for 1<k<mp , wherev (0)(u,z) denotes the last intermediate
field u(np)(u,z) computed in the first step, andv (mp)(u,z)
corresponds to the 3D fieldc at the discrete ranger n1Dr :
c(r n1Dr ,u,z;v)5v (mp)(u,z). Note that for the particular
value mp51 ~for which we havea1,151/2 andb1,151/4),
Eq. ~31! reduces to
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S I1S 1

4
2

ik0Dr

4 DYDc~r n1Dr ,u,z;v!

5S I1S 1

4
1

ik0Dr

4 DYDu~np!~u,z!, ~32!

which corresponds exactly to the equation used inPECAN to
account for 3D coupling@see Eq.~2.38! of Ref. 7#.

III. DESCRIPTION OF THE THREE-DIMENSIONAL
TEST CASES

Two three-dimensional test cases are investigated, re-
ferred to as test cases A and B. Test case A is based on a
three-dimensional extension of the original two-dimensional
ASA wedge configuration and is similar to the 3D test case
considered by other modelers in more recent papers.7–9 Test
case A has been proposed as a 3D benchmark problem at the
141st ASA meeting held in Chicago in June 2001. It consists
of an isovelocity water layer of sound speedcw51500 m/s
and densityrw51 g/cm3, overlying a lossy homogeneous
half-space sedimental layer of sound speedcsed51700 m/s,
density rsed51.5 g/cm3 and attenuationased50.5 dB/l,
which leads to a critical grazing angle value of approxi-
mately 28°. There is no attenuation in the water layer. The
parametrization of the water-sediment interface is given by
zsed(r ,u)5hsed(x) wherex5r cosu and

hsed~x!5H 200~12x/4000! if uxu<3600

20 if x>3600

380 if x<23600.

~33!

The water depth decreases linearly from 200 m atr 50 to 20
m at r 53.6 km, and is range-independent forr>3.6 km
along theu50° azimuth~up-slope direction!. It increases lin-
early from 200 m atr 50 to 380 m atr 53.6 km, and is
range-independent forr>3.6 km along theu5180° azimuth
~down-slope direction!. It is invariant along theu590° and
u5270° azimuths~cross-slope directions!. It thus makes an
angle with a constant value of 2.86° with respect to the ocean
surface at bothu50° andu5180°, and leads to a zero-slope
at bothu590° andu5270° ~see Fig. 1!.

Test case B is based on a modification of the three-
dimensional gaussian canyon test case devised for the
SWAM’99 Workshop17 held in Monterey CA in September
1999, and only differs from test case A in the description of
the bottom topography. Test case B consists of an isovelocity
water layer overlying a lossy homogeneous half-space sedi-
mental layer~the geoacoustic parameters corresponding to
each layer are identical to the ones used in test case A! with
a parametrization of the water-sediment interface given by

hsed~x!5h01h1 exp~2x2/s2!, ~34!

where the parametersh0 , h1 , ands are expressed in meters.
Like test case A, the water depth only depends on thex
direction. Assumings54h1 , the maximum slope of the
bathymetry in thex direction ~which we will refer to as the
cross-canyon direction! is approximately 12.1° atx5s/A2.
The valuesh05200 m, h15500 m, ands543h152000 m
correspond to the ones used during the SWAM’99 workshop.

In this paper,h0520 m, h15180 m, ands54h15720 m.
The configuration used in test case B is depicted in Fig. 2.
The water depth decreases from 200 m atr 50 to 20 m at
r→` along theu50° andu5180° azimuths~cross-canyon
directions!. It is invariant along theu590° andu5270° azi-
muths ~along-canyon directions!. It makes a varying angle
with respect to the ocean surface~with a maximum value of
approximately 12.1° atr 5509.12 m) atu50° andu5180°,
and leads to a zero-slope atu590° andu5270°.

For both test cases, an isotropic point source is located at
point S5(xS50,yS50,zS540 m). Its time dependence is a
Hanning-weighted four-period sine wave~see Fig. 3! given
by

S~ t !5H 1

2
~12cos~vct/4!!sin~vct ! if 0<t<4/f c

0 if t.4/f c,
~35!

FIG. 1. Geometry of the 3D~truncated! wedge shaped waveguide consid-
ered in test case A.

FIG. 2. Geometry of the 3D Gaussian canyon waveguide considered in test
case B.
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where vc52p f c and f c525 Hz. The source pulse is cen-
tered at frequencyf c525 Hz with a 40 Hz bandwidth cover-
ing the band 5–45 Hz. The amplitudes of both the real and
imaginary parts of the source spectrum are very small for
frequencies below 5 Hz and above 45 H~see Fig. 4!. The
pulse length is 0.16 s. For both test cases, the geometry of
the waveguide atu590° ~which corresponds to the cross-
slope direction for test case A and to the canyon axis for test
case B! is characterized by a zero-slope~the water depth is
constant and equal to 200 m!. Due to the geometry of the two
waveguides, large 3D effects are expected in this direction,
along which several vertical arrays are placed. In test case A,
three vertical arrays labeled A1, A2, and A3 are placed across
slope at rangesr A1516 km, r A2522 km, andr A3525 km
from the sourceS. In test case B, two vertical arrays labeled
B1 and B2 are placed along the canyon axis at rangesr B1

516 km and r B2520 km from the sourceS. Each of the
vertical arrays is composed of 19 elements evenly spaced in
depth between 10 and 190 m. Note that, for both test cases,
the vertical arrays and the source lie in the same 200 m
isobath vertical plane. All the numerical simulations shown
in the next sections were performed on a 2.2 GHz mono-
processor Dell-workstation. Neither vectorization nor paral-
lel computing was used. Unless specified otherwise, all the
following numerical results were obtained using the 3D PE
model3DWAPE.

IV. RESULTS FOR THE 3D ASA WEDGE

A. cw point source results

Since the source pulse is centered atf c525 Hz, the
acoustic problem at that specific frequency is treated first.

FIG. 3. Time-dependence of the source pulse, for test
cases A and B.

FIG. 4. Spectrum of the source pulse, for test cases A
and B.
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The N32D and 3D computations were carried out using
Dr 510 m, Dz51 m ~i.e., Dr 5l/6 andDz5l/60 wherel
denotes the acoustic wavelength! andnp52. The maximum
computation range isr max525 km and the reference sound
speed iscref51500 m/s. TheN32D and 3D PE algorithms
were initialized atr 50 using a modal source. Since long-
range propagation is considered, the modal sum was limited
to the discrete modal spectrum. Only three propagating
modes are present at a frequency of 25 Hz at the source
location. The maximum depth of the computational grid is
zmax5600 m. An increasing attenuation coefficientaabs(z)
was introduced in the lower part of the domain~correspond-
ing to depths betweenzabs5450 m andzmax5600 m) to pre-
vent spurious reflections from the pressure-release imposed
boundary condition atzmax. For the 3D calculations, a Pade´ 1
approximation in azimuth~i.e., mp51) and an eighth-order
FD azimuthal scheme withM53240 points~i.e., an azi-
muthal step size of 1/9th of a degree! were used. This azi-
muthal increment corresponds to an arclength incrementDS
of the order of 3l/4 at the maximum computation range
r max. As shown in Ref. 32, using a second-order FD azi-
muthal scheme would require in this caseM523 040 dis-
crete points in azimuth, i.e., an azimuthal step size of 1/64th
of a degree~this azimuthal increment corresponding to an
arclength incrementDS of the order ofl/10 at the maximum
computation ranger max).

Gray-scale images of the transmission loss (TL
5220 log10(uc(r ,u,z;vc)u/Ar with vc52p f c) at a re-
ceiver depth of 30 m corresponding toN32D and 3D cal-
culations are displayed in Fig. 5. Theu590° direction corre-
sponding to the 200 m isobath is indicated by a dashed line.
The positions of the sourceS and the three vertical arrays
A1, A2, A3 are also indicated on each subplot. Due to the
geometrical symmetry of the problem about the up-slope di-
rection, bothN32D and 3D solutions are displayed as a
function of range and azimuth in a limited azimuthal sector.

Figure 6 shows transmission loss-vs-range curves atz
530 m andu590° ~across-slope!. The thin dashed curve is a
N32D PE calculation and the bold solid curve is a 3D PE
calculation. Comparing the two subplots of Fig. 5, the effects
of azimuthal coupling are evident, mainly in the vicinity of
the cross-slope direction and at long ranges. These effects are
well known and have been explained in detail by several
authors. They correspond to intramodal interference effects.
Recall that three propagating modes are excited at the source.
Since the vertical geometry in the cross-slope direction
~characterized by a zero-slope! is a classical 200-m-deep Pe-
keris waveguide, any 2D orN32D model can predict the
presence of the three initial modes atu590° for 0<r

FIG. 5. Transmission loss~in dB re 1 m! at 25 Hz at a
depth of 30 m for test case A corresponding toN
32D ~upper subplot! and 3D~lower subplot! PE calcu-
lations. For both calculations, a modal sum was used as
a starting field. The 200 m isobath is indicated by a
dashed white line.

FIG. 6. N32D and 3D transmission loss~in dB re 1 m! comparisons at 25
Hz at a receiver depth of 30 m along a 200 m isobath in the cross-slope
direction for test case A. The thin dashed curve is anN32D PE calculation
and the bold solid curve is a 3D PE calculation. For both calculations the
Greene’s source was used as a starting field.
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<25 km. The use of a full 3-D PE~i.e., azimuthally coupled
model! causes these three propagating modes to be horizon-
tally refracted down the slope, which leads to a succession of
three distinct zones in the cross-slope direction~see Fig. 6!.
For ranges less than approximately 11 km, the three initial
propagating modes are present. Only two modes are present
for r>11 km up tor'16 km, due to the 3D shadowing ef-
fect of mode 3. Afterr'16 km where the mode shadowing
effet of mode 2 occurs, only mode 1 is present. The interfer-
ence pattern in the 3D solution starting atr'17.5 km corre-
sponds to the 3D mode self-interference effect of mode 1.

To show that no significant 3D effects are omitted in the
3D PE calculations, the results were compared with a refer-
ence solution based on the image source method and origi-
nally provided by Westwood.39 This analytical solution is
expressed as a sum of ray fields, each of which take the form
of a double integral over plane waves. Details of the method
are given in Ref. 16. Note that the source depth was 100 m to
match the original ASA benchmark problem. The 3D PE and
the image solutions are plotted in Fig. 7. The bold solid
curve is the 3D PE solution obtained using two Pade´ terms in
depth (np52) and one Pade´ term in azimuth (mp51). Also
plotted on the same figure as a thin dashed curve is the 3D
PE solution obtained using two Pade´ terms in depth and a
narrow-angle azimuthal approximation. The 3D PE calcula-
tions were initialized using the Greene’s source.40 We ob-
serve an overall good agreement between the two 3D PE
solutions and the image solution in the cross-slope direction,
showing that both models predict the same 3D effects. How-
ever, there are some differences, notably a shift in the phas-
ing at long ranges mainly where mode 1 interferences occur.
Note that the 3D PE solution obtained using a Pade´ 1 ap-
proximation in azimuth is closer to the reference solution
than the azimuthal narrow-angle 3D PE solution, although a
phase shift is still present. The use of higher-order approxi-

mations in azimuth~i.e., increasing the numbermp of Padé
terms! does not improve phase predictions. Recall that the
PE solutions depend on the value of the reference sound
speed cref . For the solutions shown in Fig. 7,cref

51500 m/s. Figure 8 shows 3D PE solutions obtained using
two distinct values ofcref . The bold solid curve corresponds
to cref51500 m/s~the value of the sound speed in the homo-
geneous water layer! and the thin dashed curve tocref

51512.94 m/s~the value of the horizontal phase speed of
mode 1 at the source location!. As already pointed out by
Smith,9 changing the reference sound speed value induces a
shift in the PE solutions. This shift is yet less pronounced
than that between PE solutions shown in Fig. 7. This sug-
gests that the disagreement between the image and the PE
results is mainly due to the fact that the 3D PE model does
not have a wide-angle capability since the term inO(XY) is
not handled~see the discussion in Sec. II C!. However, de-
spite the mismatch in the mode 1 interference pattern, all the
physical 3D effects are reproduced by the 3D PE model.

B. Modal initialization results

Azimuthal coupling effects may be easily observed by
exciting individual modes at the source location and propa-
gating them outward in range. The 3D PE marching algo-
rithm was initialized by each of the three propagating modes
separately. Figure 9 shows TL plots~horizontal slices at con-
stant depthz530 m) obtained by initializing the 3D PE
model using mode 1, mode 2, and mode 3. In order to reduce
the phase error in PE calculations, the horizontal modal
phase speed was used for the reference sound speed, i.e.,
cref51512.94 m/s for mode 1,cref51554.44 m/s for mode 2,
andcref51632.42 m/s for mode 3. For each mode, the source
field was assumed to be omnidirectional. Vertical cross sec-
tions of the 3D PE solutions for mode 1, mode 2, mode 3

FIG. 7. 3D transmission loss~in dB re 1 m! comparisons at 25 Hz at a
receiver depth of 30 m along a 200 m isobath in the cross-slope direction for
test case A. The thin solid curve corresponds to the image solution. The two
other curves are 3D PE calculations using a wide-angle~bold solid curve! or
a narrow-angle~thin dashed curve! approximation in azimuth. The source
depth is 100 m. Both 3D PE calculations were initialized using the Greene’s
source.

FIG. 8. 3D transmission loss~in dB re 1 m! comparisons at 25 Hz at a
receiver depth of 30 m along a 200 m isobath in the cross-slope direction
~u590°, 14 km<r<25 km) for test case A. The bold solid curve is a 3D PE
calculation withcref51500 m/s~same solution as shown in Fig. 7! and thin
dashed curve is a 3D PE calculation withcref51512.94 m/s. The source
depth is 100 m. The Greene’s source was used as a starting field.
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along theu590° direction are shown in Fig. 10. Also shown
in Fig. 10 is the 3D PE solution obtained initializing by the
Greene’s source.

The 3D PE results were compared with the predictions
from adiabatic modal theory.41 Figure 11 shows the modal
ray diagrams in the~horizontal! yx plane for each omnidi-
rectional modal initialization. The modal ray paths were cal-
culated using the method given in Ref. 8. Hereafter, a modal-
ray path that corresponds to themth mode and makes
initially an angle f0 with the y axis ~i.e., f050° points
across slope! is denotedGm,f0

~see Fig. 12!. According to the
Cartesian coordinate system chosen, for any value ofm

P$1,2,3% and any value off0P] 290°,90°@ , the modal-ray
pathGm,f0

is a representative functiony°xm,f0
(y) satisfy-

ing the following Cauchy problem

dx

dy
5

A12~cm~x!3cos~f0!/cr ,m!2

cm~x!3cos~f0!/cr ,m
, y>0,

~36!
x~y50!50.

Here,f0590° (f05290°) corresponds to an initial launch
in the up-slope direction~in the down-slope direction! and
cm is thex-dependent phase velocity of themth mode satis-
fying cw,cm(x),csed and cm(x50)5cr ,m , wherecr ,m is

FIG. 9. Transmission loss~in dB re 1 m! at 25 Hz at a
depth of 30 m for test case A corresponding to 3D PE
calculations and different omnidirectional mode excita-
tions. From top to bottom: mode 1, mode 2, and mode
3. On each subplot, the 200 m isobath is indicated by a
dashed line.

FIG. 10. 3D transmission loss~in dB
re 1 m! at 25 Hz for test case A~ver-
tical slices in the cross-slope direction!
corresponding to 3D PE calculations
and ~a! mode 1,~b! mode 2,~c! mode
3, and~d! Greene’s source excitations.
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the horizontal phase speed of themth mode at the source
location. The value ofcm(x) for any givenx is numerically
evaluated by solving

tan~A~vc /cw!22~vc /cm~x!!23hsed~x!!

52
rsed

rw
3

A~vc /cw!22~vc /cm~x!!2

A~vc /cm~x!!22~vc /csed!
2

,

where vc52p f c . Note that a modal ray is stopped if it
reaches anx coordinate such thatcm(x) does not belong to
]cw ,csed@ ~i.e., when modem becomes leaky!. Characteris-
tics of the modal rays that connect the sourceS with one of
the three arrays A1, A2, and A3, are listed in Table I.

Comparison of the results displayed in Figs. 9 and 11
shows that the 3D PE solutions are in good agreement with
the predictions from adiabatic modal theory. A modal ray
which has an initial launch directionf0 toward the wedge
apex turns around, as long as its grazing angle does not ex-
ceed the critical angle. A region of multiple arrivals is cre-
ated in the vicinity of the cross-slope direction for suffi-
ciently large ranges from the source, followed by a shadow
region. Due to the increasing grazing angle with respect to
the mode number, 3D effects are stronger for higher modes

than for lower modes. No shadow zone is observed for mode
1 for r<25 km in the cross-slope direction. Computations for
ranges greater than 25 km for mode 1 would also show a
shadow zone in the cross-slope direction. Following Glegg
et al.,2 three regions exist in the wedge-shaped waveguide
for each modal initialization:~1! an inner region~corre-
sponding tof0 greater than a critical launch anglefcrit)
where the modal rays propagating upslope exceed the critical
grazing angle and are not turned around;~2! an outer region
~corresponding tof0 less thanfcrit) where the modal-ray-
turn-around occurs; and~3! a shadow region where there is
no propagation. The value of the critical launch anglefcrit

depends on the mode number:fcrit'27° for mode 1,fcrit

'23.7° for mode 2, andfcrit'16° for mode 3.
Results obtained with both models~PE and adiabatic

mode! confirm the presence of mode 1 at the three vertical
arrays A1, A2, and A3. Note that arrays A2 and A3~unlike
array A1! both lie in the multiple mode arrival area of mode
1, which means that multiple modal ray path arrivals exist
for mode 1 on array A2 and array A3~see Table I!. Indeed,
there are two modal ray path arrivals for mode 1 on array A2
~on array A3!, the first one with a shallow anglef0

FIG. 11. Modal ray diagrams~top view! for test case A,
obtained solving the differential equation given in~36!
for 290°,f0,90°. From top to bottom: mode 1,
mode 2, and mode 3.

FIG. 12. Schematic of a modal-ray pathGm,f0
in the ~horizontal! yx plane

corresponding to modem, with initial launch anglef0 . The y axis ~the x
axis! corresponds to the cross-slope~up-slope! direction in the wedge
shaped waveguide considered in test case A. The source is placed atx5y
50.

TABLE I. Characteristics~for a 25 Hz cw point source, test case A! of the
modal rays launched from the sourceSand connected with one of the three
arrays A1, A2, A3. The anglef0 denotes the initial launch angle (f050°
points across-slope! of the modal eigenray, andLm,f0

denotes the length of
the modal eigenray pathGm,f0

.

Array Modem f0 (deg) Lm,f0
(m)

A1 1 11.8 16 002
A1 2 113.5 16 186
A1 2 116.5 16 300

A2 1 12.7 22 008
A2 1 119.7 22 845

A3 1 13.2 25 013
A3 1 116.7 25 640
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512.7° (f0513.2°) with respect to the cross-slope direc-
tion, and the second one with a steeper anglef0

5119.7° (f05116.7°). Two distinct time arrivals of the
signal carried by mode 1 on both arrays A2 and A3 are thus
expected, but only one single time arrival of the signal car-
ried by mode 1 on array A1. The array A1 lies in the limit of
the insonified region of mode 2. The signal carried by mode
2 should be present at array A1 only. In addition, the array
A1 lies in the multiple mode arrival area of mode 2. Two
distinct modal ray path arrivals for mode 2 with initial
launch anglesf05113.5° andf05116.5° are detected on
array A1. Hence, two distinct arrival times of the signal car-
ried by mode 2 on A1 are expected. Obviously, the three
arrays A1, A2, and A3 lie in the shadow zone region of mode
3. No arrival of the signal carried by mode 3 is thus detected
by any of the three arrays.

C. Broadband results

The case of the broadband source signal given in Eq.
~35! is now discussed. The pulse response at a specific re-
ceiverR of ranger R , azimuthuR , and depthzR , is obtained
via a Fourier transform of the frequency-domain solution
using

P~r R ,uR ,zR ;t !

5
1

2p E
2`

1`

Ŝ~v!P̂norm~r R ,uR ,zR ;v!e2 ivtdv, ~37!

where Ŝ~v! is the source spectrum given by Eq.~4!, and
P̂norm is the solution of the normalized frequency-domain
wave equation~6!. In Eq. ~37!, P̂norm is set to zero for any
~non-negative! frequencyf outside the band 5–45 Hz. The
frequency integral in Eq.~37! is evaluated numerically using
a discrete Fourier transform~DFT!. A time window of length
T57 s, with 4096 points, is used in the DFT algorithm. This
yields values of the received signal atR in the time window
@ tmin ,tmin1T# with a very fine time resolutionDt of 0.0017 s
(Dt5T/4096). The length of the time window corresponds
to a frequency samplingD f of 0.1429 Hz (D f 51/T), which
leads to 281 discrete values within the frequency-band 5–45
Hz. Producing a pulse response at receiverR requires first
computing values ofP̂norm at 281 discrete frequencies. This
is achieved through repeated solution of the 3D PE model for
uniformly distributed discrete frequencies ranging from 5 to
45 Hz and for 0<r<r R , 0<u<2p, 0<z<zmax.

For each solution at a single frequencyf, several param-
eters need to be changed, their values depending on the value
of the frequencyf, or equivalently, of the acoustic wave-
length l. Suitable selections of the range, azimuthal, and
depth incrementsDr , Du, Dz are crucial. For instance, un-
dersampling~oversampling! the azimuthal direction may ap-
pear inappropriate to accurately compute the 3D effects~may
lead to untimely computations!. It is well established that the
range and depth incrementsDr andDz should be sufficiently
small in comparison to the acoustic wavelengthl. Our cal-
culations were carried out usingDr 5l/6 and Dz5l/60.
Since an eighth-order FD scheme was used in azimuth, se-
lection of the azimuthal incrementDu52p/M was achieved

using a less restricting criterion with respect to the acoustic
wavelength:Du ~or equivalentlyM! was selected such that
DS'3l/4, whereDS denotes the arclength increment at the
maximum computation ranger max. Note that using a second-
order FD scheme in azimuth would require thatDS'l/10.
Our calculations were carried out usingM5648 at f 55 Hz
and M55832 at f 545 Hz. For intermediate values of the
frequency within the band 5–45 Hz, the number of discrete
points in azimuth is obtained by linearly interpolating be-
tween 648 and 5832. For each frequency-domain calculation,
the 3D PE marching algorithm was initialized atr 50 using
the Greene’s source. Two Pade´ terms in depth~i.e., np52)
and one Pade´ terms in azimuth~i.e., mp51) were used. The
maximum depthzmax of the computation grid was placed
several wave-lengths below the maximum depth of the sea-
floor and a layer of increasing absorption was placed in the
lower part of the domain~just abovezmax) to attenuate the
reflected energy, its width also depending on the acoustic
wavelength.

The signal arrivals on the three vertical arrays A1, A2,
and A3 were calculated. Comparisons of the signals received
on vertical array A1 at a depth of 20 m corresponding to 2D
and 3D computations are shown in Fig. 13. Both 2D and 3D
solutions were multiplied by a factorr A1516 000 m to com-
pensate for spherical spreading. The pulse responses on ver-
tical arrays A1, A2, and A3 were calculated usingtmin

510.6 s, tmin514.6 s, tmin516.6 s, respectively. They are
displayed in Figs. 14, 15, and 16. The received signals are
plotted intentionally as stacked time series versus depth
which is helpful when analyzing the modal structure of the
signal arrivals. Snapshots of the propagating pulse in the
cross-slope direction at two distinct times,t510.7 s andt
516.7 s, are shown in Figs. 17 and 18, respectively. For
comparison, the signals obtained using 2D calculations are
also shown.

Let us analyze first the signal arrivals on receiver arrays
A1, A2, and A3, computed using a 2D PE model. The geom-
etry of the waveguide in the cross-slope direction~character-
ized by a zero-slope! is seen by the 2D PE model as a clas-
sical 200-m-deep waveguide, which leads to the existence of
three propagating modes when a 25 Hz cw source signal is
considered. As expected, considering a broadband source
pulse with a central frequency of 25 Hz, the propagating
signal splits up in three distinct wave packets, which corre-
spond to the signal carried by the three propagating modes of
the waveguide. Now, using a 3D PE model, the signal arriv-
als exhibit only two distinct mode arrivals~instead of three
as predicted by 2D calculations! at each of the three vertical
arrays A1, A2, and A3. For each of them, it is clear that the
first wave packet corresponds to the signal carried by mode
1. Indeed, its amplitude is low near the ocean surface, in-
creases with depth toward mid-depth, then decreases toward
z5200 m. This is obviously the depth dependence of mode
1. Following the same analysis, the second wave packet re-
ceived on A1~respectively, on A2 and A3! corresponds to the
signal carried by mode 2~respectively, by mode 1!. These
observations are coherent with the predictions of the previ-
ous section. Indeed, as expected, the signal carried by mode
1 is present for each of the three vertical arrays A1, A2, and
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A3. Since only A2 and A3 lie in the multiple mode arrival
area of mode 1, two distinct mode 1 arrivals are observed on
A2 and A3 ~and only one single mode 1 arrival on A1!, the
first one corresponding to a modal ray path with a shallow
angle with respect to the cross-slope direction, and the sec-
ond one~weaker! to a modal ray path with a steeper angle.
The time delay between the first and second time arrival of
mode 1 is shorter at A3 than at A2. As expected, the signal
carried by mode 2 is only present at A1~recall that A1 lies in
the limit of the insonified region of mode 2!. Note that the
second wave packet received on A1 corresponds to the

merger of the two distinct~but close! time arrivals of mode
2. It thus appears more dispersed in time than the single
mode 2 arrival predicted by a 2D calculation. Since the three
arrays A1, A2, and A3 all lie in the shadow zone region of
mode 3, no mode 3 signal arrival is observed at A1, A2, and
A3. Note that all the modal eigenrays have been constantly
refracted in the horizontal direction during their upslope and
downslope propagation. Thus, the corresponding wave pack-
ets are different from the wave packets predicted using a 2D
model.

FIG. 13. Comparison of broadband
pulse solutions for test case A and ar-
ray A1 at a depth of 20 m:~upper! 2D
calculation and~lower! 3D calcula-
tion.

FIG. 14. Stacked time series vs depth
for test case A corresponding to verti-
cal array A1:~left! 2D calculation and
~right! 3D calculation.
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V. RESULTS FOR THE 3D GAUSSIAN CANYON

A. cw point source results

The acoustic problem involving a 25 Hz cw point source
is analyzed first. TheN32D and 3D results presented here-
after were obtained using the same range and depth incre-
ments as in test case A (Dr 510 m, Dz51 m). Both N
32D and 3D calculations were generated using a fifth-order
Padé3 approximation in depth~i.e., np53). For the 3D cal-

culations, a third-order Pade´ 1 approximation in azimuth
~i.e.,mp51) andM52880 points were used. The number of
discrete points used in azimuth is less than in test case A
simply because the value of the maximum computation
ranger max has been reduced from 25 to 20 km. As in test
case A, the azimuthal incrementDu52p/2880 corresponds
to an arclength incrementDS of the order of 3l/4 at the
maximum computation ranger max520 km.

FIG. 15. Stacked time series vs depth
for test case A corresponding to verti-
cal array A2:~left! 2D calculation and
~right! 3D calculation.

FIG. 16. Stacked time series vs depth
for test case A corresponding to verti-
cal array A3:~left! 2D calculation and
~right! 3D calculation.
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Gray-scale images of the transmission loss~horizontal
slices at a receiver depth of 30 m! corresponding toN32D
and 3D calculations are shown in Fig. 19. For both of them,
the modal sum was used as a starting field. A maximum
computation depth of 600 m and a reference sound speed of
1500 m/s were used. Theu590° direction corresponding to
the canyon axis is indicated by a dashed line. The positions
of the sourceS and the two vertical arrays B1, B2 are also
indicated on each subplot. Like test case A, due to the geo-
metrical symmetry of the problem about thex axis, both
solutions are displayed as a function of range and azimuth in
a limited azimuthal sector. By comparing the two subplots of
Fig. 19, noticeable differences in both fields can be observed.
The effects of azimuthal coupling are evident. Indeed, when
azimuthal coupling is taken into account in the calculation,
the acoustic energy is horizontally refracted by the sidewalls
of the canyon and gets channeled in they direction along the

canyon axis. Note that bothN32D and 3D solutions are
symmetric about the along-canyon direction.

Figure 20 shows transmission loss-versus-range curves
at z530 m andu590° ~along the canyon axis! corresponding
to 3D solutions obtained with various paraxial approxima-
tions in azimuth. Also shown on the same plot is the 2D
solution. The comparison of the 3D solutions with the 2D
solution confirms an enhancement of the acoustic level when
azimuthal coupling is handled, due to the focusing of the
acoustic energy along the canyon axis. There are also some
differences between the two 3D PE solutions. The validity of
the narrow-angle approximation in azimuth is subject to dis-
cussion for the present test case since, as shown in Fig. 20,
using a Pade´ 1 paraxial approximation in azimuth changes
the solution. It is worth mentioning that no change in the
solution was observed for increasing values ofmp . How-

FIG. 17. Snapshots of the propagating
pulse for test case A att510.7 s:~up-
per! 2D calculation and~lower! 3D
calculation.

FIG. 18. Snapshots of the propagating
pulse for test case A att516.7 s:~up-
per! 2D calculation and~lower! 3D
calculation.
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ever, the error between the 3D PE solution and the exact
solution can not be quantified since there is no reference
solution available for this test case.

B. Modal initialization results

In order to characterize the 3D effects present in the
canyon, the three propagating modes were excited individu-
ally at the source location, and propagated outward in range.
For each modal initialization, the reference sound speed was
selected equal to the phase speed of themth mode. Figure 21

shows the gray-scale TL plots~horizontal slices at constant
depthz530 m) obtained initializing the 3D PE model using
mode 1, mode 2, and mode 3. Vertical cross sections of the
3D PE solutions are shown in Fig. 22. Figure 23 shows the
modal ray diagrams for each omnidirectional modal initial-
ization. Characteristics of the modal rays that connect the
sourceS with one of the two arrays B1 and B2, are listed in
Table II.

By comparing the results shown in Figs. 21 and 23, the
solutions obtained using the PE approach and the adiabatic
modal ray theory are satisfactorily in good agreement. The
effects of the 3D varying bathymetry on the different modal
propagations are now evident. For each propagating mode,
the focusing of the energy along the canyon axis is repetitive
in range and, as expected, is more pronounced for higher
modes than for lower modes. Indeed, three distinct focusing
zones are detected for mode 1, four distinct focusing zones
for mode 2, and five distinct focusing zones for mode 3. For
each propagating mode, the focusing-zone width~along the
canyon axis! increases with zone number. As a result, two
consecutive focusing zones may overlap at sufficiently large
ranges~whose values depend on mode number! from the
source along the canyon axis, and, thus, become indistin-
guishable. For example, for mode 1, the third focusing zone
overlaps with the second one nearr'19.5 km along the can-
yon axis, and, for mode 2, the fourth focusing zone overlaps
with the third one nearr'17.5 km along the canyon axis.
Unlike test case A, no shadow zone is observed along the
canyon axis. Besides, the 3D effects are more pronounced
for test case B than for test case A. For example, the onset of
mode 1 interference pattern along the canyon axis appears
sooner in range for test case B~at r'6.5 km) than for test
case A~at r'17.5 km).

Modes 1, 2, and 3 are present at receiver arrays B1 and

FIG. 19. Transmission loss~in dB re 1
m! at 25 Hz at a depth of 30 m for test
case B corresponding toN32D ~up-
per subplot! and 3D ~lower subplot!
PE calculations. For each calculation,
the modal sum was used as a starting
field. The canyon axis is indicated by a
dashed white line.

FIG. 20. N32D and 3D transmission loss~in dB re 1 m! comparisons at 25
Hz at a receiver depth of 30 m along a 200 m isobath along the canyon axis
for test case B. The thin dashed curve is a 2D PE calculation. The two solid
curves are 3D PE calculations with three Pade´ terms in depth and with a
narrow angle~thin solid curve! or a wide-angle~bold solid curve,mp51)
approximation in azimuth. For each of the three calculations, the Greene’s
source was used as a starting field.

1073J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Frédéric Sturm: Broadband sound pulse propagation



B2. This observation is coherent with the fact that there is no
shadow zone along the canyon axis. Both receiver arrays B1
and B2 lie in the multiple mode arrival area of each of the
three propagating modes, the number of eigenrays depending
on both the mode number and the receiver array~see Table
II !. There are three modal ray paths connecting S and B1 for
mode 1, the first one corresponding tof050° ~the direct
path!, and the two other ones corresponding to a pair of
eigenrays with initial launch anglesf05615.4°. Similarly,
there are three modal ray paths connectingS and B1 for

mode 2, the direct path and a pair of eigenrays with initial
launch anglesf05613.8°. On the other hand, there are five
modal ray paths connectingS and B1 for mode 3, the first
one corresponding to the direct path, and the other ones to
two distinct pairs of eigenrays with initial launch anglesf0

569.5° andf05616°. For receiver array B2, there are
one direct path and two pairs of eigenrays for each of the
three propagating modes. Anticipating the analysis presented
in the next section, multiple arrivals~not necessarily distinct
in time! for each of the three propagating modes on both

FIG. 21. Transmission loss~in dB re 1
m! at 25 Hz at a depth of 30 m for test
case B corresponding to 3D PE calcu-
lations and different omnidirectional
mode excitations. From top to bottom:
mode 1, mode 2, and mode 3.

FIG. 22. 3D transmission loss~in dB
re 1 m! at 25 Hz for test case B~ver-
tical slices along the canyon axis! cor-
responding to 3D PE calculations and
~a! mode 1,~b! mode 2,~c! mode 3,
and ~d! Greene’s source excitations.
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receiver arrays B1 and B2 can be predicted. More precisely,
two mode 1 arrivals, two mode 2 arrivals, and three mode 3
arrivals are expected on B1. Three arrivals for each of the
propagating modes are expected on B2. On the contrary, any
azimuthally uncoupled model should predict only one single
arrival ~the direct path! for each of the three propagating
modes.

C. Broadband results

Let us turn now to the analysis of the acoustic problem
involving the broadband source signal given by Eq.~35!. The
signal arrivals on the two vertical arrays B1 and B2 were
calculated. The calculations were carried out usingtmin

510.6 s andtmin513 s for receiver arrays B1 and B2 respec-
tively, and, as in test case A, a time window of lengthT
57 s with 4096 points in the DFT algorithm. This required
running the 3D PE model at 281 discrete frequencies within
the frequency band 5–45 Hz. For each frequency-domain
calculation,Dr 5l/6, Dz5l/60. The numberM of discrete
points in the azimuthal direction was obtained by linearly
interpolating betweenM5576 at f 55 Hz andM55184 at
f 545 Hz, which gaveM52880 at f 525 Hz. The 3D PE
marching algorithm was initialized atr 50 using the
Greene’s source. Three Pade´ terms in depth~i.e., np53) and
one Pade´ term in azimuth~i.e., mp51) were used.

The signals received on vertical array B1 at a specific
depth of 20 m corresponding to 2D and 3D computations are
shown in Fig. 24. Both solutions were multiplied by the
same factor r B1516000 m to compensate for spherical
spreading. As expected, due to the focusing of the energy
along the canyon axis, the amplitude of the 3D solution is
significantly higher than the amplitude of the 2D solution.
The signal arrivals on vertical arrays B1 and B2 obtained
using 3D calculation are displayed in Figs. 25 and 26, re-
spectively. For comparison, the signals obtained using 2D
calculation are also displayed. The two signals marked with
arrows in Fig. 25 correspond to the ones shown in Fig. 24.
For both vertical arrays B1 and B2, the 2D results~see first
columns of Figs. 25 and 26! clearly show that the propagat-
ing signal splits up in three distinct wave packets which cor-
respond to the signals carried by the three propagating modes
of the waveguide. The 2D results are similar to that obtained
in test case A. On the other hand, the modal structure of the
3D results is much more complicated~see second columns of
Figs. 25 and 26!. Indeed, though the first wave packet can
clearly be attributed to the first arrival of mode 1, the rest of
the received signals does not clearly show any modal struc-
ture. One way to discriminate the multiple arrivals of one

FIG. 23. Modal ray diagrams~top
view! for test case B, obtained solving
the differential equation given in~36!
for 290°,f0,90°. From top to bot-
tom: mode 1, mode 2, and mode 3.

TABLE II. Characteristics~for a 25 Hz cw point source, test case B! of the
modal rays launched from the sourceS and connected with one of the two
arrays B1 and B2. The anglef0 denotes the initial launch angle (f050°
points along the canyon axis! of the modal eigenray, andLm,f0

denotes the
length of the modal eigenray pathGm,f0

.

Array Modem f0 (deg) Lm,f0
(m)

B1 1 0 16 000
B1 1 615.4 16 360
B1 2 0 16 000
B1 2 613.8 16 258
B1 3 0 16 000
B1 3 69.5 16 112
B1 3 616 16 315

B2 1 0 20 000
B2 1 69 20 138
B2 1 623 21 050
B2 2 0 20 000
B2 2 62 20 005
B2 2 616.5 20 476
B2 3 0 20 000
B2 3 69.5 20 140
B2 3 616 20 394
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mode from the multiple arrivals of the two other modes con-
sists in initializing~in the Fourier domain! the PE model by
only one single mode~if present! at each single discrete fre-
quency, instead of initializing by the Greene’s source~for
which all the propagating modes are excited simultaneously!.
The results obtained by initializing separately by mode 1, by
mode 2, and by mode 3, are displayed, respectively, in the
first, second, and third columns of Figs. 27 and 28. They
confirm multiple arrivals for each of the three propagating
modes on receiver arrays B1 and B2. Note that multiple ar-
rivals of the same mode can be well separated in time. For

example, this is the case for the two distinct arrivals of mode
1 on B1~see first column of Fig. 27! and for the two distinct
~though very close in time but still distinguishable! arrivals
of mode 2 on B1~see second column of Fig. 27!. This is also
the case for the three distinct arrivals of mode 1 on B2~see
first column of Fig. 28!. On the contrary, the multiple arrivals
of mode 3 on B1 and B2~see third columns of Figs. 27 and
28! are very close in time. The wave packets observed cor-
respond to the merger of the three distinct arrivals of the
same mode. They thus appear more dispersed in time than
the single mode 3 arrival obtained using a 2D model. Again,

FIG. 24. Comparison of broadband
pulse solutions for test case B and ar-
ray B1 at a depth of 20 m:~upper! 2D
calculation and~lower! 3D calcula-
tion.

FIG. 25. Stacked time series vs depth
corresponding to vertical array B1
~placed along the canyon axis at a dis-
tance of 16 km! obtained using 2D
computation ~left column! and 3D
computation~right column!.
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all these observations are consistent with the predictions of
the previous section.

VI. CONCLUSION

In this paper, the propagation of a broadband acoustic
pulse with a central frequency of 25 Hz and a bandwidth of
40 Hz in three-dimensional shallow water waveguides was
studied. The 3D ASA benchmark problem, and a variant of

the original SWAM’99 Gaussian canyon test case were in-
vestigated. Both test cases were treated following the same
approach. First, the acoustic problem was simplified to an
harmonic point source emitting at 25 Hz. Results for both
point source and modal initializations were obtained. Solu-
tions from the 3D PE model were compared with the predic-
tions from a 3D adiabatic modal theory. Good agreement was
obtained between the two models for both test cases. For the

FIG. 26. Stacked time series vs depth
corresponding to vertical array B2
~placed along the canyon axis at a dis-
tance of 20 km! obtained using 2D
computation ~left column! and 3D
computation~right column!.

FIG. 27. Stacked time series vs depth
corresponding to vertical array B1
~placed along the canyon axis at a dis-
tance of 16 km! obtained using 3D
computations. The signals have been
obtained initializing the PE model by
mode 1~left!, by mode 2~middle!, and
by mode 3~right!.
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3D ASA benchmark problem, comparisons of 3D PE solu-
tions with a reference analytical solution~based on the image
method! were made, hence validating the 3D PE model for
this test case. Unfortunately, no reference solution was avail-
able for the Gaussian canyon test case. The signals received
by vertical arrays located far from the source were calcu-
lated. For the 3D ASA wedge problem, multiple mode arrival
times ~e.g., two distinct mode 1 arrivals on A2 and A3, and
only one single mode 1 arrival on A1! or modal shadow
zones~e.g., no mode 3 arrival on each of the vertical arrays
A1, A2, and A3! were observed. For the Gaussian canyon
test case, the analysis of the signals received by two vertical
arrays B1 and B2 located along the canyon confirmed an
increase of the acoustic level due to energy focusing along
the canyon axis. Multiple mode arrivals on each of the ver-
tical arrays for each of the three propagating modes were
observed. No modal shadow zone was observed along the
canyon axis. For both test cases, geometrical dispersion of
the propagating modes was consistent with results obtained
for a 25 Hz cw point source.

These phenomena are typical of shallow water oceanic
environments in the presence of a sloping bottom. They have
already been described numerically for a 3D wedge-shaped
waveguide using a code based on the image source method.16

Note that the latter code was limited to specific oceanic en-
vironments. The main advantage of using a 3D PE model is
that it can be applied quite generally and is thus not restricted
to a specific acoustic problem.A priori, the methodology that
has been used to analyze the two acoustic problems, the 3D
wedge and the 3D Gaussian canyon, could be applied in
future for investigating any other shallow water acoustic
problem. Nevertheless, the modeler should be wary when
performing numerical simulations with a 3D PE model. For

instance, it is important to keep in mind that any existing and
available 3D PE based model is only an approximate model
~though general! and is limited in its ability to handle hori-
zontal refraction. Indeed, though the 3D PE model used in
this paper,3DWAPE, has a wide-angle capability along the
azimuthal direction~comparisons for the 3D wedge seem to
favor the use of the azimuthal wide-angle approximation!, it
does not strictly speaking have a wide-angle capability since
the cross-derivative terms present inO(XY) are not taken
into account in the modeling. This point was discussed in
detail in this paper. The influence of handling cross-
derivative terms is not known. Efforts to incorporate these
terms in3DWAPE as well as in a 3D version of the Monterey-
Miami Parabolic Equation model developed by Smith9 are
currently under way. Another issue that can be addressed
when one is interested with pulse propagation in shallow
water environments is the following: if shear waves are
present in the bottom, do they modify the three-dimensional
effects described in this paper, and if so, by how much? This
question has not been addressed in this present work since
the 3D model used could not handle shear waves. It is left for
future works.
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Engine run-up tests are a part of routine aircraft maintenance at the Vancouver International Airport.
A source of noise complaints is the Dash-8 aircraft, which emits low-frequency, tonal noise. Active
noise control is a potentially cost-effective alternative to passive noise-control methods, which are
ineffective at controlling low-frequency noise. Since the run-up tests are performed outdoors, the
effects of outdoor conditions on the performance of an active control system must be considered. In
this paper, the results of a preliminary investigation of the effects of realistic meteorological
conditions and ground impedance on the performance of a single-channel active-control system are
presented. Computer simulations of single-channel active control of a monopole source were
performed using the Green’s-function parabolic-equation method. Different realistic atmospheric
conditions, and reflective or soft ground, were used in the simulations. The results show that
atmospheric refraction causes fluctuations in the noise attenuation achieved by a single-channel
control system, and has the overall effect of decreasing its performance, making the system
ineffective in some cases. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1859231#

PACS numbers: 43.30.Nb, 43.50.Ki@KAC# Pages: 1080–1087

I. INTRODUCTION

At the Vancouver International Airport~YVR!, aircraft
engine run-up tests are a source of noise complaints from
residents living in neighboring communities. The engine
run-up tests, which are a part of normal aircraft maintenance,
sometimes involve revving the engines to full power. The
resulting noise includes low-frequency components that are
heard in residential communities located several kilometers
away from the airport. One source of run-up noise com-
plaints is the Dash-8 aircraft.1 Measurements from a Dash-8
aircraft indicate that the full-power engine noise is domi-
nated by tonal, low-frequency components starting at 80 Hz.2

Low-frequency noise cannot be controlled effectively with
traditional run-up noise-control methods such as hush-houses
or ground run-up enclosures. It is thus of interest to investi-
gate alternate methods of noise control.

Active noise control~ANC! has been the focus of a
number of studies in recent years because of its effectiveness
in controlling low-frequency noise. Most practical applica-
tions of ANC have been for use in headphones or small en-
closures; the concept of ANC in open space is still at the
research stage. The most desirable result of ANC in open
space would be the attenuation of noise at all points in space;
this is known as global control. However, significant global
control can only be achieved when the secondary sources are
placed less than one half-wavelength away from the primary
noise source at the frequency of interest.3 In practical appli-
cations, such as the control of aircraft propeller noise, it is
not possible to place the secondary sources at such a short

distance from the primary source. For these cases, it seems
that it is only possible to achieve sound attenuation in local-
ized areas~quiet zones!. This is known as the local-control
method.3 For local control, it is possible to achieve quiet
zones with the secondary sources placed at several wave-
lengths away from the primary source at the frequency of
interest, as long as the spacing of the control channels is
optimized.3,4

The effectiveness of the local-control method using mul-
tiple control channels has been investigated in a free-field
and a half-space by simulations and experiments. The control
of monopole3,4 and dipole5 primary sources has been studied.
A preliminary investigation into the feasibility and effective-
ness of using local control to attenuate propeller-aircraft
noise was performed by Hodgsonet al.6 The study involved
computer simulations of multi-channel, local active-control
systems in the free-field or over a half-space~i.e., in the
presence of a totally absorptive or reflective ground! with a
nonrefractive atmosphere. It was found that a significant
amount of attenuation could be achieved over a wide range
of angles, for monopole and dipole primary sources, when a
large number of control channels were used. However, be-
cause the simulations did not account for atmospheric refrac-
tion or finite ground impedance, they did not represent real-
istic outdoor conditions. The work presented here is an
extension of the Hodgsonet al. study to investigate the ef-
fects of outdoor conditions on the performance of an active
local control system. This was done with the intention of
estimating the amount of noise attenuation that could be
achieved for Dash-8 run-up noise at a receiver position in a
community located 3 km north of the YVR run-up site.

A number of prediction methods for outdoor sound

a!Current address: Human Factors Research and Engineering Section, De-
fense R&D Canada—Toronto, 1133 Sheppard Avenue West, P.O. Box
2000, Toronto, ON M3M 3B9, Canada.
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propagation have been developed over the years. It is gener-
ally difficult to validate the results of an outdoor prediction
model experimentally, due to the unpredictable behavior of
turbulence and atmospheric inhomogeneities that exist in a
real outdoor environment. The models have historically been
validated by comparison of the predicted results to those of
other models, as was done by Attenboroughet al. for several
benchmark cases.7 In order to incorporate the prediction of
active local control into an outdoor model, the model must
be capable of predicting the sound field in both amplitude
and phase. One model with this capability, which was vali-
dated in Ref. 7, is the Green’s function parabolic equation
method ~GFPE!. The GFPE is a computationally efficient
algorithm for calculating one-way wave propagation in a re-
fractive atmosphere above a locally-reactive ground surface.
The theoretical formulation of the GFPE model is given in
Ref. 8.

For the purpose of studying the effect of atmospheric
and ground conditions on the performance of a local control
system, it was of interest to modify the GFPE code to ac-
count for control sources. While multi-source and multi-pole
outdoor sound-propagation models have been developed,9,10

and multi-channel active-control simulations have been per-
formed for wind in a horizontal plane,11 to the authors’
knowledge there have been no attempts to predict the active
control of long-range sound propagation in a refractive atmo-
sphere. In this paper we discuss some preliminary results of
active control under realistic meteorological conditions, us-
ing the GFPE with a single-channel local-control system.
Although is it clear from the work done by Hodgsonet al.6

that a single-channel active control system is insufficient to
provide significant noise attenuation over a large area, the
specific objective here is to investigate whether realistic me-
teorological conditions and grounds affect the performance
of a local control system. As the algorithm complexity and
processing time increases significantly when using a
3-dimensional model useful in studying multi-channel con-
trol, it is of interest, as a first step, to investigate atmospheric
and ground effects on single-channel control in one-
dimension.

II. THEORY

A. Local control system in a half-space

A single-channel, local active-control system above a
reflective plane is shown in Fig. 1. The strengths of the pri-

mary and secondary sources are given byqp andqs , E is the
position of the error sensor andr ps , r pe, and r se are the
distances between the primary and secondary sources, the
primary source and the error sensor, and the secondary
source and the error sensor, respectively. The contribution of
the reflective plane to the sound field is accounted for by
image primary and secondary sources. The distances from
the primary image source to the secondary source, the sec-
ondary image source to the primary source, the primary im-
age source to the error sensor and the secondary image
source to the error sensor are given, respectively, byr p8s ,
r s8p , r p8e, andr s8e . The heights of the primary source, sec-
ondary source and error sensor above the plane are equal,
such thathp5hs5he .

The acoustic transfer impedances between the primary
source and error sensor, and between the secondary source
and error sensor are

Zpe5 iZ0S exp~2 ikr pe!

krpe
1Cr

exp~2 ikr p8e!

krp8e
D , ~1!

Zse5 iZ0S exp~2 ikr se!

krse
1Cr

exp~2 ikr s8e!

krs8e
D , ~2!

wherek is the wavenumber andCr is the reflection coeffi-
cient of the plane.4 To minimize the sound pressure at the
error microphone, the required strength of the control source
is

qs5Aqp , ~3!

whereA52Zpe /Zse. The total sound pressure of the system
at any point above the reflective plane is

P5Zplqp1Zslqs , ~4!

where

Zpl5 iZ0S exp~2 ikr pl!

krpl
1Cr

exp~2 ikr p8 l !

krp8 l
D , ~5!

Zsl5 iZ0S exp~2 ikr sl!

krsl
1Cr

exp~2 ikr s8 l !

krs8 l
D . ~6!

In Eqs.~4! to ~6!, the subscriptl denotes the position of the
observation point in the half-space. The distances from the
observation point to the primary source, the primary image
source, the secondary source and the secondary image
source, are given byr pl , r p8 l , r sl, and r s8 l , respectively.4

The controlled sound-pressure field at a given point in space
@Eq. ~4!# is a function of the transfer impedances,Zpe and
Zse, given by Eqs.~1! and~2!. The performance of the con-
trol system in a given environment thus depends on the dis-
tance of the primary source to the error sensor,r pe , and the
distance of the secondary source to the error sensor,r se.

B. Green’s function parabolic equation model

The GFPE model for outdoor sound propagation was
developed by Gilbert and Di.8 The theoretical formulation of
the model is presented in Ref. 8; only the final equations will
be shown here. The sound source is placed at a heightzs ,
and the starting field, or the sound field at a distancer 50, is
calculated by

FIG. 1. Single-channel ANC system in a half-space.
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C~r 50,z!5H expF2S z2zs

s D 2G1
Zg21

Zg11

3expF2S z1zs

s D 2G J ~As!21, ~7!

where s52/kr , kr is the wavenumber with respect to the
sound speed at the ground, andZg is the complex ground
impedance. The starting field is calculated at equally-spaced
values ofz, dividing the atmosphere into horizontal layers.
The sound speed is constant within each layer. An artificial
sound-absorptive layer is placed at an arbitrarily defined
height, z5ztop, from which the sound waves are not re-
flected downwards. The horizontal distancer is then ad-
vanced by a range stepDr , and the field is calculated as

C~r 1Dr !5expF iDr SA ]2

]z2 1kr
21

dk2~z!

2kr
D GC~r !,

~8!

wheredk is the variation ofk with z ~small compared tok).
The layering of the atmosphere into horizontal strips of equal
heightDz allows for a nonconstant sound-speed profile, thus
simulating atmospheric refraction.

III. VALIDATION OF THE GFPE MODEL

The GFPE model developed by Gilbert and Di8 was
used in this study. This implementation of the model allows
for a one-dimensional prediction of the sound field of a
monopole source, calculated at some receiver height, or a
two-dimensional prediction in a vertical plane. Because the
GFPE uses a parabolic-equation approximation of the wave
equation, the results are only accurate for sound waves leav-
ing the source at propagation angles of less than about 30°.
However, as shown by the validation cases of Gilbert and
Di8 and Attenboroughet al.,7 the results are as accurate as
other prediction models when the source and receiver are
close to the ground~the results shown in Refs. 7 and 8 were
for a source height of 5 m and a receiver height of 1 m!. The

GFPE results can be inaccurate close to the source because
of the Gaussian starting field that is used@Eq. ~7!#, but again,
as shown in Refs. 7 and 8, the results converge to those of
other prediction models at distances more than a few wave-
lengths away from the source at the frequency of interest.

In the GFPE model, atmospheric refraction is calculated
from a vertical sound-speed gradient that is defined by the
user. The choice of layer thickness,Dz, range step,Dr , and
height of the absorptive layer,ztop, are arbitrary, and must be
adjusted for a given frequency to obtain accurate results. In
the present work, using the benchmark cases described by
Attenboroughet al.,7 values of the parameters were used
which gave results which matched those shown in Ref. 7.
The frequency of interest was 80 Hz, which is the blade-
passing frequency of the Dash-8 aircraft;2 however, Ref. 7
only shows predictions for 10, 100, and 1000 Hz. The Gil-
bert and Di GFPE model was thus validated at 100 Hz, and
the parameters were adjusted slightly for use at 80 Hz. The
parameter values that were chosen wereDz50.4 m, Dr
510 m andztop5200 m.

The GFPE code was modified to include a single active-
control channel, using the transfer impedances given by Eqs.
~1! and ~2!, and the secondary source strength given by Eq.
~3!. The model was validated by comparing the results ob-
tained using the GFPE model with the results calculated us-
ing Eq. ~4! for the total sound pressure above a reflective
plane. Single-channel ANC for a monopole primary source
was predicted to a horizontal distance of 10 km, using source
and receiver heights of 4.5 m~the height of the center of the
Dash-8 propellers2!. For all of the predictions, the control
source and error sensor were positioned in a line at the height
of the primary source.

It was found that the ANC predictions using the GFPE
method were sensitive to the reference sound speed~the
sound speed at the ground!. At 80 Hz, the GFPE results
agreed with the results obtained using Eq.~4! when a refer-
ence sound speed of 343 m/s was used. When a reference
speed of 340 m/s was used, the control results differed by as

FIG. 2. Single-channel ANC results for the Guo and
Pan image-source model~solid line! and the GFPE
model ~dashed line! for a monopole primary source at
80 Hz. Top: r ps530 m, r se520. Middle: r ps5r se

530 m. Bottom:r ps530 m, r se560 m.
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much as 10 dB, although the amplitude predictions for the
primary source and the secondary source separately did not
change. The phase predictions of the GFPE thus appear to be
quite sensitive at low frequencies.

In the simulations,r ps was the distance from the primary
source to the secondary~control! source, andr se was the
distance from the secondary source to the error sensor.
Sample validation results for 80 Hz are shown in Fig. 2 for
r ps530 m, r se520 m, r ps5r se530 m andr ps530 m, r se

560 m. The GFPE results do not match the result given by
Eq. ~4! in the near field, an error that was expected, due to
the Gaussian starting field used by the GFPE. Whenr ps is
held constant, the performance of the control system seems
to improve asr se is increased. The optimum value forr se

when r ps530 m wasr se560 m, at which approximately 10
dB of attenuation was achieved. The results support the con-
clusion of Hodgsonet al. that a quiet zone (.10 dB attenu-
ation! can be achieved whenr se>2r ps .6

IV. SINGLE-CHANNEL-CONTROL RESULTS

The effects of ground surface, temperature gradients and
wind-speed gradients on the effectiveness of a single-channel
control system were studied separately and in combination.
The following atmospheric conditions were modeled:

~i! stationary atmosphere;
~ii ! weak, medium, and strong temperature inversions;
~iii ! temperature lapse;
~iv! weak, medium, and strong temperature inversions

with downwind;
~v! temperature lapse with upwind.

For each atmospheric condition, predictions were made
for reflective ground and for the finite-impedance ground
used in the benchmark cases reported in Ref. 7. The
temperature-inversion conditions were defined as an increase
of 0.9 °C/100 m for weak inversion, 1.8 °C/100 m for me-
dium inversion and 3.6 °C/100 m for strong inversion.12 The
GFPE model uses an input file, in which the sound speed is
given at different heights, to calculate the sound-speed gra-
dient. The sound speeds that were input for the various tem-
perature gradients are listed in Table I.

The wind-speed gradient at heightz was implemented
using an effective sound-speed profile defined by

ceff~z!5c01b lnS z

z0
11D , ~9!

wherec0 is the sound speed at the ground,z0 is the rough-
ness length of the ground surface in meters, andb is a pa-
rameter describing refraction, in meters per second.13 For the
results shown here,ceff(z) was calculated usingb51 m/s for
downwind, b521 m/s for upwind,z051024 m for hard
ground andz051022 m for soft ground. The downwind
sound-speed profile was combined with the temperature-
inversion conditions to simulate maximal downward refrac-
tion. Similarly, the upwind sound-speed profile was com-
bined with the temperature-lapse conditions to simulate
maximal upward refraction. The resulting sound speeds input
to the GFPE model are summarized in Table II.

The single-channel active-control simulations were run
usingr ps530 m, r se560 m for 80 Hz. Simulations using the
same configuration were also performed for 160 Hz, but the
results are not shown here for the sake of brevity~see Ref.
14!. As in the validation simulations, results were calculated
to a horizontal distance of 10 km, using source and receiver
heights of 4.5 m.

A. Effect of temperature gradients

The results for temperature-inversion and temperature-
lapse conditions above reflective ground are shown in Fig. 3.
In the case of no refraction, approximately 10 dB of attenu-
ation was achieved in the far field. The introduction of a
slight downward refraction, caused by a weak temperature
inversion, did not significantly affect the average amount of
attenuation created by the control system, but introduced
fluctuations in the attenuation beyond about 7 km as shown
in Fig. 3~a!. The spatial variations are caused by the interfer-

TABLE I. Sound-speed profiles used in the GFPE model relative to the
ground sound speed for temperature lapse and weak, medium, and strong
inversion conditions.

Height ~m!

Relative sound speed~m/s!

Weak inversion Medium inversion Strong inversion Lapse

1 22.97
10 10.1 10.1 10.2
100 10.5 11.1 12.1 26.0
200 11.1 12.1 14.2 26.0
300 11.6 13.2 16.3 26.0
350 11.9 13.7 17.4 26.0

TABLE II. Sound-speed profiles used in the GFPE model relative to ground sound speed for temperature lapse
with upwind and weak, medium, and strong inversion conditions with downwind, for hard and soft ground.

Height
~m!

Relative sound speed~m/s!

Weak inversion Medium inversion Strong inversion Lapse

Hard Soft Hard Soft Hard Soft Hard Soft

1 212.2 27.6
10 111.6 17.0 111.6 17.0 111.7 17.1
100 114.4 19.7 114.9 110.3 115.9 111.3 219.8 215.2
200 115.6 111.0 116.6 112.0 118.7 114.1 220.5 216.9
300 116.6 111.9 118.1 113.5 121.2 116.6 220.9 217.3
350 116.9 112.3 118.8 114.2 122.4 117.8 221.0 217.4
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ence patterns between the direct and reflected waves. For
stronger inversion conditions, the sound waves were re-
fracted downwards more forcefully. This caused the fluctua-
tions to occur closer to the noise source, and to increase in
amplitude (62 to 3 dB!. The temperature lapse caused large
fluctuations in the middle range~4 to 6 km!.

B. Effect of temperature gradients over soft ground

Figure 4 shows the results for temperature inversion and
lapse conditions over soft ground. In the nonrefractive case,
the control system achieved about 10 dB of attenuation, the
same amount as for reflective ground. The effect of the soft
ground is only seen in the far field, where small fluctuations
occurred. The introduction of temperature-inversion condi-
tions again caused fluctuations in the attenuation but, unlike
the cases with reflective ground, the average attenuation de-

creased with increasing distance from the source. In the case
of downward refraction, soft ground appears to decrease the
performance of the control system in the far field. For the
temperature-lapse condition, the result for the temperature
lapse is similar to that with reflective ground, with large
fluctuations in the middle of the range.

C. Effect of temperature and wind-speed gradients

Figure 5 shows the results for temperature inversion
with downwind conditions, as well as for temperature lapse
with upwind conditions, in the presence of reflective ground.
The results for the different degrees of temperature inversion
are almost identical, showing about 3 dB of attenuation
along the entire range. This indicates that the effects of a
strong downwind dominate the temperature-inversion ef-

FIG. 3. Single-channel ANC results for a monopole
primary source at 80 Hz in the presence of temperature
gradients above reflective ground. The nonrefractive
case is shown by the dashed line.~a! Weak inversion,
~b! medium inversion,~c! strong inversion,~d! lapse.

FIG. 4. Single-channel ANC results for a monopole
primary source at 80 Hz in the presence of temperature
gradients above soft ground. The nonrefractive case is
shown by the dashed line.~a! Weak inversion,~b! me-
dium inversion,~c! strong inversion,~d! lapse.
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fects. The control system is ineffective under temperature-
lapse conditions in the presence of an upwind; the sound
field increased by about 1 dB on average.

D. Effect of temperature and wind-speed gradients
over soft ground

Figure 6 shows the results for the most complex condi-
tions, combining temperature and wind-speed gradients with
soft ground. For the downwardly refractive cases, about 5 dB
of attenuation is achieved close to the source but, beyond
about 1 km, the control system is ineffective. A small amount
of attenuation~2–3 dB! was produced in the upwardly re-
fractive case, except at a few points along the range where
fluctuations occurred.

V. DISCUSSION

Clearly, atmospheric refraction and complex-impedance
ground have significant effects on the performance of a
single-channel control system. It is most difficult to achieve
attenuation under temperature-lapse conditions, especially in
the presence of an upwind. However, under such conditions,
the noise levels near the ground have already been attenuated
significantly due to upward refraction of the sound waves. It
is thus more important to concentrate on attenuating the
noise under temperature-inversion and downwind conditions.
Overall, it seemed that atmospheric refraction had the effect
of causing fluctuations in the attenuation, while the presence
of soft ground decreased the overall performance of the con-
trol system in the far field.

The approximate total sound-power output increase of

FIG. 5. Single-channel ANC results for a monopole
primary source at 80 Hz in the presence of temperature
and wind-speed gradients above reflective ground. The
nonrefractive case is shown by the dashed line.~a!
Weak inversion,~b! medium inversion,~c! strong inver-
sion, ~d! lapse.

FIG. 6. Single-channel ANC results for a monopole
primary source at 80 Hz in the presence of temperature
and wind-speed gradients above soft ground. The non-
refractive case is shown by the dashed line.~a! Weak
inversion, ~b! medium inversion,~c! strong inversion,
~d! lapse.
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the single-channel control system at the distance of 3 km, at
80 and 160 Hz, are listed in Table III. This table summarizes
the amount of attenuation that can be expected at a commu-
nity located 3 km away from the airport for the various en-
vironmental conditions. Transmission-loss values~i.e., the
decibel level at a field point with respect to the pressure 1 m
from the source!, including the attenuation achieved by the
ANC system, are also listed. A significant amount of attenu-
ation ~7.0 to 13.0 dB! can be expected at 80 and 160 Hz
when atmospheric refraction is relatively weak—that is,
when there is only refraction due to temperature gradients.
For these cases, the transmission loss was already significant
before the attenuation achieved by ANC was taken into ac-
count, so ANC may not be necessary.

In the presence of a downwind or upwind, the system
achieves little or no attenuation at 80 Hz, and increases the
noise by several dB at 160 Hz. In the case of an upwind, the
transmission loss is already significant, so ANC is not re-
quired. Under downwind conditions, however, the 80 Hz sig-
nal only decays by about 50 dB in the case of hard ground. It
has been shown that the tonal noise at 80 Hz from the
Dash-8 engines when operating at full power can be as high
as 120 dB2. Thus, a 70 dB signal would likely be heard at a
community 3 km away. The 160 Hz noise would also likely
be audible, as the transmission loss is only about 40 dB for
hard ground. For soft ground, the transmission loss is signifi-
cant at 80 Hz, indicating that strong destructive interference
occurs at 3 km. The losses are less significant at 160 Hz
~about 60 dB!. It is clear that noise reduction is needed under
downwind conditions, particularly in the case of hard
ground.

VI. CONCLUSION AND FUTURE WORK

Preliminary simulations were performed to predict the
effect of meteorological conditions and ground impedance
on the performance of a single-channel active-noise-control

system. The simulations were done in the interest of control-
ling tonal noise from a Dash-8 aircraft during engine run-up
tests, with the targeted quiet zone being a community located
3 km to the north of the Vancouver International Airport.

A Green’s-function parabolic-equation~GFPE! model
was used. The code was modified to include a single active-
control channel, and validation work was performed by com-
paring the results to those of a local ANC model in a
half-space.4 Predictions were done over a horizontal range of
10 km using the GFPE for a number of realistic atmospheric
conditions, using reflective or soft ground. Atmospheric re-
fraction tended to cause fluctuations in the attenuation, and
decrease the overall performance of the control system. Little
or no attenuation was achieved under temperature-lapse con-
ditions, and soft ground decreased the average amount of
attenuation in the far field.

The single-channel control results at a distance of 3 km
were summarized to show the expected performance of the
control system at a residential community near YVR. Signifi-
cant attenuation can be achieved in the case of weak atmo-
spheric refraction~temperature gradients only, with no wind!
for both reflective and soft grounds. However, the system is
ineffective in the presence of wind, particularly at 160 Hz. It
is evident that a single-channel control system is insufficient
to achieve significant attenuation of Dash-8 run-up noise un-
der realistic meteorological conditions.

These simulation results show that a quiet zone
(.10 dB of attenuation! cannot be achieved by a single-
channel control system under realistic outdoor sound-
propagation conditions. Results of previous work showed
that greater attenuation can be obtained using a multi-
channel active control system.6 Thus, it is of interest to in-
vestigate the effect of realistic grounds and atmospheric con-
ditions on multi-channel active control. This would involve
including multiple control channels in the simulations. How-
ever, implementing an array of control channels into the

TABLE III. Approximate total sound power output increase of a single-channel control system, and total
transmission loss including ANC, at a distance of 3 km for different grounds and atmospheric conditions.

Atmospheric
conditions Ground type

DP ~dB!
Transmission loss

~dB!

80 Hz 160 Hz 80 Hz 160 Hz

No refraction Hard 210.5 27.0 272.5 271.0
Soft 210.0 29.0 293.5 2108.7

Weak inversion Hard 210.0 27.0 268.1 262.8
Soft 210.0 210.5 292.2 2110.4

Medium inversion Hard 29.5 27.0 263.0 260.2
Soft 28.5 212.5 285.7 291.0

Strong inversion Hard 211.0 27.5 269.6 259.7
Soft 27.5 212.0 277.6 287.8

Lapse Hard 210.5 12.0 2107.4 2106.8
Soft 213.0 0.0 2127.0 2124.2

Weak inversion1
downwind

Hard 23.0 16.0 252.1 241.5
Soft 0.0 15.0 299.5 263.6

Medium inversion1
downwind

Hard 23.0 16.0 252.1 241.5
Soft 0.0 16.0 2109.0 260.4

Strong inversion1
downwind

Hard 23.0 17.0 252.2 239.4
Soft 11.0 17.0 298.5 258.4

Lapse1upwind Hard 0.0 17.0 2138.8 2153.4
Soft 24.0 13.0 2151.0 2137.1
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GFPE model might require extending the model to three di-
mensions.

The GFPE method that was used in this study is only
valid for sound waves leaving the source at propagation
angles of less than about 30°. Thus, predictions can only be
made for a monopole source, as dipole and quadrupole ra-
diation cannot be accurately modeled. Furthermore, although
it is possible to predict the sound field due to multiple mono-
pole noise sources, all of the sources must lie in the vertical
(x-z) plane. Since it is not possible to model the contribution
of sources lying in the horizontal plane, only single-channel
control can be implemented. Salomons8 described equations
for a three-dimensional GFPE model, but there was no indi-
cation that the model has been successfully implemented nu-
merically.

A Fast-Field Program~FFP! model for the outdoor
sound propagation of dipole and quadrupole sources has
been developed.9,10 However, contributions from off-axis
sources~i.e., from an array of control channels! cannot be
included in the existing model—as was the case with the
GFPE model, only single-channel control can be imple-
mented. In addition, the FFP model is limited in that it can-
not model range-dependent factors such as irregular terrain
and turbulence.13

In order to predict the effectiveness of a multi-channel
active-control system on a directional noise source under
complex meteorological conditions, a fully three-
dimensional model is desirable. In the interest of predicting
the performance of an active-control system on the Dash-8
run-up noise, it would be best to extend the FFP model to
predict a three-dimensional solution, so that multi-channel
control could be implemented. While the model may have
some limitations, it has the advantage over the GFPE model
that directional noise sources can be modeled.
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An extension of Fikioris and Waterman’s formalism is developed in order to describe both the
reflection and transmission from a slab-like fluid region in which elastic cylindrical scatterers are
randomly placed. The dispersion equation of the coherent wave inside the slab must be solved
numerically. For solid cylinders, there is only one solution corresponding to a mean free path of the
coherent wave larger than one wavelength. In that case, the slab region may be described as an
effective dissipative fluid medium, and its reflection and transmission coefficients may be formally
written as those of a fluid plate. For thin hollow shells, a second solution of the dispersion equation
is found, at concentrations large enough for the shells to be coupled via the radiation of a
circumferential Scholte–StoneleyA wave on each shell. This occurs at a few resonance frequencies
of the shells. At those frequencies, then, two different coherent waves propagate in the slab, and it
can no longer be considered a dissipating fluid slab. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1848174#
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I. INTRODUCTION

Multiple scattering of waves by random distributions of
scatterers is a problem that has received much attention since
Foldy’s early work on isotropic point scatterers.1 Two differ-
ent approaches are usually found in the litterature. In the first
one, which is the subject of this paper, the study of the co-
herent wave leads to the description of the multiple scatter-
ing medium as an effective dissipative medium, in which
incoherent scattering is considered only through the energy
loss of the coherent wave. In the second approach, when the
concentration of scatterers gets too high for a coherent wave
to propagate, the propagation of the incoherent intensity is
studied.2,3 Many models have been derived in order to get
the coherent wave properties for nonisotropic scatterers. The
most well-known may be, once again, divided into two
groups. In the first one,1,4–9 it is the effective wave number
~of the coherent wave! that is sought, usually in order to
derive the mechanic constants~bulk and shear moduli! of the
effective medium. In the models of the second group,10–13

both the effective wave number and the amplitude of the
coherent wave are sought. In this paper, the scatterers are
infinitely long cylindrical elastic objects randomly placed in
a slab-like region of a perfect fluid~water!, and we are inter-
ested in both the coherent wave properties and the reflection
and transmission coefficients of the slab. The model used is
derived from Fikioris and Waterman, and the same disper-
sion relation as theirs is found. The reflection and transmis-
sion coefficients of the slab are then determined the same
way as they did for the interface.

Throughout the paper, we shall often refer to the works
of Foldy,1 Waterman and Truell,8 and Fikioris and
Waterman.11 They may be briefly summarized as follows.

For isotropic scatterers, namely point scatterers, and as-

suming double interactions between scatterers may be
neglected,14 Foldy1 found an explicit dispersion equation for
the coherent wave, relating the effective wave number to the
concentration of scatterers and to the far-field scattered am-
plitude of each scatterer. However, scatterers of nonzero fi-
nite size are not isotropic scatterers, and this is the reason
why Waterman and Truell8 later extended Foldy’s work to
nonisotropic scatterers. In their work, multiple interactions
between scatterers are taken into account, but it is assumed
that the mean exciting field on a scatterer at a given position
is the same as that when another scatterer is at a fixed posi-
tion. This assumption is known as the quasicrystalline
approximation.9 In order to derive an explicit dispersion
equation for the coherent wave, they did take into account
the nonisotropic character of the field scattered by each ob-
ject, but they let the size of each tend towards zero. The
dispersion equation they obtained relates the effective wave
number to the concentration of scatterers and to both the
forward and backward far-field scattered amplitudes of each
scatterer. Whenever the backward amplitude may be ne-
glected, the expression for the effective wave number re-
duces to that of Foldy, with Foldy’s far-field amplitude re-
placed by the forward far-field scattered amplitude. Taking
into account both the nonisotropic characteristics of the scat-
tered field of an object and its finite nonzero size leads to an
implicit dispersion equation, as was shown by Fikioris and
Waterman.11

The problem under study is presented in Sec. II, the
general theory in Sec. III, and the numerical results, in both
cases of aluminum cylinders and thin cylindrical shells, are
discussed in Secs. IV and V.

II. PRESENTATION OF THE PROBLEM

Let us supposeN elastic scatterers, all identical, cylin-
drical, of radiusa, and infinitely long in thez direction of a
Cartesian system of coordinates (O,x,y,z). All cylinders area!Electronic mail: francine.luppe@univ-lehavre.fr
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randomly distributed in a slab-like region, depthd, inside a
perfect fluid that we shall suppose to be water. Figure 1
shows the different polar coordinates used. Cylinderj is cen-
tered atOj . P is the observation point; its coordinates, in the
(O,x,y) system, arex5r cosu andy5r sinu.

The incident harmonic plane wave propagates in the
fluid towards the slab, under anglea; it gives rise to a re-
flected wave and a transmitted wave outside the slab, as well
as to a multiple scattering process inside the slab.

Let p(d,) be the probability density of finding cylinder
, at d,5(x,5d, cosx, ,y,5d, sinx,), andp(d,udj ) the con-
ditional probability density of finding cylinder, at d, pro-
vided cylinderj is at dj .

The cylinders are supposed to be uniformly distributed
in the slab, with concentrationc5(N/S)pa2.@(N
21)/S#pa2. S is the surface of the slab, and

p~d,!5H 1

S
if d,PS

0 if d,¹S

. ~1!

Exclusion of interpenetration of the cylinders of radiusa is
ensured by the following conditional probability density:

p~d,udj !5H 1

S
~12 f ~d, j !! if d,PS

0 if d,¹S

, d, j5id,2dj i .

~2!

As in Refs. 6 and 11, the simplest ‘‘pair correlation
function’’,5 corresponding to the ‘‘hole correction,’’ is chosen

f ~d, j !5H 1 if d, j<ba

0 if d, j.ba
, b>2. ~3!

In the local coordinates system of cylinderj, the incident
harmonic pressure field on the slab is

w inc
~ j ! 5eik"djeik"r j5eik"dj(

n
i nJn~kr j !e

inu je2 ina, ~4!

with ane2 ivt time dependence that will be omitted through-
out the paper,(n , standing for (n52`

1` , and k5(kx

5k cosa, ky5k sina).

III. THEORY

Varadan et al.6 have derived the implicit dispersion
equation of the coherent wave propagating in a fluid half-
space with a random distribution of elastic cylinders inside.
Their work is very similar to that of Fikioris and Waterman,

with two main differences. First, they introduce the transition
matrix of each scatterer, according to theT-matrix approach,6

which allows them to deal with cylinders of arbitrary cross
sections. Second, they are not interested in the reflection and
transmission coefficients of the half-space. In this paper, the
transition matrix is used, and the notations follow those of
Ref. 6, but the reflection and transmission coefficients of the
fluid slab will also be sought.

In a first step, then, the transition matrix formulation is
used to express the different acoustic fields in the region
containing the scatterers. These fields are the total pressure
field exciting a given scatterer and the total field scattered by
the same scatterer. They are related via the transition matrix.
Each one of them is expanded as a modal series of cylindri-
cal functions. In a second step, a configurational average1 of
the modal coefficients of the exciting field is performed, un-
der the assumption of a uniform distribution of identical scat-
terers, and using Fikioris and Waterman’s ‘‘hole
correction’’11 as well as Lax’s quasicrystalline
approximation.9 The averaged modal coefficients of the total
exciting field on a given scatterer are then each decomposed
into plane waves, with the amplitudes of the plane waves
depending on the mode number, and with a complex wave
number independent of the mode number. Hence, the equa-
tions describing the multiple scattering process lead to two
different kinds of systems, with the amplitudes of the plane
waves as unknowns, and the complex effective wave number
as a parameter. The first sets of equations are homogeneous;
equating to zero their common determinant gives the effec-
tive wave number. This process is often referred to as the
‘‘Lorentz–Lorenz law.’’ So far, our model is exactly the same
as in Ref. 6. The second set of equations can then be solved
and gives the unknown amplitudes. This process is called the
‘‘extinction Ewald–Oseen’s theorem;’’ this model differs
from Varadan’s in the way the extinction theorem is used.

A. Multiple scattering equations and configurational
averaging

Generally speaking, the total exciting field on cylinderj
can be expressed as a modal series

w~ j !5(
n

en
~ j !Jn~kr j !e

inu j , ~5!

and the total scattered field by cylinderj as

f~ j !5(
n

Cn
~ j !Hn

~1!~kr j !e
inu j . ~6!

First, the diagonal transitionT matrix of each cylinder, as-
sumed to be known~cf. Appendix B!, is used to link these
two fields

Cn
~ j !5Tnnen

~ j ! . ~7!

Next, the total exciting fieldw ( j ) is composed of the incident
plane wave and of the waves scattered by all cylinders,
Þ j

w~ j !5w inc
~ j !1 (

,51,,Þ j

N

f~, !. ~8!

FIG. 1. Geometry of the problem. Local and global polar coordinates ofOj ,
center of cylinderj.
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In Eq. ~8!, w inc
( j ) is defined by Eq.~4!, andf (,) by Eq.~6!. The

Graf addition theorem15 is now introduced in order to ex-
press the waves scattered by cylinder,, f (,), as incident
waves on the surface of cylinderj

Hn
~1!~kr,!einu,5(

m
Gnm

~ j , !Jm~kr j !e
imu j , r j,d, j , ~9!

with ~see Fig. 2! G( j ,) the Graf operator defined by

Gmn
~ j , !5ei ~m2n!u j ,Hm2n

~1! ~kd, j !. ~10!

It follows that

w~ j !5eik"dj(
n

i nJn~kr j !e
inu je2 ina

1 (
,51,,Þ j

N

(
m

(
n

Gnm
~ j , !Tnn

~, !en
~, !Jm~kr j !e

imu j . ~11!

Comparison of relations~5! and~11! gives the linear system
of equations

en
~ j !5 i neik"dje2 ina1 (

,51,,Þ j

N

(
m

Gmn
~ j , !Tmmem

~, ! . ~12!

Equation~12! is exact: no assumption has been made, except
that the cylinders do not either touch or interpenetrate each
other ~otherwise the Graf theorem would not be valid!.

For a given position of cylinderj, relation~12! is aver-
aged over all possible positions of cylinders,

^en
~ j !& j5eik"dj i ne2 ina1

1

S (
,51,,Þ j

N

(
m

TmmE
S8

dd,Gmn
~ j , !

3^em
~, !& j , . ~13!

Relation ~13! is equivalent to relation~23! of Ref. 6. S8 is
equal to the slab surfaceS, with exclusion of the surface of a
cylinder of radiusba centered atdj . ^em

(,)& j , stands for the
average of quantityem

(,) , over all possible positions of all
cylinders, except cylindersj and,, which are kept fixed.

In order to break down the averaging process,9 the qua-
sicrystalline approximation

^em
~, !& j ,5^em

~, !&, , ,Þ j , ~14!

is used, as well as the fact that all cylinders are identical, so
that relation~13! gives

^en
~ j !& j5eik"dj i ne2 ina1

c

pa2 (m TmmE
S8

dd,Gmn
~ j , !

3^em
~, !&, . ~15!

The averaged modal coefficient^en
( j )& j is decomposed

into two refracted plane waves, one propagates, under angle
a r , in the direction of increasingx, and the other one propa-
gates, under the same angle, in the direction of decreasingx

^en
~ j !& j5 i ne2 inarXn

1eiK1"dj1 i 2ne1 inarXn
2eiK2"dj , ~16!

whereK1 andK2 are effective wave vectors

K15~Kx5K cosa r ,Ky5K sina r !,

K25~2Kx ,Ky!, ~17!

which verify the Snell–Descartes law

Ky5ky . ~18!

Both K1 and K2, as well as theXn
6 coefficients, are un-

knowns in system~15!. Due to the invariance of the slab in
the y direction,yj will be supposed equal to zero from now
on, with no lack of generality.

B. Dispersion equation of the coherent waves

Relations~16! and ~17! are now introduced into system
~15!, so that

Xn
1eiK xxj1~21!ne12inarXn

2e2 iK xxj

5eikxxje1 in~ar2a!

1
c

pa2 F(
p

T~p1n!~p1n!i
pe2 iparXp1n

1 I p
1

1(
p

T~p1n!~p1n!i
2p~21!neipare2inbXp1n

2 I p
2G , ~19!

with

I p
65E

S8
eipu j ,Hp

~1!~kd, j !e
iK6"d,dd, . ~20!

As in Ref. 6, the Green’s theorem is applied to the surface
integrals in Eq.~20!

I p
65

1

k22K2 EL8
eipu j ,@Hp

~1!~kd, j !n̂•“~eik6"d,!

2eiK6"d,n̂•“~Hp
~1!~kd, j !!#dl, ~21!

with L8 a closed curve, composed of the circumferenceLba

of a circle of radiusba centered atOj , the two straight lines
that define the slab region (x,50 andx,5d), and two arcs
that connect the previous two straight lines at infinity.n̂ is
the local unit vector normal toL8. The two integrals defined
in Eq. ~21!, equal to~see Appendix A!

FIG. 2. Notations used in the Graf addition theorem.
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I p
15

2i 2p

~k22K2!
H 2

i

kx
~Kx1kx!e

ikxxjeipa1~21!pe1 i ~Kx1kx!d
i

kx
~Kx2kx!e

2 ipae2 ikxxj

2pbe1 iK xxje1 ipar@KJp8~Kba!Hp
~1!~kba!2kJp~Kba!Hp

~1!8~kba!#J ,

~22!

I p
25

2i 2p

~k22K2!
H i

kx
~Kx2kx!e

ikxxjeipa1~21!p11
ie1 i ~kx2Kx!d

kx
~Kx1kx!e

2 ipae2 ikxxj

1~21!p11pbe2 iK xxje2 ipar@KJp8~Kba!Hp
~1!~kba!2kJp~Kba!Hp

~1!8~kba!#J

are introduced into system~19!.
This system must be verified, whatever the position of

cylinder j, i.e., for anyxj . Equating separately the factors
multiplying eiK xxj ande2 iK xxj yields the following linear ho-
mogeneous sytems known as Lorentz–Lorenz laws:

Xn
652

2bc

~k22K2!a2 (p
T~p1n!~p1n!Xp1n

6

3@KaJp8~Kba!Hp
~1!~kba!

2kaJp~Kba!Hp
~1!8~kba!#. ~23!

Both systems have a determinant, depending on the effective
wave numberK, that must be equal to zero

DetS I 1
2bc

~k22K2!a2
ATD 50, ~24!

with I the identity matrix,T the transition matrix, andA the
square matrix defined by its elements

Anm5@KaJn2m8 ~Kba!Hn2m
~1! ~kba!

2kaJn2m~Kba!Hn2m
~1!8 ~kba!#. ~25!

Relation~24! is the dispersion equation of the effective me-
dium in the slab. As the transition matrix depends on fre-
quency only via the reduced frequencyka, so does the ef-
fective wave numberK.

Contrary to the dispersion equation found by Waterman
and Truell, Eq.~24! is not an explicit relation on the effective
wave number; it has to be numerically solved. It is exactly
the same as that found by Fikioris and Waterman, as well as
by Varadanet al.

For cylindrical scatterers such as ours, the dispersion
equation of Waterman and Truell8 gives

S K

k D 2

5S 12
2ic

p~ka!2 (n
TnnD 2

2S 2ic

p~ka!2 (n
~21!pTnnD 2

. ~26!

The first infinite summation in Eq.~26! corresponds to for-
ward scattering by one cylinder, and the second one to back-

ward scattering. If backward scattering is neglected, Eq.~26!
reduces to

K

k
512

2ic

p~ka!2 (n
Tnn . ~27!

Equation~27! is identical to Foldy’s dispersion equation for
point scatterers that would radiate a far-field amplitude equal
to the forward far-field amplitude radiated by a cylinder.

It will be numerically observed, in Secs. IV and V, that
Eq. ~24! has ~at least! one solution, which is very close to
that given by Eq.~26!. As the resonance frequencies of one
scatterer are linked to the poles of its transition matrixT ~cf.
Appendix B!, they correspond, on the plot of the forward-
~or backward! scattered amplitude versus frequency, to sharp
variations. This will be, of course, also observed on the plot,
versus frequency, of both the real and imaginary parts of the
effective wave number.

C. Amplitudes of the coherent waves

Let us suppose that the equation of dispersion, Eq.~24!,
has been solved, providing only one physically acceptable
solution K. The Xn

6 are still unknowns that will be deter-
mined in the following. Systems~23! provide

;nÞ0, (
mÞ0

S dnm2
2bc

k2k1a2
AnmTmmD Xm

6

51
2bc

k2k1a2
An0T00X0

6 , ~28!

with

k65Kx6kx . ~29!

Those two systems may be solved using Cramer’s method.
Let D be the common determinant of the associated homo-
geneous systems andDm the same one, except that the ele-
ments of columnm, row n, are replaced byAn0 , so that

;nÞ0, Xn
65

2bc

k2k1a2

Dn

D
T00X0

65hDnT00X0
6 , ~30!

with Dn5D2n . The last step now consists of calculating
X0

6 .
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So far, we have equated separately the factors that mul-
tiply eiK xxj and e2 iK xxj in system~19!. Equating also those
multiplying eikxxj , on one hand, and those multiplying
e2 ikxxj , on the other hand~extinction theorem!, leads to two
equations

2ic

pkxa
F 1

k2a
(
m

Tmme2 im~ar2a!Xm
12

1

k1a

3(
m

Tmmeim~a1ar !~21!mXm
2G521, ~31!

k2e1 iK xd(
m

Tmm~21!me2 im~a1ar !Xm
12k1e2 iK xd

3(
m

Tmme1 im~ar2a!Xm
250, ~32!

which, combined with Eq.~30!, gives

X0
15

ipkxa

2cT00

k2a

~11h f !

1

12Q2e2iK xd
,

X0
25Qe2iK xdX0

1 , ~33!

with

Q5
11hg

11h f

k2

k1
, f 5 (

n52N0 ,nÞ0

N0

DnTnne
in~ar2a!,

g5 (
n52N0 ,nÞ0

N0

~21!nDnTnne
2 in~ar1a!. ~34!

D. The reflection and transmission coefficients of the
slab

The scattered field, outside the slab, is given by

fdiff5NE
S
p~dj !(

n
Tnn^en

~ j !& jHn
~1!~kr j !e

inu jddj . ~35!

Use of Eq.~16! gives

fdiff5
c

pa2 (n
Tnni

ne2 inarXn
1L j

1

1
c

pa2 (n
Tnni

2ne1 inarXn
2L j

2 , ~36!

with

Ln
65E

S
Hn

~1!~kr j !e
inu jeiK6"djddj . ~37!

In the same way as before, the Green’s theorem is applied to
the surface integral in Eq.~37!, so that

Ln
65

1

k22K2 F S 7 iK x1
]

]xj
D1e6 iK xdS 6 iK x2

]

]xj
D G

3E
2`

1`

eiK yyj@Hn
~1!~kr j !e

inu j #dyj . ~38!

Once again, the last integral in Eq.~38! is evaluated, as in
Appendix A, by use of the Sommerfeld integral representa-
tion of the Hankel function. The result depends on the posi-
tion of the observation pointP ~via r j and u j ), i.e., on
whether the reflected or the transmitted field is sought.

1. The reflection coefficient R

The observation pointP corresponds tox,0, and the
calculation of the integral in Eq.~38! gives

E
2`

1`

eiK yyj@Hn
~1!~kr j !e

inu j #dyj5
2i n

kx
eikx~xj 2x!eikyye2 ina.

~39!

Equation~36! then reads

fdiff~x,0,y!5Re2 ikxxe1 ikyy, ~40!

with

R5
2ic

pkxa
F12e1 ik1d

k1a
(

n
Tnn~21!ne2 in~a1ar !Xn

1

1
211e2 ik2d

k2a
(

n
Tnne

1 in~2a1ar !Xn
2G . ~41!

Evaluation of the infinite series, with use of Eqs.~30!, ~33!,
and ~34!, finally provides

R5
2Q~12e2iK xd!

12Q2e2iK xd
. ~42!

2. The transmission coefficient T

The observation pointP corresponds tox.d, and the
calculation of the integral in Eq.~38! gives

E
2`

1`

eiK yyj@Hn
~1!~kr j !e

inu j #dyj5
2i 2n

kx
e2 ikxxjeikxxeikyyeina.

~43!

Equation~36! then reads

fdiff~x.d,y!5
2ic

pkxa
F12e1 ik2d

k2a
(

n
Tnne

2 in~2a1ar !Xn
1

1
211e2 ik1d

k1a
(

n
Tnn~21!n

3e1 in~a1ar !Xn
2Geikxxeikyy. ~44!

The transmission coefficientT, however, is related to the
total field fT at x.d, as

fT~x.d,y!5fdiff~x.d,y!1w inc~x.d,y!

5Teikxxeikyy. ~45!

Evaluation of the infinite series in Eq.~44!, with use of Eqs.
~30!, ~33!, ~34!, finally provides

T5
~12Q2!eiK xd

12Q2e2iK xd
e2 ikxd. ~46!
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Now, let us definet as

t5
12Q

11Q
5

Z2

Z1

cosa

cosa r
, ~47!

so that the expressions found forR and T are those of the
reflection and transmission coefficient of a fluid slab~me-
dium 2!,16 of acoustic impedanceZ2 , embedded in another
fluid ~medium 1!, of acoustic impedanceZ15r1c1 .

Equation~47! defines the acoustic impedanceZ2 of the
effective medium in the slab. As the effective wave number
K depends on frequency, so does the refraction anglea r , and
the acoustic impedanceZ2 . This, in turn, defines the
frequency-dependent density of the effective medium, from

Z25reffceff5reff

v

Re~K !
, ~48!

with Re standing for ‘‘real part of.’’
The next section is devoted to the numerical results ob-

tained when the scatterers are solid steel cylinders in water.

IV. THE SCATTERERS ARE STEEL CYLINDERS:
NUMERICAL RESULTS

Steel is characterized by its densityr57816 kg/m3, the
velocity of the longitudinal wavescL56000 m/s, that of the
shear waves cs53100 m/s, water by its densityr1

51000 kg/m3, and by the velocity of soundc151480 m/s.
In all cases considered, parameterb is fixed to 2. The hole
correction, Eq.~3!, is known17,18 to be less realistic than
Percus–Yevick’s approximation, especially as the concentra-
tion increases. Like Tsanget al.,17 we found indeed that in-
creasing concentrationc could lead to obtain solutions of the
dispersion equation that would correspond to an amplified
coherent wave. This occurred, in the frequency range we
considered, for concentration values greater than 0.25. This
is the reason why concentrationc is fixed to 0.1 in the fol-
lowing.

A. The coherent wave properties

A numerical resolution of the dispersion equation has
provided one~and only one! solutionK5K81 iK 9, with K8
andK9 positive real numbers such thatK9/K8,1/(2p), i.e.,
the wavelength of the coherent wave is greater than its mean
free path3 Ls51/K9. The effective attenuation in the slab is
thenK9, and the effective velocity is given by

ceff5
v

K8
. ~49!

The solutions of the dispersion equations Eq.~26! and Eq.
~27! are practically identical in the frequency range we con-
sider. Both Fig. 3 and Fig. 4 show that the difference be-
tween the solution of Waterman and Truell’s Eq.~26!, plotted
in thin lines, and that of Eq.~24!, plotted in thick lines, is
also rather negligible.

Figure 3 presents the evolution of the reduced effective
velocity ceff /c0 with the reduced frequencyka, obtained
from the resolution of Eq.~24! and from that of Waterman
and Truell’s dispersion equation. The presence of scatterers
is seen to reduce slightly the propagation speed. Not surpris-

ingly, the largest differences betweenceff and c0 occur at
particular frequencies which are resonance frequencies of the
cylinders. However, these differences never exceed 5%.

The evolution with frequency of the reduced effective
attenuation, or loss tangent,K9/K8, is shown in Fig. 4. At
low frequency, theK9/K8 ratio is roughly an increasing lin-
ear function of frequency, with a very slightly greater slope
in Waterman and Truell’s case than in ours. The other two
curves in Fig. 4 show the ratio of the mean elastic free path
to the radius of the cylinders. At low frequency, as the loss
tangent increases linearly, the elastic mean free path dimin-
ishes from infinity~at zero frequency! to around 33a, at ka
51. Then, as the frequency increases, the mean free path
goes on decreasing, except at the first two resonance frequen-
cies of the cylinders. Usually, a damped wave is considered
to be propagating on distances no larger than three times its
mean free path. The mean value of the elastic mean free
path, here, is around 15a57.5ba, which means that the co-
herent wave is about to collapse after having encountered,
roughly, no more than 24 scatterers.

In the following sections, we shall study the reflection
and transmission coefficients of the slab. Considering our

FIG. 3. The scatterers are steel cylinders. Concentrationc50.1. Evolution,
with reduced frequencyka, of the ratio of the effective velocity of the
coherent wave to that of sound in water. The arrows point at the resonance
frequencies of a steel cylinder. Thin line: Waterman and Truell’s solution.
Thick line: solution of Eq.~24!.

FIG. 4. The scatterers are steel cylinders. Concentrationc50.1. Evolution,
with reduced frequencyka, of the effective loss tangent of the coherent
wave~curves begining at zero frequency!, and of the elastic mean free path
normalized by the radiusa of the cylindrical scatterers. The arrows point at
the resonance frequencies of a steel cylinder. Thin line: Waterman and Tru-
ell’s solution. Thick line: solution of Eq.~24!.
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last remark on the mean free path, the slab thicknessd we
shall consider will be fixed to 10a.

B. Reflection and transmission by the slab at normal
incidence „aÄa rÄ0…

The moduli of the reflection coefficientR and of the
transmission coefficientT are plotted in Fig. 5, versus
2 f d/ceff , with f the frequency. There is little reflection by the
slab compared to the transmission. Energy is seen to be lost
due to incoherent scattering. The curve of the modulus of the
reflection coefficient presents damped periodic oscillations.
The reflection is minimum at frequencies such that the co-
herent transmitted wave in the slab is a standing wave. As
the reflection coefficient is roughly zero at 2f d/ceff>12, i.e.
ka>3.73, while the first resonance of a steel cylinder occurs
at ka.5, no resonance of the cylinders may be observed on
that curve. This is not the case of the transmission coeffi-
cient. Its modulus undergoes visible variations at each reso-
nance frequency of the cylinders.

The reflection and transmission coefficients, Eqs.~42!
and~46!, are those of a fluid slab of acoustic impedanceZ2 ,
defined in Eq.~47!. These coefficients may be written in an
alternative way, using the Debye series,16 which allows the
description of the fluid slab as a Fabry–Perot interferometer.
These series are expressed via the local reflection and trans-
mission coefficientsRpq and Tpq (p,q51,2) at each local
boundary between fluidsp andq

Rpq5
Zq2Zp

Zq1Zp
, Tpq5

2Zp

Zq1Zp
, p,q51,2, ~50!

R5R121T12T21R21e
2iKd (

n50

1`

R21
n e2niKd,

T5T12T21e
iKd (

n50

1`

R21
2ne2niKd. ~51!

In the case of Fig. 5, the exact coefficients, determined
after Eqs.~42! and~46!, may be seen to be identical to those
calculated from Eq.~51! while keeping only, in the infinite
series, then50 term. Moreover, the productT12T21 is
merely equal to 1 on the whole frequency range investigated.
This means that no slab effect appears on the transmission

coefficient: the coherent wave propagates through only once.
This is due to the relatively low value of the ratio of the
mean free path to the slab thickness. The slab effect, in con-
trast, appears on the reflection coefficient, asR5R12 is not a
valuable approximation of it. From a practical point of view,
this means that the effective wave numberK of the coherent
wave may be determined experimentally by use of Sachse
and Pao’s method19 on the transmitted field, as done, for
example, in Ref. 20, in which no local transmission coeffi-
cients, such asT12, T21, are taken into account.

In the next section, we are interested in the effect a
resonant coupling between scatterers may have on the coher-
ent wave. By resonant coupling, we mean that a circumfer-
ential wave that is responsible for a resonance of the scatter-
ers has a skin depth, in the surrounding liquid, large enough
to include some part of the closest neighboring cylinder. This
gives rise to a new resonance, which is part of the signature
of the scatterer composed of those cylinders that are included
in the skin depth of the wave.

Solid cylinders, even close to each other, are difficult to
couple, as all the circumferential waves that are responsible
for the resonances are internal waves, i.e., most of their en-
ergy is inside the solid. Thin empty elastic shells, on the
contrary, may be coupled at low frequency,21 as the circum-
ferential wave that is responsible for their resonances carries
more energy in the fluid part of the shell outer interface than
in its solid part.

V. THE SCATTERERS ARE THIN EMPTY ALUMINUM
SHELLS: NUMERICAL RESULTS

Aluminum is characterized by its densityr52790
kg/m3, the velocity of the longitudinal wavescL

56120 m/s, and that of the shear wavescs53020 m/s. The
shell inner radius isb50.9a, with a the outer radius. Param-
eterb is still fixed to 2, but the concentrationc is now 0.25.
The mean distance between the scatterers, then, is reduced,
compared to the previous case. This increases the possibility
for the shells to couple via the circumferential A wave
~Scholte–Stoneley wave!.21 The frequency range investi-
gated is the same as in the previous section; in this range, all
resonances of the shells are due to the A wave. The disper-
sion equation, Eq.~24!, provides two solutions, and the cor-
responding loss tangents are plotted, versuska, in Fig. 6,
along with that corresponding to Waterman and Truell’s so-
lution. The sharp variations observed on each curve occur at
a resonance frequency of the shells. The plot range of the
K9/K8 ratio extends from zero~no damping! to 0.2: when
K9/K851/(2p).0.16, the mean free path equals the wave-
length, and the wave is~quasi! nonpropagative. Both the first
solution of Eq.~24! and Waterman and Truell’s solution are
seen to be propagative in the whole frequency range, except
at two resonance frequencies (ka around 0.3 and 1.2!, while
the second solution of Eq.~24! is nonpropagative forka
values less than 3.5, except at those same particular reso-
nance frequencies.

Figure 7 shows the velocity dispersion curves of the
same three solutions. Both the first solution of Eq.~24! and
Waterman and Truell’s solution correspond, this time, to an
effective velocity greater than that of the incident wave.

FIG. 5. The scatterers are steel cylinders. Concentrationc50.1. Normal
incidence on the slab. Moduli of the reflection coefficient~thin line! and of
the transmission coefficient~thick line! versus reduced frequency. The slab
thicknessd equals 10a. The arrows point at the resonance frequencies of a
steel cylinder.
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When propagative (ka>3.5), the second solution of Eq.
~24! propagates with a lower velocity than that of sound in
water.

These results are similar to those found by Jinget al.22,23

on colloidal suspensions of spheres, in which they observed
two quasimodes of finite life time. The one they call ‘‘the
high-frequency mode’’ corresponds to our first solution of
Eq. ~24!, which has the closest dispersion curve to that of
sound in the homogeneous fluid. They observe gaps in its
dispersion curve, corresponding to a single sphere resonance.
In our case, indeed, the mean free path of the first solution of
Eq. ~24! is seen, in Fig. 8, to decrease at each resonance
frequency of a single shell. The low-frequency mode of Jing
et al. corresponds to our second solution of Eq.~24!. Its ve-
locity is lower than that of sound in the homogeneous fluid,
and its mean free path, while quite low in our case, increases
at each resonance frequency of a shell. This mode is due to
the coupling of neighboring shells, via the Scholte–Stoneley
A wave, just as in the case considered by Jinget al.

The mean free path of both solutions is lower than ten

times the radius of the shells, for reduced frequencieska
greater than 2.5. At such frequencies, then, the study of the
reflection/transmission by the slab is no longer interesting. At
lower frequencies, however, and particularly at resonance
frequencies of the shells, the analysis of the reflection and
transmission coefficients of the slab should take into account
the presence of two coherent waves, which is not done in the
present study. This work is currently in progress.

VI. CONCLUSION

We have presented an extension of Fikioris and Water-
man’s formalism to describe the reflection/transmission pro-
cess from a slab-like region in which multiple scattering oc-
curs. The dispersion equation of the coherent wave inside the
slab must be solved numerically, unlike that found by Water-
man and Truell. The hole correction has been used, so that
there is no possibility for interpenetration of scatterers. The
dispersion equation may have,a priori, more than one solu-
tion. If only one corresponds to a mean free path of the
coherent wave larger than one wavelength, the slab region
may be described, from the coherent wave point of view, as
an effective dissipative fluid medium, and its reflection and
transmission coefficients have been formally written as those
of a fluid plate. For solid elastic cylinders such as scatterers,
both coefficients have been shown to be numerically equiva-
lent to the first term~s! of their Debye series, as the damping
process of the coherent wave kills the multiple reflections in
the slab. For thin hollow shells, a second solution of the
dispersion equation may be found, at concentrations large
enough for the shells to be coupled via the radiation of a
circumferential Scholte–Stoneley A wave on each shell. This
process gives rise to a propagating coherent wave, with a
velocity slightly lower than that of the homogeneous incident
wave, and a mean free path rather low, compared to the
radius of the shells, except at a few resonance frequencies of
the shells. At those frequencies, then, two different coherent
waves propagate in the slab, and the theoretical derivation of
the reflection and transmission of the slab, presented in Sec.
III, is no longer valid.

FIG. 6. The scatterers are thin empty aluminum shells,b/a50.9, concen-
trationc50.25. Evolution, with reduced frequencyka, of the effective loss
tangent of the coherent wave. Thin line: Waterman and Truell’s solution.
Thick line: second solution of Eq.~24!. Very thick line: first solution of Eq.
~24!.

FIG. 7. The scatterers are thin empty aluminum shells,b/a50.9, concen-
tration c50.25. Evolution, with reduced frequencyka, of the ratio of the
effective velocity of the coherent wave to that of sound in water. Thin line:
Waterman and Truell’s solution. Thick line: second solution of Eq.~24!.
Very thick line: first solution of Eq.~24!.

FIG. 8. The scatterers are thin empty aluminum shells,b/a50.9, concen-
tration c50.25. Evolution, with reduced frequencyka, of the elastic mean
free path normalized by the radiusa of the shells. Thin line: second solution
of Eq. ~24!. Thick line: first solution of Eq.~24!.
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APPENDIX A: DETERMINATION OF

I p
65

1

k22K2 EL8
eipu j ,@Hp

~1!~kd, j !n̂•“~eiK6"d,!

2eiK6"d,n̂•“~Hp
~1!~kd, j !!#dl

L8 is a closed curve composed of the circumferenceLba of a
circle of radiusba centered atOj , the two straight lines that
define the slab region (x,50 andx,5d), and two arcs that
connect the previous two straight lines at infinity

I p
65I Lba

6 1I x50
6 1I x5d

6 1I arcsup
6

1I arcinf
6 . ~A1!

It is rather easy to find that

I Lba
6 52p

ba

K22k2
e6 iK xxj i 7pe6 ipar@KJp8~Kba!Hp

~1!~kba!

2kJp~Kba!Hp
~1!8~kba!#, ~A2!

as well as to show that both integrals,I arcsup
6 and I arcinf

6 , tend
towards 0 as the arc radius tends to infinity.

The last two integrals, onx50 andx5d, may be writ-
ten as

I x50
6 5

1

k22K2 F7 iK x1
]

]x,
G

x,50

Jp~x,!,

I x5d
6 5

e6 iK xd

k22K2 F6 iK x2
]

]x,
G

x,5d

Jp~x,!, ~A3!

with

Jp~x,!5E
2`

1`

eiK yy,@Hp
~1!~kd, j !e

ipu j ,#dy, . ~A4!

Use of the Snell–Descartes law gives

Jp~x,!5E
2`

1`

eik sin ay,@Hp
~1!~kd, j !e

ipu j ,#dy,

5
1

p E
W
E

2`

1`

eikyy,eikd, j cosgeip@g2~p/2!#eipu j ,dy, dg,

~A5!

with W the Sommerfeld’s integration path.Jp(x,) depends
on whetherx, is greater or less thanxj .

1. First case: x øËx j

As y, varies from2` to 1`, so doesu j , from 1p/2 to
2p/2, through 0. Lettingg15g1u j , , with 2p,u j ,,p,
one gets

Jp~x,,xj !5
1

p E
W
E

2`

1`

eik sin ay,eikd, j cosg1 cosu j ,

3eikd, j sin g1 sin u j ,eip@g12~p/2!#dy, dg1 ,

Jp~x,,xj !5
1

p E
W

eip@g12~p/2!#eik~xj 2x,!cosg1

3E
2`

1`

eik sin ay,e2 ik sin g1y,dy, dg1 ,

Jp~x,,xj !5
1

p

2p

k E
W

eik~xj 2x,!cosg1eip@g12~p/2!#

3d~sina2sing1!dg1 , ~A6!

Jp~x,,xj !5
2

k EW
eik~xj 2x,!cosg1eip@g12~p/2!#

3
1

cosa
d~a2g1!dg1 ,

Jp~x,,xj !5
2

k cosa
eik~xj 2x,!cosaeip@a2~p/2!#

5
2

kx
i 2peikx~xj 2x,!eipa.

Introduction of Eq.~A6! into the first Eq.~A3! gives

I x50
6 5

2i 2p11

kx~k22K2!
~7Kx2kx!e

ikxxjeipa. ~A7!

2. Second case: x øÌx j

As y, varies from2` to 1`, so doesu j , from 1p/2 to
2p/2, throughp. Letting g15g1u, j , with 2p,u, j,p,
andeipu j ,5(21)peipu, j , one gets

Jp~x,!5~21!p/pE
W
E

2`

1`

eik sin ay,eikd, j cosg1 cosu, j

3eikd, j sin g1 sin u, jeip@g12~p/2!#dy, dg1 ,

which, in the same way as in the previous case, finally gives

Jp~x,.xj !5~21!pi 2p
2

kx
e2 ikx~xj 2x,!e2 ipa, ~A8!

and introduction of Eq.~A8! into the second Eq.~A3! pro-
vides

I x5d
6 5~21!p

2i 2p11

kx

e6 iK xd

k22K2
~6Kx2kx!e

2 ipae2 ikx~xj 2d!.

~A9!

Now, Eq.~A1! together with Eq.~A2! and either Eq.~A7! or
Eq. ~A9!, leads to the final result, Eq.~21!, in the main text.

APPENDIX B: THE TRANSITION MATRIX OF A
CYLINDRICAL SCATTERER

For a vacuum-filled shell, use of the boundary condi-
tions atr 5a and r 5b leads to the following linear system
of equations

MX5S, ~B1!

with the Mi j elements of matrixM given, for each mode
n(nPZ), by
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M115~r0 /r!kaHn
~1!8~ka!, M125kLaJn~kLa!,

M135kLaNn~kLa!, M145nJn~kLa!,

M155nNn~kTa!, M2152
r0

2~kLa!2

c0
2r2

Hn
~1!~kLa!,

M225m1~a!52
1

cL
222cT

2
kLaJn~kLa!

1
2

cT
2 @~n22~kLa!2!Jn~kLa!2kLaJn8~kLa!#,

M235h1~a!52
1

cL
222cT

2
kLaNn~kLa!

1
2

cT
2 @~n22~kLa!2!Nn~kLa!2kLaNn8~kLa!#,

M245u1~a!5
2

cT
2

n@kTaJn8~kTa!2Jn8~kTa!#,

M255v1~a!5
2

cT
2

n@kTaNn8~kTa!2Nn8~kTa!#

~B2!
M315M415M5150, M325m1~b!,

M335h1~b!, M345u1~b!, M355v1~b!,

M425m2~a!52n@12kLaJn8~kLa!#,

M435h2~a!52n@12kLaNn8~kLa!#,

M445u2~a!52~n22~kTa!2!Jn~kTa!12Jn8~kTa!,

M455v2~a!52~n22~kTa!2!Nn~kTa!12Nn8~kTa!,

M525m2~b!, M535h2~b!, M545u2~b!,

M555v2~b!,

with kL ~respectively,kT) the wave number of the longitudi-
nal ~respectively, shear! waves in the solid,r0 and r the
densities of the surrounding fluid and of the solid,a the outer
radius of the shell, andb its inner one.

If the componentsSj of the source vector in Eq.~B1! are

Sj52Re~M j 1!, ~ j 51,5!, ~B3!

the nth elementTnn of the diagonal transition matrix is the
first component of the unknown vectorX; as such, it is ob-
tained from system~B1! by use of the Cramer’s rule

Tnn5
Dn

@1#

Dn
, ~B4!

with Dn the determinant of matrixM, andDn
@1# the same one,

except that column 1 is replaced by vectorS.

In the case of a cylinder, rather than a shell, system~B1!
reduces to a linear system of three equations and three un-
knowns, obtained by suppressing rows 3 and 5, in the whole
system, together with columns 3 and 5 in matrixM.

The reduced resonance frequencies (ka)res are the real
parts of the complex roots of the following equation:

Dn~ka!50. ~B5!
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Material property measurement using the quasi-Scholte
mode—A waveguide sensor
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In the food industry and other industries, rheological measurements and determination of particle
sizes in suspensions and emulsions is of great importance for process and quality control. Current
test cell based ultrasonic methods exist but are often inconvenient. An attractive alternative could be
to insert a simple measurement ‘‘dipstick’’ into the fluid; this paper presents an initial study of the
feasibility of using measurements of the velocity and attenuation of the quasi-Scholte mode on a
plate to obtain the longitudinal velocity and attenuation of an embedding medium. The attenuation
of the quasi-Scholte mode is caused by two mechanisms: shear leakage and attenuation due to the
bulk longitudinal attenuation of the embedding material. In a calibration test the bulk longitudinal
velocity and viscosity of glycerol were determined experimentally. Measurements agreed well with
results from conventional methods and literature data. Quantitative results and an independent
validation for honey, a very viscous fluid, are also presented. For Newtonian liquids like glycerol
and honey, the shear leakage and longitudinal bulk attenuation are both related to viscosity. To
demonstrate the sensitivity to nonviscous attenuation mechanisms, qualitative measurement results
on fluids that mainly exhibit attenuation due to scattering are presented. ©2005 Acoustical Society
of America. @DOI: 10.1121/1.1841631#

PACS numbers: 43.35.Mr@YHB# Pages: 1098–1107

I. INTRODUCTION

Every day millions of liters of complex fluids are pro-
duced in the food industry and other industries. Examples of
these fluids are honey, ketchup, mayonnaise, and chocolate
sauce. These products contain many different ingredients
mixed together; some are dissolved in solution while others
are present as solid or liquid particles. The different phases
of the ingredients give the product a unique texture that in-
fluences the taste.1 Thus, to obtain the best results during
production of foods, process control and quality control tech-
niques are needed to optimize the production. Currently ul-
trasonic methods can be used for particle size distribution
measurements,2 which is a step towards characterizing the
texture of a fluid.

In the frequency domain the mechanical properties of
isotropic materials can be fully described by density and a
complex wave number for shear and longitudinal waves.
Conventional ultrasonic material property measurements are
carried out in test cells. The measured velocity and attenua-
tion can be converted back into a complex wave number that
describes the material properties. These techniques are stan-
dard and widely used.3–5 For accurate results the manufac-
tured test cells have to contain precisely aligned ultrasonic
transducers and the measured total attenuation should lie be-
tween 0.5–1 np~neper is a unit of attenuation that corre-
sponds to a reduction in amplitude by factore2x, wherex is
in nepers! in order to avoid large error magnification.6 In a
pulse–echo measurement the reflector properties have to be
determined accurately, and also beam-spreading losses have
to be minimized. Other practical drawbacks are the difficulty
of integrating such a test cell into a reaction vessel that con-
tains a stirring mechanism. The investigation of highly at-
tenuative materials is also difficult since a very small sepa-

ration between transducer and reflector is required, which
does not allow high flow rates through the cell.

Alternative material property measurements using
guided waves have recently been of interest. Lynnworth7 was
the first to describe a fluid level meter using a waveguide.
Kim and Bau8 further developed the idea and measured den-
sity and viscosity using a waveguide. Vogt9,10 described the
theory behind the use of waveguide rods and showed how to
extract the shear velocity as a function of frequency~related
to viscosity in the case of a Newtonian fluid! as well as the
longitudinal velocity of an embedding liquid using two dif-
ferent guided-wave modes. The technique was also extended
to monitor the cure of epoxies. However, all these waveguide
techniques are utilizing the effect of energy leakage from the
waveguide into the surrounding medium. Leakage occurs
when the phase velocity of the guided wave is supersonic
with respect to the bulk velocity of the embedding medium.
Leakage is the generation of waves in the embedding mate-
rial caused by the displacement and stress fields of the waves
traveling in a waveguide.11 The generated waves radiate en-
ergy away from the waveguide. The resulting attenuation of
the guided wave can be related to the impedance of the em-
bedding medium.12 Methods involving leaky waves measure
the effect of the fluid acoustic impedance on the waveguide
surface; however, in most fluids the bulk attenuation is small
and thus the impedance depends mainly on the bulk velocity
and not the attenuation~e.g., in glycerol the real part of the
complex longitudinal velocity is approximately 2000 m/s,
while the imaginary part is about 2 m/s!. Therefore, tech-
niques involving leaky waves are very insensitive to the bulk
longitudinal attenuation of most liquids.

An attractive alternative to determine the longitudinal
bulk velocity and attenuation of the embedding material is
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the use of a measurement ‘‘dipstick’’ that employs a ‘‘non-
leaky’’ guided wave mode. The term ‘‘nonleaky’’ here is
strictly speaking only valid for an ideal fluid~see Sec. III!. In
the nonleaky case the wave energy in the embedding mate-
rial is confined to a region close to the waveguide surface.
Any attenuation will be due to energy dissipation in the ma-
terial rather than energy leakage away from the waveguide
system. The guided-wave mode that this paper focuses on is
very similar to the Scholte interface wave that is used in
geophysics.13 In NDE the Scholte wave is seldom used be-
cause of the high proportion of energy that it carries in the
fluid;14 exactly this property makes it attractive to extract
bulk longitudinal properties of liquids. The actual mode that
is investigated in this paper is a plate mode. It is termed the
quasi-Scholte mode, which asymptotes to the Scholte-
interface wave behavior at high frequencies~This is similar
to quasi-Rayleigh waves turning into Rayleigh waves at high
frequencies!. Since the quasi-Scholte mode is closely related
to the Scholte interface wave, the characteristics of the
Scholte wave are discussed initially.

II. PROPERTIES OF THE SCHOLTE WAVE

At the interface of a liquid and solid there exist two
propagating solutions to the governing equation: the leaky
Rayleigh wave and the Stoneley–Scholte wave.15 This paper
focuses on the latter and will for the sake of clarity refer to it
as the Scholte wave. The Scholte wave is a special case of a
Stoneley wave~on a solid/liquid interface! which was first
pointed out by Scholte.16 The properties of an interface wave
can be theoretically modeled using the partial wave tech-
nique as described in Refs. 14 and 17. This yields the phase
velocity ~or wave number!–frequency relationship that de-
scribes the mode. In this special case of a wave propagating
along the interface of an elastic solid and an ideal fluid the
mode is nondispersive, i.e., the phase velocity does not
change with frequency.

The mode shape of the Scholte wave reveals that most
of the displacements occur in the fluid parallel to the propa-
gation direction. A small component of displacement normal
to the propagation direction exists as well as small displace-
ments in the solid. The displacements decay exponentially
away from the surface, which makes the Scholte wave an
evanescent wave guided along the interface. The fraction of
the total wave energy that travels in the fluid as compared to
the solid depends on the materials that form the interface. In
general, for a stiff and dense solid compared to the fluid,
most of the energy will travel in the fluid, while for a lower
modulus and density solid more energy will travel in the
solid.

The theoretical description of the Scholte wave has been
thoroughly investigated by many researchers15,18,19 and the
reader is referred to these papers and the book by Rose14 for
more details. It can be shown that the phase velocity of the
Scholte wave is limited by the lower of the fluid and the
transverse bulk velocity of the elastic medium (cScholte

,cliquid ,ct,solid). The dependence of the Scholte wave veloc-
ity on the density and longitudinal velocity ratio of the
neighboring materials can be displayed on a contour map as
shown in Ref. 20. Similar contour maps to that of Ref. 20

can be created to visualize the distribution of energy flow in
the two materials. The quasi-Scholte plate mode that is
mainly dealt with in this paper asymptotes to a pure Scholte
wave at high frequencies.

Many ways of exciting Scholte waves have been re-
ported in the literature~see, e.g., Refs. 21–25!. Nasret al.21

and McLeanet al.22 use a comb-like transducer~PVDF or
micromachined! at the interface of the two materials to ex-
cite Scholte waves. Desmetet al.23 use laser excitation to
create the Scholte wave at the interface. DeBillyet al.24 and
Matula et al.25 use the concept of mode conversion from a
Rayleigh~or A0 wave on a plate! to the Scholte wave. They
generate a clean mode on an unimmersed section of the
waveguide using conventional techniques, the wave then
propagates into the liquid and part of its energy converts into
the Scholte mode. This latter approach of mode conversion
from anA0 plate wave was also chosen for the experiments
in this paper. The method is reliable, cheap, and easily set up.
It also separates the transducer from the embedding medium
and is in essence already a dipstick.

A. Modeling a viscous fluid

Real fluids have dissipation mechanisms. This is usually
modeled by making the fluids viscous; here, the fluid is as-
sumed to be Newtonian. The viscous medium is modeled as
a solid with appropriate parameters. More theoretical details
on this approach are described in Refs. 26–28.

In order to obtain the Scholte equation for the viscous
case, the real bulk velocities have to be replaced by complex
bulk velocities, which are given by the following expression:

cbulk5
v

k
5

v

kr2 ik i
5

cp

12 i
ki

kr

5
cp

12 i
k

2p

, ~1!

where cbulk is the complex bulk velocity,v is the angular
frequency,k is the complex wave number with real partkr

and imaginary partki , cp is the phase velocity of the wave
~i.e., v/kr) andk is the attenuation per wavelength. Bothcp

andk are real quantities. Thus

an5
cl

12 i
k l

2p

, ~2!

bn5
cs

12 i
ks

2p

, ~3!

wherean is the complex longitudinal bulk velocity,bn is the
complex transverse bulk velocity, and the subscriptn indi-
cates the material.cl is the longitudinal bulk wave phase
velocity, k l is the longitudinal bulk wave attenuation~per
wavelength!, cs stands for the shear bulk wave phase veloc-
ity, and ks for the shear bulk wave attenuation~per wave-
length!.

The phase velocities and attenuation of the fluid are real
quantities and can be derived from the material properties by
the following expressions:
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, ~4!

k l5S 4pvn

3Cl
2 D , ~5!

cs5~2vn!1/2, ~6!

ks52p, ~7!

whereK f is the real part of the fluid bulk modulus,r is the
density of the fluid,v is the angular frequency, andn is the
kinematic viscosity of the fluid.

Equations~4! and ~5! assume low viscosities. This al-
lows simplifications such as the use of the real part of the
bulk modulus in Eq.~4! and the expression in Eq.~5!.27 This
introduces errors of about 1% in velocity and 3.3% in attenu-
ation for a fluid with a viscosity of 100 Pas at 1 MHz. For
fluids like glycerol the error is of the order of 0.002% for the
velocity and 0.01% for the attenuation; these errors are much
smaller than the measurement uncertainties.

By utilizing the above equations in the analysis de-
scribed in the references of Sec. II where applicable, a new
characteristic equation and mode shape can be found. The
Scholte wave in this system becomes dispersive and attenu-
ated. However, the dispersion effect is relatively weak and
for small viscosities the velocity characteristics are virtually
the same as in the nonviscous case except that now the wave
is attenuated.

In experiments a finite thickness plate rather than a solid
half-space was used; the system consisted of a plate sur-
rounded by a liquid. The analysis of the system is summa-
rized in the following section.

III. THE QUASI-SCHOLTE PLATE MODE

A. Modeling of the quasi-Scholte plate mode

The quasi-Scholte mode was modeled using the global
matrix approach. For more details on the exact modeling
procedure the reader is referred to Lowe.17 A matrix contain-
ing the general solutions for wave propagation in the mate-
rials and all the boundary conditions~continuity of stresses
and displacements at the interfaces! is set up and a solution
sought. The matrix equation for a plate immersed in two
half-spaces of viscous fluid is

@A#•S L f 2

Tf 2

Ls1

Ls2

Ts1

Ts2

L f 1

Tf 1

D 50 ~8!

The terms of matrixA are given in the Appendix;L andT are
the amplitudes of the partial longitudinal and transverse
waves. The subscriptsf and s refer to the fluid and solid,
respectively, and the1 and2 signs indicate the direction of
the partial wave.

A solution exists if matrixA in Eq. ~8! is singular, i.e.,
when the determinant of the matrix equals zero. There are
several wave numbers that satisfy the equation at each fre-
quency. One of these solutions in the wave number fre-
quency space is the quasi-Scholte mode. The complex wave
number gives the phase velocity and attenuation of the mode.
Also, by substituting it into Eq.~8! and setting one of the
partial wave amplitudes to unity, the mode shape of the mode
can be evaluated at each frequency.

The solution techniques for multiple material layer
stacks of solid materials and viscous fluids are well known
and have been implemented in a software package called
DISPERSE.27 In the next section theDISPERSEsoftware was
used to determine the dispersion curves and mode shapes of
the quasi-Scholte mode.

B. Properties of the quasi-Scholte plate mode

This section discusses the quasi-Scholte mode on an em-
bedded plate. First an ideal fluid is used as the embedding
medium and then a viscous liquid. The velocity dispersion
characteristics are virtually unchanged by the introduction of
viscosity, but the attenuation is noticeably affected.

An aluminum plate (cl56320 m/s, cs53130 m/s, rAl

52700 kg/m3, thickness51 mm! is embedded in an infinite
space of water (cl51500 m/s,rwater51000 kg/m3). Figure 1
shows the phase velocity dispersion curve of the quasi-
Scholte mode. The phase velocity of the quasi-Scholte mode
rises with frequency from zero and gradually asymptotes to
the nondispersive Scholte wave velocity of two elastic half-
spaces. A physical explanation of the asymptotic behavior is
the decrease of mode wavelength with increasing frequency.
At a certain point the wavelength will be small compared to
the thickness of the plate. Since the Scholte wave displace-
ments decay in an exponential manner away from the inter-
face, the mode resembles a mode on an infinite half-space at
high frequencies, whereas at lower frequencies the two inter-
faces of the plate interact.

The similarities of the quasi-Scholte mode and theA0
mode in a free plate are highlighted by their mode shapes.
Figure 2~a! shows that the out-of-plane displacement compo-

FIG. 1. The phase velocity dispersion of the quasi-Scholte mode on an
aluminum plate surrounded by water~see the text for material properties!.
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nent at 100 kHz-mm is almost constant across the section of
the plate, and the strain energy density indicates that most of
the energy is propagating in the plate. At higher frequencies
most of the energy is traveling in the fluid as shown in Fig.
2~b!. Figure 2~c! shows the mode shape in the plate alone at

2 MHz-mm. Displacements decay away from the surfaces
and are a minimum at the center of the plate. This illustrates
the effect of the quasi-Scholte mode asymptoting to an inter-
face wave~Scholte wave! at high frequencies, as discussed
above. The phenomenon is also well known in plate waves
where theA0 andS0 modes asymptote to the Rayleigh wave
solution.29

An important property of the quasi-Scholte mode is its
change in energy partition between fluid and solid with fre-
quency. Figure 3 shows the fraction of energy flow that is
carried in the plate and fluid at different frequencies. At low
frequencies~,500 kHz-mm! the energy flows predominantly
in the plate, while at high frequencies~.1 MHz-mm! most
of the energy travels in the fluid. The crossover point of the
two curves occurs at about 400 kHz-mm. This means that the
mode can be made more or less sensitive to the embedding
medium properties. If highly attenuating materials are sur-
rounding the waveguide, careful frequency selection will al-
low an appropriate fraction of energy to travel in the plate so
that a reasonable propagation range can be obtained. How-
ever, in the unusual case that the material damping is so high
that the damping distance is smaller than the travel path of
the wave, the method fails. In this case a leaky mode that
measures the impedance of the embedding medium should
be used, as now the imaginary part of the bulk velocity has
become dominant~see Sec. I!.

There are two attenuation mechanisms for the quasi-
Scholte and Scholte modes. The first is the leakage of shear
waves from the guided wave into the embedding viscous
fluid, and the second is the attenuation of longitudinal bulk
waves in the viscous fluid. Energy that is guided along the
interface in the form of an evanescent longitudinal wave in
the fluid will be attenuated by fluid longitudinal bulk attenu-
ation. In the case of a purely Newtonian viscous fluid this
attenuation is due to viscosity and can be modeled by Eq.~5!
~assuming low viscosities30!. Also, for Newtonian fluids both
attenuation mechanisms depend on the viscosity only@see
Eqs. ~5!, ~6!, ~7!#. At low frequencies the shear leakage is
dominant, while at higher frequencies the evanescent longi-

FIG. 2. Mode shapes of the quasi-Scholte mode~water/aluminum! at fre-
quency thicknesses~a! 0.1 MHz-mm;~b! 1 MHz-mm; ~c! 2 MHz-mm ~in-
plate only! @~———! out-of-plane displacement;~---! in-plane displace-
ment; ~111! strain energy density#.

FIG. 3. Quasi-Scholte energy flow localized in the fluid~water! and plate
~aluminum! as a function of frequency@~———! energy flow in fluid;~---!
energy flow in plate#.

1101J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Cegla et al.: Quasi-Scholte mode waveguide sensor



tudinal wave attenuation contributes significantly to the
quasi-Scholte mode attenuation. Figure 4 shows the total at-
tenuation of the quasi-Scholte mode on an aluminum plate
(cl56320.0 m/s, cs53130 m/s, ral52700 kg/m3,
thickness51 mm! immersed in glycerol (cl51860 m/s,
rglycerol51258 kg/m3 hglycerol51 Pas). A line showing the at-
tenuation due to shear leakage only is also shown~the lines
are traced inDISPERSE; for the shear leakage-only case the
longitudinal attenuation (k l) is set to zero!. The difference
between the two curves is linked to the longitudinal bulk
attenuation of the fluid. Thus, if the longitudinal bulk veloc-
ity and the shear properties of the fluid are known, it is
possible to measure the longitudinal bulk attenuation of the
fluid surrounding the waveguide.

Figure 4 considers a viscous liquid, and thus the shear
properties of the liquid are described by Eqs.~6! and ~7! so
the longitudinal attenuation and the shear velocity of the em-
bedding medium depend solely on the viscosity and fre-
quency. Therefore, the longitudinal bulk velocity and viscos-
ity of the fluid can be extracted from the measured quasi-
Scholte mode group velocity and attenuation. Figure 5 shows
the quasi-Scholte mode group velocity as a function of fre-
quency for different longitudinal velocities of the embedding
fluid. For small viscosities the group velocity of the quasi-
Scholte mode is almost independent of viscosity; the group
velocity changes by about 10 m/s~;0.5% of Cl) when the
viscosity changes from 0 to 1 Pas.

Figure 6 displays the theoretical attenuation of the quasi-
Scholte mode as a function of frequency for different vis-
cosities at a fixed longitudinal bulk velocity of the embed-
ding medium. The assumption of a Newtonian viscous fluid
links the bulk shear velocity and bulk longitudinal attenua-
tion of the fluid to the viscosity@see Eqs.~5!–~7!#; they
therefore are not independent properties. However, the lon-
gitudinal velocity and attenuation of more complex embed-
ding fluids can still be extracted from the properties of the
quasi-Scholte mode if the shear velocity of the embedding

medium is known or determined using a method such as that
described by Vogt.9

IV. EXPERIMENTAL SETUP AND RESULTS

A. The setup

The experimental setup used was designed to excite the
quasi-Scholte mode on a plate immersed in a fluid and to
measure its group velocity and attenuation. Figure 7 shows a
schematic of the apparatus. A Panametrics 500-kHz shear
transducer was attached to the center of an end of a 0.94-
mm-thick aluminum plate; the plate was 100 mm wide and
200 mm long. A vessel containing a fluid sample was placed
beneath the plate on a table of variable height. By changing
the height of the table the plate could conveniently be im-
mersed in the fluid to different depths; the angle between the
fluid surface and the plate was 90 deg. The room temperature
was recorded. The signal was sent and received by a wave-
form generator~Macro Design Ltd.!; a LeCroy 9400A stor-

FIG. 4. Total attenuation~———! of the quasi-Scholte mode and attenua-
tion due to shear leakage only~---! as a function of frequency for an alumi-
num plate ~r52700 kg/m3, Cl56320 m/s, Cs53130 m/s) immersed in
glycerol ~r51258 kg/m3, Cl51900 m/s,h51 Pas!.

FIG. 5. Quasi-Scholte mode group velocities as a function of frequency for
different longitudinal bulk velocities (cl) ~The other properties are as in Fig.
4!.

FIG. 6. Quasi-Scholte mode attenuation as a function of frequency for dif-
ferent viscosities~h! at cl51800 m/s~The other properties are as in Fig. 4!.
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age oscilloscope was used to store the signal and the data
were then transferred to a PC for processing. The transducer
was excited with a Hanning windowed 10-cycle tone burst.
The excitedA0 wave traveled along the plate until it hit the
fluid surface. Here, part of the wave was reflected back as an
entry reflection and the rest converted into modes of the
fluid–plate system: a highly attenuated leakyA0 mode and
the quasi-Scholte mode; after a short propagation distance
only the quasi-Scholte mode remained. It was reflected by
the end of the plate and converted back into anA0 mode at
the point where the plate leaves the liquid.~Some energy was
also reflected back into the fluid.! The wave then propagated
along the plate until it reached the transducer again. A typical
time trace is displayed in Fig. 8. The entry reflection, plate
end reflection, and a reverberation in the fluid are clearly
visible. Data for tone bursts at different center frequencies
and two different immersion depths were collected.

The group velocity and attenuation of the quasi-Scholte
mode were then extracted from the collected data using the
following equations:

Cg5
2~x22x1!

S DT1
2~x22x1!

CgA0
D , ~9!

a52
1

2~x22x1!
lnS S2~v!

S1~v! D , ~10!

wherex1,x2 are two different immersion depths,DT is the
time difference between the arrival of the wave packages at
the two immersion states,CgA0 is the group velocity of the
A0 plate mode~without fluid loading!, andS1 andS2 are the
signal amplitudes at the respective immersion depths.

In order to eliminate the effects of dispersion on the
measured attenuation, the magnitude of the Fourier trans-
form at the center frequency of each tone burst was used in
Eq. ~10!. The difference in arrival timeDT was evaluated by
cross correlating the signal envelopes at the two immersion
depths. The maximum of this function corresponds to the
time shift between the two signals.25

The wave number in both systems~plate only and plate–
fluid! is very similar so that beam spreading effectively stays
constant. It was verified that the plate was large enough to
ensure that reflections from the plate edges were not present
in the recorded signal.

To obtain the viscosity and bulk longitudinal velocity of
the embedding viscous fluid at each measurement frequency,
the viscosity and bulk longitudinal velocity in the disperse
model are adjusted so that the theoretically modeled quasi-
Scholte mode attenuation agrees with the measured attenua-
tion within 0.01 np/m and the modeled group velocity with
the measured group velocity within 0.1 m/s. Then, the mean
value of the bulk velocity and viscosity and their standard
errors are calculated from the set of results obtained at dif-
ferent frequencies. This approach, however, is only valid for
purely viscous liquids where the longitudinal bulk attenua-
tion and the shear velocity depend entirely on the viscosity.
In suspensions, for example, the longitudinal bulk attenua-
tion of the suspension does not only depend on viscosity;
thus, the quasi-Scholte mode attenuation also will not en-
tirely depend on viscosity.

B. Results

1. Glycerol

The density of a glycerol~98%–99% pure! sample was
measured to be 1258 kg/m3 and the aluminum plate proper-
ties were evaluated experimentally asr52700 kg/m3, Cl

56320 m/s, andCs53130 m/s. The temperature was re-
corded to be 25 °C. Results were extracted from the time
traces as described in subsectionA. Figure 9~a! shows the
measured group velocity of the quasi-Scholte mode as a
function of frequency, and theoretically modeled curves
~DISPERSE27! for different fluid bulk velocities are also dis-
played. For the low viscosities of glycerol, the group velocity
dispersion relation of the quasi-Scholte mode is essentially
only dependent on the longitudinal velocity as described in
Sec. II. Thus, it is possible to extract the longitudinal bulk
velocity of the glycerol as 189962 m/s. Figure 9~b! shows
the measured and theoretically predicted attenuation for the
quasi-Scholte mode. The mean viscosity evaluated from the
measured attenuation data is 0.6460.03 Pas.

To validate these results, a measurement of the bulk lon-
gitudinal velocity was carried out. This yielded a value of
1900 m/s. Also, an alternative method of measuring viscosity

FIG. 7. Experimental setup.

FIG. 8. Time trace at 500 kHz with plate 30 mm immersed in glycerol.
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was utilized; this involved the measurement of theSH0
shear horizontal wave mode attenuation when immersed in
glycerol. This mode is the equivalent mode in a plate to the
torsionalT(0,1) mode in a rod that was used by Vogtet al.10

to measure viscosity. Using this approach the viscosity was
determined to be 0.6260.02 Pas. The glycerol viscosities
measured using both methods agree within~4%! and the
range of their standard errors overlaps. The measured results
also compare well to literature data. The viscosity of 98%
glycerol was determined from Kaye31 to be 0.614 Pas at
25 °C. The viscosity of glycerol strongly depends on tem-
perature and the water content of the sample. A change in
temperature of 1 °C can change the viscosity by 0.1 Pas and
a change in water content by 1% can shift the viscosity by
0.2 Pas.31 Therefore, exact agreement with literature data
would not be expected since glycerol is hygroscopic and was
open to air between tests.

The extracted longitudinal bulk velocity and viscosity
from the experiments agree well with results from estab-
lished techniques~bulk velocity measurement and attenua-
tion of theSH0 mode!. The independently measured veloci-
ties agree extremely well. The most significant error is
believed to be due to positioning errors of the adjustable
table and the plate. They are of the order of 1%. Literature
values for the longitudinal bulk velocity of glycerol at 25 °C

are inconsistent and can be found to be 1920 m/s31 and 1904
m/s.32 Despite these inconsistencies these values agree well
~within 1%! with the measurements. The differences can pos-
sibly be due to differences in water content of the glycerol
samples used.

The consistency of the quasi-Scholte mode measure-
ments compared to that of an established technique was also
investigated. Sets of five different measurements on different
days and at different temperatures were carried out with the
SH0 and quasi-Scholte mode techniques; the two measure-
ments on a given day were carried out almost simulta-
neously. The mean difference in measured viscosity between
the two methods was 1.4%, confirming the consistency of the
proposed quasi-Scholte mode method.

2. Honey

The quasi-Scholte mode was also used to measure the
properties of honey. Figure 10~a! shows the measured group
velocity and Fig. 10~b! shows the measured attenuation of
the quasi-Scholte mode of the 0.94-mm aluminum plate im-
mersed in honey@Gale’s Clear Honey, Premier Ambient
Products~UK! Ltd., Spalding PE12 9EQ#. The average bulk

FIG. 9. Measured~1! and for different properties theoretically predicted
~2! ~a! group velocity and~b! attenuation of the quasi-Scholte mode on a
0.94-mm-thick aluminum plate immersed in glycerol.

FIG. 10. Measured~1! and for different properties theoretically predicted
~2! ~a! group velocity and~b! attenuation of the quasi-Scholte mode on a
0.94-mm-thick aluminum plate immersed in honey.
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velocity of the honey was determined to be 2100617 m/s
and the average viscosity was evaluated at 13.160.2 Pas. A
viscosity measurement using theSH0 mode resulted in 13.6
60.6 Pas.

The results for honey show that the method can also
retrieve data from very viscous fluids and both methods
agree well again~3.5% difference!. Despite its many differ-
ent constituents the behavior of honey is described well by a
Newtonian fluid.33 Viscosities of less than 100 Pas are cur-
rently assumed~see Sec. II A! in the modeling of the quasi-
Scholte mode. Errors will be introduced in the analysis for
highly viscous liquids. Honey is still modeled well by as-
suming low viscosity; however, high-viscosity formulations
for Eqs.~4!–~7! can be implemented27 for more viscous flu-
ids. High-viscosity fluids will also exhibit significant shear
leakage that can be partially limited by altering measurement
frequency and propagation length. Highly viscous liquids
will also affect the quasi-Scholte mode group velocity, which
complicates the extraction of bulk velocity and attenuation.

3. Suspension

Further measurements were performed on water and a
suspension of silicon dioxide~1% volume fraction, mean di-
ameter 1–5mm! in water. The particles were suspended by
stirring and by the use of an ultrasonic bath before the mea-
surement. A thinner stainless-steel plate~r57467 kg/m3, cl

56000 m/s, cs52700 m/s) was immersed in the fluid. A
higher frequency shear transducer~Panametrics 5 MHz! was
coupled to the plate as in the previous setup and the same
procedure was followed. Figure 11 shows the measured
group velocity and attenuation of the quasi-Scholte mode.

Water is modeled as a viscous fluid with viscosity of 1
mPas, density of 1000 kg/m3, and longitudinal bulk velocity
cl51500 m/s. The water results agree well with the pre-
dicted curves, and also the quasi-Scholte mode group veloc-
ity of the silicon dioxide suspension agrees well with group
velocity predictions for water. The bulk velocity and viscos-
ity of the suspension are effectively the same as that of water
because of the low volume fraction~1%! of the suspended
particles. A slight decrease in velocity of the order of 1% is
noticeable in the velocity measurement in Fig. 11~a!. How-
ever, the quasi-Scholte mode attenuation in the suspension is
far higher than expected for its viscosity. This increase in
attenuation in the suspension compared to water suggests
that the quasi-Scholte mode is sensitive to nonviscous longi-
tudinal bulk attenuation mechanisms in the fluid~scattering
from particles in this case!. This is not the case in the con-
ventional guided-wave techniques,9 which only measure
shear velocity in the fluid. Only this qualitative result is pre-
sented here; however, future work will be undertaken to
quantitatively extract the longitudinal bulk attenuation from
suspensions and emulsions.

A combination of the quasi-Scholte mode with a tor-
sional ~or SH0 wave! dipstick and a densitometer8 will en-
able the complete characterization of a fluid where shear ve-
locity, longitudinal velocity, longitudinal attenuation, and
density are measured as independent properties of the fluid.
~Shear attenuation is not determined; however, it is unimpor-

tant considering the short penetration depth of shear waves in
liquids.!

V. CONCLUSIONS

A new method to extract fluid properties using the quasi-
Scholte mode has been investigated. Experiments were car-
ried out to test the method on glycerol and honey. Good
results were obtained and validated by a conventional mea-
surement technique. The measurement of glycerol properties
using the quasi-Scholte mode and the validation method
agreed to within 4% for the viscosity, and the longitudinal
bulk wave velocities agreed to well within 1%, which is of
the same order of magnitude as the measurement uncertain-
ties. The measured values also compared well to literature
data. The quasi-Scholte mode method, in contrast to other
guided-wave techniques, is sensitive to attenuation mecha-
nisms that are not related to viscosity. This is illustrated by
qualitative measurements on water and a suspension of silica
particles in water. Future work will address problems en-
countered with very viscous fluids, the extension of the

FIG. 11. Measured and theoretically predicted~ ! ~a! group velocity and
~b! attenuation of the quasi-Scholte mode on a 0.11-mm-thick stainless-steel
plate immersed in water~s! and a silicon dioxide suspension~1!.
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method to a wider frequency range and the change of geom-
etry from a plate to a narrow dipstick. The quantitative ex-
traction of longitudinal attenuation from fluids with nonvis-
cous attenuation mechanisms such as suspensions and
emulsions will also be considered. This opens the possibility
of measuring particle size distribution. The method has many

practical advantages and can be developed into a dipstick
that completely characterizes fluids.

APPENDIX: DETAILS OF THE GLOBAL MATRIX

The components of matrixA in Eq. ~8! are given here.
Shown asA5@B]C#, where

B53
k 2k2T f k kgSL

2k2L f 2k k2Ls 2k2LsgSL

ir fBf 2ir fb f
2kk2T f irsBs irsBsgSL

22ir fb f
2kk2L f ir fBf 2irsbs

2kk2Ls 22irsbs
2kk2LsgSL

0 0 kgSL k

0 0 k2LsgSL 2k2Ls

0 0 irsBsgSL irsBs

0 0 2irsbs
2kk2LsgSL 22irsbs

2kk2Ls

4 ~A1!

C53
k2Ts 2k2TsgST 0 0

2k 2kgST 0 0

22irsbs
2kk2Ts 2irsbs

2kk2TsgST 0 0

irsBs irsBsgST 0 0

k2TsgSS 2k2Ts k k2T f

2kgST 2k k2L f 2k

22irsbs
2kk2TsgST 2irsbs

2kk2Ts ir fBf 22ir fb f
2kk2T f

irsBsgST irsBs 2ir fb f
2kk2L f ir fBf

4 ~A2!

wherek is the guided-wave wave number to be solved for,rs

is the solid plate material density,r f is the fluid density, and
the remaining quantities are defined by the following equa-
tions:

k2L f ,s56S v2

a f ,s
2

2k2D 1/2

, ~A3!

k2T f ,s56S v2

b f ,s
2

2k2D 1/2

, ~A4!

Bf ,s5v222b f ,s
2 k2, ~A5!

GSL5ei ~k2Lsh!, ~A6!

GST5ei ~k2Tsh!, ~A7!

wherek2L f ,s is the component of the longitudinal bulk wave
wave number in the direction normal to the plate surface,
k2T f ,s is the component of the shear bulk wave wave number
in the direction normal to the plate surface,Bf ,s , GSL , and
GST are multiplication factors;h stands for the plate thick-
ness.a andb are the complex bulk velocities@see Eqs.~2!
and ~3!# of the medium. The media are indicated by the
subscriptsf ands, which also stand for fluid and solid in the
subscripts of other quantities.

Equations~A3! and ~A4! contain a square-root expres-
sion; this results in several possible solutions, some of which
may be unphysical~e.g., waves with negative attenuation!.
Therefore, care should be taken to choose the right sign of
the expression under the square root before entering Eqs.
~A3! and ~A4! into matrix A.
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This paper describes two methods using a finite element~FE! code for modeling the effects of weak
interfaces on the propagation of low-order Lamb modes. The variable properties of the interfaces are
modeled by either a thin layer or a uniform repartition of compression and shear springs that insure
the continuity of the stresses and impose a discontinuity in the displacement field. The method is
tested by comparison with measurements that were presented in a previous paper@J. Acoust. Soc.
Am. 113~6! 3161–3170~2003!#. The interface was the contact between a rough elastomer with high
internal damping loaded against one surface of a glass plate. Both normal and shear stiffnesses of
the interface were quantified from the attenuation ofA0 andS0 Lamb waves caused by leakage of
energy from the plate into the elastomer and measured at each step of a compressive loading. The
FE model is made in the frequency domain, thus allowing the viscoelastic properties of the
elastomer to be modeled by using complex moduli as input data. By introducing the interface
stiffnesses in the code, the predicted guided waves attenuations are compared to the experimental
results to validate the numerical FE methods. ©2005 Acoustical Society of America.
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I. INTRODUCTION

The nondestructive evaluation and testing of interface
quality is a key issue for the development of stratified struc-
tures in various domains, for instance, the aeronautics or car
industry. Due to the complex geometry of some structures,
numerical methods must often be used instead of closed-
form solutions, to model the propagation of guided waves
and their diffraction by obstacles, inhomogeneities, or de-
fects.

In solid stratified media, it is generally assumed that the
displacements and stresses fields are continuous through in-
terfaces, except for weak interfaces due to various conditions
of bad adhesion. The adhesion is said to be cohesive or ad-
hesive depending on the area where the weakness happens.
For instance, in glued bonds,1 the cohesion is realized by a
layer of glue that can be included in the finite element model
with its viscoelastic properties. Then, the weakness can be
represented by the variations of these properties due to vari-
ous causes such as the level of curing, the porosity, etc. How-
ever, the weakness can happen at the very thin interfaces, for
instance between the glue and the adherents depending on
the surface’s preparation~oil contamination, roughness, etc.!
or in diffusion bonds.2 Whatever the nature of the weakness
~slip, kissing or partial bonds,3 rough interfaces4! the inter-
face can be represented as a very thin layer. In this case, with
a finite element, models require very large numbers of ele-
ments and exaggerated computation times. In some cases,
the intermediate thin layer and two interface layers must be
taken into account5 and should be included in a numerical
simulation.

This paper presents two approaches for modeling the
weakness of an interface with a commercially available FE
software:6 ~1! the thin layer model7 with an adequate thick-
ness and~2! boundary equations that take into account the
displacement discontinuities at interfaces. The term ‘‘ad-
equate’’ is specified with a semianalytic computation that
gives the largest thickness of the thin layer compatible with
the wavelengths of the modes propagating in the surrounding
media. The boundary equations method consists of consider-
ing a surface repartition of springs between the assembled
media which are meshed by finite elements. This technique
was recently applied to composites, taking into account the
existence of imperfect interfaces for predicting the macro-
scopic response.8

Both models are validated by comparison with experi-
mental results on the propagation of guided waves in the
presence of an interface with variable stiffness.9

II. THIN LAYER MODEL

The use of a thin layer for modeling the effects of weak
interface on the propagation of waves in stratified materials
was introduced in 1980 by Schoenberg.7 This model is re-
called here with some simplifications by introducing a ficti-
tious material.

In a plane of symmetry of an anisotropic material, with
the plane strain hypothesis (u350), the displacement field
U5$u1 ,u2% is linked to the stress tensor by

s15C11u1,11C12u2,2, s25C12u1,11C22u2,2,

s65C66~u1,21u2,1!, ~1!a!Electronic mail: b.hosten@lmp.u-bordeaux1.fr
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whereCi j 5Ci j8 1 iCi j9 , Ci j8 andCi j9 represent the elastic and
viscoelastic moduli, respectively, andui , j are the partial de-
rivatives along the directionsj.

A fictitious material layer can be used to simulate a ma-
terial that represents two springs, one perpendicular to the
interface with stiffnesskL and another along the interface
with stiffnesskT . In a stratified structure, with direction 1
being normal to interfaces, the stresss2 is not continuous
through the interfaces. Therefore, its value has no importance
in the fictitious material layer and can be set to zero by
imposingC1250 andC2250. If the thickness of this layer is
small enough, the gradients of displacementsu1 and u2 in
direction 1 can be approximated by

u1,15Du1 /h and u2,15Du2 /h, ~2!

whereDu1 is the normal displacement jump between the two
surfaces of the spring layer. Then, the relation between the
stress normal to the interface and the displacement jump de-
fines the stiffnesskL

s15Du1C11/h5kLDu1 . ~3!

Since the thickness of the fictitious material layer is
small, its density has no effect on the propagation and can be
set to zero. Then, the two equilibrium equations become

s1,11s6,250 and s6,150. ~4!

For a plane wave propagating along the plate, all the
fields depend on the direction 2 through the term exp
3(22pix2 /l), where l is the wavelength of the guided
wave. Then, similarly to the normal stress, the shear stress is
linked to the tangential displacement jumpDu2 by

s65C66~22p iu1 /l1Du2 /h!. ~5!

To define the equivalent ‘‘shear spring’’ by the equation

s65Du2C66/h5kTDu2 , ~6!

the term 2pu1 /l must be small in comparison to the term
Du2 /h. With this condition, it can be shown that the term
s6,2 in Eq. ~4! is also small and the model achieves the
conditions of constant stresses through the layer. A necessary

condition is that the thickness is smaller than the wavelength
of the guided mode

h!l/2p. ~7!

This condition depends on the wavelength of the mode and
on the relative values ofu1 and u2 . With a semianalytic
model it is easy to use a very thin layer to satisfy this con-
dition. However, the use of FE software imposes numerous
very small elements in the thin layer, thus increasing the
computation time excessively.

III. SIMULATION OF EXPERIMENTAL SETUP

To use the experimental results of a real situation as a
reference, the FE method is applied to simulate the situation
shown in Fig. 1 and previously described.9 It is shortly de-
scribed in this section.

The measurements were performed in a structure made
of a 26.4-mm-thick highly attenuative elastomer block mea-

FIG. 1. Experimental arrangement to launch and receive Lamb modes in a
glass plate and to measure the transmission coefficient when an elastomer is
pressed against the plate.

FIG. 2. Dispersion curves for the structure glass/interface/elastomer (kL

54.30 andkT53.30 GPa/mm).~a! Phase velocity;~b! Attenuation of the
guided modes in glass due to the leak into the elastomer.
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suring 160 by 60 mm that was compressively loaded against
a glass plate, measuring 3.933003600 mm. The elastomer
block was loaded through a thick~60-mm! aluminum block.
This acted as an effectively rigid block, and so the load was
applied evenly across the top surface of the elastomer. The
glass plate was supported by a 40-mm-thick block of rigid
foam. This foam was very porous and had a very low acous-
tic impedance, and so simulated air backing of the glass
plate.

The transmission coefficient was then calculated by di-
viding the spectra of the transmitted pulse by a reference
measurement taken when no elastomer was present. In this
way measured transmission coefficient reductions are due ei-
ther to the leakage of energy into the surrounding media or to
reflections back from the edges of the elastomer.

Based on thekL andkT sensitivity study results,9 mea-
surement positions were chosen centered on 120 kHz forS0

and 300 kHz forA0 @Fig. 2~a!#. The results of the best esti-
mation ofkL andkT are shown in Table I.

IV. SEMIANALYTIC COMPUTATION OF DISPERSION
CURVES WITH WEAK INTERFACES

The elastic properties of the glass plate and the vis-
coelastic properties of the elastomer are given in Table II.
From these properties, the complex dispersion curves of the
glass plate connected to a semi-infinite elastomer half-space
can be computed for the two lower order modesA0 andS0 ,
with a semianalytic model based on the global transfer ma-
trix method10 or the stiffness matrix method.11 Here, it is
computed with the surface impedance matrices method.12 It
was found that the phase velocities of these two modes are
not sensitive to the interface thickness,h, as long as this is
smaller than 1 mm. The attenuation was found not sensitive
to this thickness below a threshold of aroundh50.2 mm.
Figure 2~b! shows significant differences of the attenuation
when the computations are made with a thickness (h
51 mm) greater than this threshold. This is an easy and
quick test to estimate the upper limit of the thickness inter-
face for satisfying the condition given at Eq.~7!. In Fig. 2,
the values ofkL and kT are the largest used in this work.
Then, for any other values, the approximation will be even
better.

For this computation, the layer thickness was set toh
510mm, which imposes the values ofC1150.043 GPa and
C6650.033 GPa.C12 andC22 were set to zero. If we as-

sume that the interface material is isotropic, the values of
C22 andC12 should be, respectively, 0.043 and20.023 GPa
and lead to a negative Young’s modulus. These values indi-
cate that the interface is not really composed of a ‘‘classical’’
material, and the term ‘‘fictitious’’ is quite appropriate. The
same computation with various combinations ofC12 and
C22 values leads to the same dispersion curves, showing that
they have no influence as soon as the thickness is small
enough. In the case of a real layer made of glue, for instance,
we should use values representative of the material proper-
ties.

V. FINITE ELEMENT SIMULATION

A. Wave propagation in viscoelastic materials

The propagation of plane waves in a plate made of an
orthotropic viscoelastic material of densityr is considered,
when the plane of propagation is a plane of symmetry, where
directions 1 and 2~Fig. 3! represent the axes of symmetry.
With the plane strain conditions («135«235«3350), the
two-dimensional general equation is written as follows in the
frequency domain:

C11u1,111C66u1,221~C121C66!u2,1252rv2u1 ,
~8!

C22u2,221C66u2,111~C211C66!u1,1252rv2u2 ,

whereU5$u1 ,u2% is the Fourier transform of the displace-
ment vector. One and 2 define the plane of propagation with
1 normal to the plate and 2 the direction of propagation. The
above differential equations must be written in the following
FEMLAB form:6

¹•~c¹u!2au50, ~9!

wherec is a 232 matrix composed of four submatrices, such
that

c115S C11 0

0 C66
D , c125S 0 C12

C66 0 D ,

c215S 0 C66

C12 0 D , c225S C66 0

0 C22
D , ~10!

anda is a 232 matrix given by

a5S 2rv2 0

0 2rv2D . ~11!

TABLE I. Variation of interface stiffnesses~from Ref. 9!.

Pressure~MPa! 0.00 0.01 0.03 0.05 0.10 0.16 0.21 0.26 0.31 .36 0.42

kL (GPa/mm) 0 1.10 1.75 2.28 2.80 3.15 3.50 3.80 4.00 4.10 4.30
kT (GPa/mm) 0 0.19 0.29 0.39 0.65 0.90 1.00 1.15 1.50 2.00 3.30

TABLE II. Properties of the materials.

Material Thickness~mm! Density ~g/cm3! C11 (GPa) C66 (GPa) C22 (GPa) C12 (GPa)

Glass 3.9 2.5 85 30 85 25
Elastomer ` 1.25 4.81I 0.4 0.41I 0.04 4.81I 0.4 4.01I 0.32
Interface layer h 0 kL* h kT* h 0 0
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In the Fourier domain, the complex viscoelastic proper-
ties of the elastomer given in Table II are easily introduced as
well as fictitious complex viscoelastic properties of both
ends of the glass plate to realize absorbers.

For simulating the propagation of waves in an un-
bounded domain, ‘‘perfectly matched layers’’ are commonly
used.13 Another solution is to add a zone to the studied zone,
in which the real parts of theCi j are the same and their
imaginary parts are progressively enlarged.14 Unfortunately,
this solution increases the number of elements at the bound-
ary between the studied zone and the absorber. Here, the
solution is even simpler since no external zone is added; the
material by itself is made absorbing at its extremities. The
imaginary parts of the moduli in the glass plate, the length of
which is comprised between2La and L, are given by the
equations

0.x2,L2La Ci j9 50,

x2,0 Ci j9 5AS 2x2

La D 3

Ci j8 , ~12!

x2.L2La Ci j9 5AS x22~L2La!

La D 3

Ci j8 .

The length of the absorberLa and the factorA can be ad-
justed to minimize the reflections at the edges of the plate.

B. Displacement discontinuities for simulating a weak
interface

The FE software permits inclusion of various physics
models for connecting them together in a ‘‘multiphysics’’
mode.6 Here, two identical wave propagation models are ap-
plied, one to the polymer region with displacementsu1

1, u2
1

and the other to the glass plate with displacementsu1
2, u2

2

~Fig. 3!. The connection is done by the following boundary
conditions at the interface:

Fs1
1

s6
1G5FkL~u1

22u1
1!

kT~u2
22u2

1!G ~domain 1! and

Fs1
2

s6
2G5FkL~u1

12u1
2!

kT~u2
12u2

2!G ~domain 2!. ~13!

In the case of a fluid–solid interface,kT is null as well as
the shear stress.

C. Simulation of the A 0 and S0 emissions

For the experimental generation detection ofA0 at 300
kHz, air-coupled capacitive transducers were used~Fig. 1!.
In the FE method, the action of the transmitter is simulated

by locally imposing a stress corresponding to that applied by
the transducer inclined at 8 deg., with respect to the normal
of the plate.

As S0 is made up of mostly in-plane displacement, a
piezoelectric contact transducer~active element size was 100
mm long by 40 mm wide! was placed against the edge of the
plate~Fig. 1!. In the FE method, this is simply simulated by
imposing a uniform displacement normal to an edge of the
plate.

D. Results for A 0 mode simulation

Figures 4 and 5 present some results of theA0 mode
simulation, with values of the interface stiffnesseskL54.3
andkT53.3 GPa/mm. The two domains, glass plate and elas-
tomer, are represented by 19 776 triangular elements corre-
sponding to 82 516 degrees of freedom. The computation
time is 13 s with a Macintosh~G5 biprocessor 2 MHz!. The
snapshots clearly show the discontinuity in the displacements
u1

1 and u1
2 normal to the plate and the continuity of the

stressess1
1 and s1

2. The attenuation in the elastomer is not
enough to suppress the diffraction features in the corner at
x25210 mm. Figure 4 shows the real parts of the fields and
that the main wavefronts in the elastomer are oriented at
around 49 deg. from the direction 1, normal to the interface.
According to Snell’s laws, the elastomer longitudinal bulk
wave velocity~1.96 mm/mS! and the velocity of the modeA0

in the glass plate~2.61 mm/mS!, this angle corresponds to
the longitudinal bulk mode generation in the elastomer. An-
other array of small wavefronts can be seen with an angle of
12.6 deg. corresponding to the shear bulk wave velocity
~0.57 mm/mS!.

The boundary equations~13! are now replaced by a thin
layer made of fictitious material, as described in Sec. II. The

FIG. 3. Meshing around the weak interface between the glass plate and the
polymer.

FIG. 4. Snapshots of the real part of~a! the normal displacements~direction
1! u1

1 andu1
2 and~b! the stress fieldss1

1 ands1
2, for A0-300-kHz mode and

kL54.3, kT53.3 GPa/mm.
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thickness of this layer is chosen equal to 0.2 mm, as this
limit value was defined in Sec. IV. This geometry, and also
data given in Table II, were used for FE simulation. This
relatively large thickness does not lead to an excessive num-
ber of elements: 19 514 and 80 294 degrees of freedom. For
this particular example, the computation time was similar for
both methods.

Figure 5 presents the comparison between the displace-
ments computed with the semianalytic and FE methods, plot-
ted versus the through-thickness position. In Fig. 5~a!, the
interface layer thickness is fixed at 200mm both for the
semianalytic model and the FE thin layer method. In Fig.
5~b!, the interface layer thickness considered in the semiana-
lytic model is made equal to the size of the elements meshing
the boundary, i.e., 30mm. The zooms show that the three

methods give the same displacement discontinuity and agree
very well.

The amplitude in the elastomer is decreasing from the
interface due to the viscoelastic attenuation and presents
some oscillations. This is not due to reflections from the
elastomer borders, since the semianalytic computation simu-
lates a semi-infinite elastomer and also presents the same
oscillations. This is due to interactions with the shear bulk
mode that is also generated. Using the semianalytic model, if
the value of the imaginary part of the elastomer Coulomb
modulus (C66) is progressively increased, these oscillations
disappear.

E. Transmission coefficients

The displacement fields at the surface of the glass plate
for A0 andS0 modes are shown in Fig. 6, where the various
zones can be seen. For theA0-300-kHz mode@Fig. 6~a!#, the
absorption zones are250,x2,0 andx2.350 mm, the ex-
citation zone is 0,x2,50 mm, and the leakage-in-elastomer
zone is 150,x2,210 mm. For theS0-120-kHz mode@Fig.
6~b!#, the left absorption zone is suppressed since the exci-
tation is made by imposing a unit amplitude displacement at
the left edge and the lengthLa of the right-hand-side ab-
sorber is increased to optimize the efficiency at this lower
frequency. In both cases, the transmission coefficients are
easily defined by the ratio of the amplitudes after and before
the leakage zone.

Finally, Fig. 7 shows the comparison between the trans-
mission coefficients ofA0 and S0 modes measured experi-
mentally and computed with the FE methods in the range of
interface stiffness values~Table I!. The small differences can
be attributed to the measurement errors or to the estimation
errors of stiffness values or to the limitation of the 2D simu-
lation. In any case, they are very small.

FIG. 5. Modulus of the amplitude of through-thickness displacement field at
positionx25170 mm. Comparison between semianalytic and FE computa-
tionskL54.3,kT53.3 GPa/mm.~a! Thin layer method;~b! Boundary equa-
tions method.

FIG. 6. Real part of the displacement at the surface of the glass plate.~a!
Out-of-plane displacements of modeA0-300 kHz; ~b! In-plane displace-
ments of modeS0-120 kHz.
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VI. CONCLUDING REMARKS

Two FE methods has been successfully used for simu-
lating the propagation of guided modes in a glass plate and
their attenuation by a viscoelastic elastomer block loaded
against the plate. They were tested for taking into account
the variable interface stiffness between a glass plate and a
rough elastomer block.

The thin layer method can be used for modeling the
perfect/weak interface if the layer thickness is smaller than a
threshold that depends on the wavelengths of the modes
propagating in the surrounding media.

The boundary equations method, introducing displace-
ment discontinuities between two domains, gives similar re-
sults. Moreover, this method does not require adjusting a

parameter like the layer thickness in the previous method,
and it is more valuable since it can be used for simulating
boundary conditions between a fluid and a solid.

These two methods have been used for simulating a spe-
cific application with the motivation of experimental verifi-
cations. However, they could be applied to any situation in-
volving weak interfaces and bulk or guided modes
propagation testing.
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Polyurethane~PU! and other plastic foams are widely used as passive acoustic absorbers. For
optimal design, it is often necessary to know the viscoelastic properties of these materials in the
frequency range relevant to their application. A nonresonance technique~dynamic stiffness! based
on a forced vibrations procedure is used to investigate the frequency dependent complex shear
modulus of a PU foam. This modulus is first measured, in a quasistatic configuration, in the
frequency range~0.016–16 Hz! at different temperatures between 0 and 20 °C. It is afterwards
predicted over a wide frequency range~0.01–3000 Hz! using the frequency-temperature
superposition principle. The validation of this principle is discussed through quasistatic experiments.
Under the assumption that Poisson’s ratio of polymeric foams is real and frequency independent on
the frequency range used, the frequency dependence of the complex shear modulus obtained is used
to predict the complex stiffness of the acoustic foam on a wide frequency range. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1857527#

PACS numbers: 43.35.Mr, 43.50.Gf@YHM # Pages: 1114–1121

I. INTRODUCTION

In the last few years, porous materials such as polyure-
thane~PU! foams have been widely used for passive sound
absorption and noise control in automotive and aircraft ap-
plications. At low frequencies, the porous medium is charac-
terized by geometrical parameters such as porosity, flow re-
sistivity, tortuosity ~Allard, 1993! and by the mechanical
parameters of the frame. When the skeleton is set in motion,
the dynamic behavior is described by Biot’s theory~Biot,
1956! where the viscoelastic properties of the solid phase are
involved in a wide frequency range.

Several techniques exist for the experimental determina-
tion of frequency dependent moduli of viscoelastic solids
~Corsaro and Sperling, 1990, Oyadiji and Tomlimson, 1985!.
These techniques can be broadly classified as resonant and
nonresonant and consist generally in measurements on a nar-
row frequency range associated with measurements at differ-
ent temperatures. The complex moduli are built on a large
frequency range using the frequency-temperature equiva-
lence properties of polymeric viscoelastic materials. The
choice of the appropriate experimental technique is usually
governed by the geometry and loss factor of the material, and
by the frequency range of interest.

To characterize the viscoelastic properties of PU acous-
tic foams, only a few experimental techniques are available
in the literature and they consist of nonresonant techniques
~Mariez et al., 1996, Sahraouiet al., 2001, Panneton and
Langlois, 2001!, standing wave resonance of a longitudinally
excited rod with end mass~Pritz, 1994, Sfaoui, 1995! or

mass-spring resonance~Pritz, 1990!. They all perform mea-
surements on a narrow frequency range. An extension of
those measurements on a wide frequency range has been
made by theoretical modelization of the viscoelastic behavior
of foams~Pritz, 1996!. When the tests are not performed in
vacuum, the dynamic stiffness does not only depend on the
mechanical properties of the skeleton but also on the satured
fluid and on the coupling effects~Pritz, 1990!. The influence
of these last phenomena will grow with increasing flow re-
sistivity and frequency. A torsion test is then suitable for
neglecting the elastic and viscous forces as it ensures a con-
stant volume of material.

The objective of this paper is to determine the complex
shear modulus of a PU foam over the wide frequency range
0.01–3000 Hz needed for acoustic applications. We show
that the frequency dependence of the complex shear modulus
can be useful for further mechanical characterization. Such a
frequency range at a given temperature results from shifting
data measured on a much narrower frequency range but at
various temperatures. The results are compared with data
directly obtained with dynamical methods at low frequen-
cies. Therefore, two experimental systems will be used for
the characterization and two others for the validation.

In the first stage, the complex shear modulus of a PU
foam usually used in sound absorbing applications is built
experimentally over a large frequency range~0.01–3000
Hz!. To do so, the sample is tested in torsion by means of a
standard torsional rheometer~system 1!, at low frequency
~less than 16 Hz!, at different temperatures~from 0 to 20 °C!.
The frequency–temperature superposition principle is used
to compute the complex shear modulus at a reference tem-
perature~20 °C! over a broader frequency range. A partial

a!Present address: PSA Peugeot Citroen, route de Gisy, 78943 Ve´lizy-
villacoublay Cedex, France.

b!Electronic mail: sohbi.sahraoui@univ-lemans.fr
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experimental validation is proposed by the use of quasistatic
shear measurements~system 2! of the same material on the
frequency range 1–100 Hz.

In the second stage, we show that the frequency depen-
dence of the complex shear modulus can be useful for further
mechanical characterization. While on theoretical grounds
Poisson’s ratio of viscoelastic materials could be complex
and frequency dependent, we assume here that it is real and
frequency independent. This assumption has been validated
for foams either theoretically~Warren and Kraynik, 1988! or
experimentally on the frequency range 1–100 Hz~Mariez
et al., 1996!. Under this assumption, all foam’s mechanical
moduli present the same frequency dependence. As an appli-
cation, we will deduce the stiffness of a foam sample on a
wide frequency range~0.01–3000 Hz! from a quasistatic test
~system 3! and the frequency dependence of the shear modu-
lus determined previously. The method is validated at inter-
mediate frequencies by means of transmissibility measure-
ments of the mass-loaded sample~system 4!.

II. THEORY

The frequency–temperature superposition principle,
based on the reduced variables method, is useful for the
study of the viscoelastic properties of polymeric materials.
Indeed, the construction of master curves at a given tempera-
ture resulting from tests performed at other temperatures al-
lows us to extend the range of the reduced frequency to a
range that remains inaccessible to conventional dynamic rhe-
ometers~Ferry, 1961!. A brief description of the principles of
this method is given in the following and the response of
material to dynamic mechanical solicitations is recalled.

A. Linear dynamic rheometry

If a material undergoes a sinusoidal strain of amplitude
g0 at angular frequencyv:

g5g0 sin~vt !, ~1!

its response, in terms of stress, is also sinusoidal at the same
frequency but phase shifted:

s5s0 sin~vt1d!, ~2!

wheres0 is the amplitude of the stress, andd is the phase
angle. Asymptotic values 0 andp/2 of d correspond, respec-
tively, to the elastic solid and to the Newtonian fluid. For
intermediate values, the material is said to be viscoelastic.
Employing complex notations, the relationship between
stress and strain is given through the complex modulus
G* (v):

s* 5G* ~v!g* ~3!

with

G* ~v!5G8~v!1 jG9~v! ~4!

whereG8(v) andG9(v) are, respectively, the so-called stor-
age and loss moduli. At a given temperature, these moduli
are only frequency dependent and are directly related to the
amplitudes0 and to the phase angled by

G8~v!5
s0

g0
cos~d!, ~5!

G9~v!5
s0

g0
sin~d!. ~6!

The damping factor or loss angle can be calculated as

h5tand5G9~v!/G8~v!. ~7!

To interpret the results in terms of molecular or struc-
tural parameters, the measurements must be done in the vis-
coelastic linear domain~Ferry, 1961!. In this case, the re-
sponse of the material remains independent of the
solicitation amplitude.

TABLE I. Acoustical parameters of the tested PU foam.

Porosityf
Flow resistivitys

~N m24 s! Tortuositya`

Viscous lengthL
~mm!

Thermal lengthL8
~mm!

Densityr
~kg m23!

0.97 5500 1.2 220 490 28.1

FIG. 1. Frequency–temperature super-
position principle (T2.T0.T1).

1115J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Etchessahar et al.: Elastic properties of acoustic foams



B. The frequency–temperature superposition

This method consists in translating horizontally and ver-
tically the curves ofG8(v) and G9(v) versus frequency,
obtained on a reduced frequency range~typically between
0.016 and 16 Hz! at different temperatures, in order to su-
perimpose them at a given temperatureT0 ~Fig. 1!. It is then
equivalent to increase temperature or to reduce frequency
and to decrease temperature or to increase frequency. This
equivalence between frequency and temperature, relating the
concept of reduced variables, results analytically in the fol-
lowing:

G8~Ti ,v!5
r0T0

r iTi
G8~T0 ,aTi /T0

v!

5bTi /T0
G8~T0 ,aTi /T0

v!, ~8!

G9~Ti ,v!5
r0T0

r iTi
G9~T0 ,aTi /T0

v!

5bTi /T0
G9~T0 ,aTi /T0

v!, ~9!

whereaTi /T0
andbTi /T0

represent, respectively, the horizon-
tal and the vertical shifts. All temperaturesT are in degrees

kelvin. OftenbTi /T0
remains close to 1 because of the weak

variation of the densityr. The horizontal shift factoraTi /T0
is

equal to the ratio of relaxation times at temperaturesTi and
T0 . It is thus a sensitive measurement of the temperature
dependence of relaxation times. The horizontal shift factors
are determined experimentally. The curve at temperatureTi

of one modulus~for example, the elastic modulus! is shifted
horizontally as long as it perfectly superimposes with the
corresponding curve at temperatureT0 . The aTi /T0

factor
found is then used to shift all curves at temperatureTi of
other moduli. When such a technique is used, curves at tem-
peraturesTi andT0 must have a significant overlap in order
to well determine theaTi /T0

. The shifting factors can follow
different theoretical expressions depending on the tempera-
ture range used. In a large variety of polymeric systems, the
WLF equation is frequently used. The frequency dependence
of the shift factor is written as~Williams et al., 1955!

logaT/T0
5

2C1
0~T2T0!

C2
01T2T0

, ~10!

where the viscoelastic coefficientsC1
0 and C2

0 depend both
on the material and on the temperatureT0 . The WLF equa-
tion is usually valid in the rangeTg,T,Tg1100 °C where
Tg is the glass transition temperature. In a higher range of
temperature, the temperature dependence of theaTi /T0

shift
factors can follow other types of laws~Ferry, 1961! like the
Arrhenius equation:

FIG. 2. Nonresonant experimental setup for dynamic torsional measure-
ments~system 1!. ~1! Torsional excitator;~2! supporting frame;~3! angular
displacement transducer;~4! supporting plate;~5! foam samples;~6! climatic
environmental chamber;~7! force rebalanced torque transducer.

FIG. 3. Experimental setup for quasistatic shearing measurements~system
2!. ~1! Electrodynamic shaker;~2! supporting frame;~3! driving plates;~4!
inductive displacement sensor;~5! foam samples;~6! middle plate;~7! pi-
ezoelectric force transducer.

FIG. 4. Experimental setup for quasistatic compression measurements~sys-
tem 3!. ~1! Electrodynamic shaker;~2! supporting frame~3! driving plate;
~4! base accelerometer;~5! foam sample;~6! piezoelectric force transducer.

FIG. 5. Experimental setup for dynamic resonant measurements~system 4!.
~1! Electrodynamic shaker;~2! driving plate; ~3! base accelerometer;~4!
foam sample;~5! light aluminum plate;~6! top accelerometer.
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logaT/T0
5

2E

2.3RT
, ~11!

whereE is the activation energy,R is the gas constant, andT
the absolute temperature. Because these specific coefficients
proper to the studied material~namelyC1

0 andC2
0 or E! are

often not known, the experimental determination is generally
preferred.

III. MATERIAL PROPERTIES AND EXPERIMENTAL
ARRANGEMENT

The acoustical properties of the tested foam sample are
shown in Table I. The experimental setup can be divided into
two parts: shear~systems 1 and 2! and compression~systems
3 and 4! set-ups.

A. Shear test

The experimental determination procedure is based on
dynamic measurements of the shear modulus at different
temperatures combined with data reduction using

frequency–temperature superposition as described earlier. A
nonresonant torsional experimental technique has been cho-
sen as it ensures an excellent frequency resolution~Ferry,
1961!. The frequency range of test is below the first resonant
frequency of the sample.

1. Dynamic rheometer

Experimental measurements are performed with a Rheo-
metrics RDAII apparatus. The experimental configuration
employed is shown in Fig. 2. In order to avoid any slip, the
cylindrical sample of foam of 50 mm diameter and 10 mm
thickness is glued between two parallel plates via a two sided
adhesive tape. One end of the sample is connected via a rigid
fixture to a torque transducer while the other end is harmoni-
cally excited in torsion with a constant angular frequency.
The stresss0 and the shear straing0 , calculated from mea-
surements of the output torque and the applied angular dis-
placement, are used through Eqs.~5! and~6! to calculate the
real and imaginary parts,G8 and G9, respectively, of the

FIG. 6. Shear modulus at frequency
f 516 Hz and temperatureT520 °C.

FIG. 7. Real and imaginary parts of
shear modulus at temperatures 0, 5,
10, 15, and 20 °C.
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complex shear modulus. Measurements are performed be-
tween 0.016 and 16 Hz in a temperature controlled environ-
ment.

2. Quasistatic experimental configuration

The experimental configuration is shown in Fig. 3. Two
samples of foam of the same geometry~thickness e
510 mm and diameterL550 mm) are sandwiched between
three parallel plates. The two external plates are firmly at-
tached to each other and harmonically translated by an elec-
trodynamic shaker using a 1–100 Hz sweep-sine. An induc-
tive displacement sensor is used to measure the displacement
uL of the driving plates. This displacement is kept constant
on all the frequency range. A piezoelectric force transducer
placed between the top of the middle plate and the support-
ing frame is used to measure the transmitted forceF* (v). A
FFT analyzer computes the following mechanical imped-
ance:

H* ~v!5
F* ~v!

uL
. ~12!

Under the assumption that the thicknesse of the sample is
small compared to the other dimensions of the sample, the
complex shear modulusG* (v) is given by

G* ~v!5
H* ~v!e

2S
, ~13!

whereS is the area of the sample in contact with the middle
plate.

B. Compression test

1. Quasistatic compression setup

The experimental setup~Fig. 4! is based on the setup
described for quasistatic shear tests. The measurement
method is described in Sahraouiet al. ~2001!.

2. Dynamic resonant setup

The experimental setup is shown in Fig. 5. The cylindri-
cal foam sample is placed between the driving plate of an
electrodynamic shaker and a light aluminum plate. Two load-
ing masses~mass of the plate1mass of the accelerometer! of
6.4 and 16.3 g were used. The two accelerometers used to
measure the input and the aluminum plate accelerations are
connected to a FFT analyzer which computes the frequency
response~transmissibility! of the mass loaded foam. The
resonant system is excited by a 100–1000 Hz swept sine.

IV. RESULTS AND DISCUSSION

A. Dynamic complex shear moduli master curve

The sample was excited in torsion~with system 1! by a
swept sine in the frequency range 0.016–16 Hz at 0.1% of
dynamic strain in order to remain in the linear viscoelastic
range, where the moduli are independent of the shear ampli-
tude ~Fig. 6!.

The real G8 and imaginaryG9 parts of the complex
shear modulus are presented in Fig. 7 for temperatures 0, 5,
10, 15, and 20 °C. Dependence on both frequency and tem-
perature can be observed. An increase ofG8 and G9 with
decreasing temperature as well as a power law dependence
with frequency can be noticed. From these curves, a master

FIG. 8. Real and imaginary parts of
reduced shear modulus at temperature
T0520 °C over more than 5 decades.

FIG. 9. Fit of the experimenatl values
of aT vs temperature by the WLF
equation with coefficients C1

0

511.557 andC2
05111.4 °C.
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curve covering several decades of frequency at a single tem-
perature is obtained using the experimental shifting proce-
dure described Sec. II B.

The master curve is built at a reference temperature of
20 °C ~Fig. 8! keeping in mind the fact that comparison with
other experimental data obtained at room temperature will be
considered. One can note that in the investigated temperature
and frequency ranges, the frequency–temperature superposi-
tion is well adapted to the material. The master curve shows
an extension of the frequency range~up to 3000 Hz! which
cannot be reached with the existing apparatus. Here, factors
bT/T0

were about 1 since the five tested temperatures were
very close from one another.

From the horizontal shift factorsaT/T0
, the viscoelastic

coefficientsC1
0 andC2

0 were calculated by means of a fit with
the WLF equation~Fig. 9!. With these viscoelastic coeffi-
cients, master curves ofG8 andG9 can now be predicted at
other temperatures in the range 0–20 °C. It is important to
point out that WLF coefficients may vary from one polymer
to another so that coefficients corresponding to a different
polymer can lead to large errors in the extrapolated values.

B. Frequency–temperature superposition principle
validation

This section presents a partial validation of the experi-
mental complex shear modulus obtained by means of the
method of reduced variables. The complex shear modulus is
measured on a new quasistatic apparatus which covers the
frequency range 0.1–100 Hz. These results are compared to
those obtained in Sec. IV A. Experiments were made at tem-
peratureT0520 °C and 0.08% of dynamic strain on similar
samples from the same material. Figure 10 compares the

complex shear moduli obtained by the two methods. We can
notice on one hand that the two imaginary parts do exactly
superimpose to one another, and on the other hand that even
though the amplitudes of the two real parts are slightly dif-
ferent, they have the same frequency dependence. This last
point might be enough to conclude that the frequency–
temperature superposition principle is valid for foams since
frequency dependence is an intrinsic property of a solid. The
differences between the two measurements may result from
the distinctive excitations used for the two methods: the first
one is in torsion while the second one is in translation, and
we already know that foams are mechanically anisotrops.
Furthermore, foams are sensitive to external parameters such
as the applied static load~Rodriguez-Pe´rez and Saja, 2000!,
which was not adjustable in this last experiment.

C. Application: Determination of the stiffness in
compression test

According to Sahraouiet al. ~2001! and Pritz~1994!, the
experimental determination of the complex compression
stiffness is a key step in the calculation of the Young’s modu-
lus of foams. This experimental determination becomes dif-
ficult due to dynamic or coupling effects between the skel-
eton and the saturing fluid~Dauchez et al., 2002!. The
coupling effects have a greater influence with higher flow
resistivity and frequency. In the following we propose to
determine experimentally the stiffness of the studied sample
on a wide frequency range~0.01–3000 Hz! using the fre-
quency dependence function of the complex shear modulus
and a measured quasistatic value of this stiffness. The quasi-

FIG. 10. Real and imaginary parts of
the shear modulus at 20 °C: compari-
son between results found with the
method of reduced variables and qua-
sistatic shear measurements~system
2!.

FIG. 11. Real and imaginary parts of
predicted complex stiffness at 20 °C.
The squares represents the measured
quasistatic values at 10 Hz.
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static stiffness is measured with a classical compression test
system and the measured quantity will be further called
‘‘complex compression stiffness.’’

1. Determination of stiffness in compression from
complex shear modulus

The complex compression stiffnessK* (v) depends on
the geometry of the sample, on the boundary conditions, and
on two elastic constants of the material. The complex com-
pression stiffness is a function ofG* (v), n* ~v!, geometry,
and boundary conditions. Under the assumption that Pois-
son’s ratio of polymeric foams is real and frequency inde-
pendent on the frequency range used, the dynamic stiffness
has the same frequency dependence as the shear modulus. A
simple linear relation between the complex compression
stiffness and the complex shear~or Young moduli! can then
be written:

K* ~v!5bG* ~v!, ~14!

where b is a real parameter depending on Poisson’s ratio,
geometry, and boundary conditions but not on frequency.

Writing these complex quantities as the sum of their real and
imaginary parts, Eq.~14! takes the following form:

logK8~v!5 logG8~v!1 logb, ~15!

logK9~v!5 logG9~v!1 logb. ~16!

These last equations show that, on a logarithm scale, one can
deduce the complex compression stiffness from the complex
shear moduli by shifting the real and imaginary parts by
logb. Here, the complex compression stiffness is predicted
over a large range of frequency~0.1–3000 Hz! ~Fig. 11!
using the frequency dependence function of the shear modu-
lus computed previously and a quasistatic value of the com-
plex compression stiffness. The complex compression stiff-
ness has been measured at 10 Hz using the apparatus
described in Sahraouiet al. ~2001!: the PU foam sample~di-
ameter: 50 mm, thickness: 10 mm! is tested in compression
at low strain rate and the complex stiffness is deduced from
measurements of the imposed displacement and of the trans-
mitted force. The shift factor has been calculated as follows:

logb5 logK108 2 logG108 , ~17!

FIG. 12. Experimental frequency re-
sponse of the mass loaded foam
sample on the frequency range 100–
1000 Hz. On the top picture, left
curve: m516.3 g, right curve: m
56.4 g.

FIG. 13. Real and imaginary parts of
predicted complex stiffness at 20 °C.
The circles symbolize the measured
values at 302 and 568 Hz by the reso-
nant method~system 4!.
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whereK108 andG108 are the measured quasistatic compression
stiffness and the shear modulus at 10 Hz.

2. Dynamic stiffness measurement

The objective of the following is to compare the com-
plex stiffness obtained from a measurement of the frequency
response of a mass-loaded sample to the one predicted in
Sec. IV C 1. The low flow resistivity of the sample~see Table
I! leads us to neglect the effects of the air on the response of
the system~Dauchezet al., 2002!. In addition, since the mass
of the sample is much lower than the total loading mass
~mass of the plate1mass of the accelerometer1mass of the
sample/2! the system is at first considered as an ideal one-
degree-of-freedom system with pure masslike and stiffness-
like parameters. The natural frequency of the systemf 0 , de-
fined as the frequency for which the amplitude of the loading
mass is maximum, and its transmissibilityT are hence given
by the following classical relations~Snowdon, 1968!:

f 05
1

2p
AK

m
, T5

~11h2!1/2

~@12V2#21h2!1/2
, ~18!

where the damping factorh is defined by Eq.~7! and V
represents the frequency ratiof / f 0 . Figure 12 presents the
two experimental transmissibilities and phase differences of
the system for the two masses.

The two resonant frequencies are found near 302 and
568 Hz for transmissibility values of 4.22 and 5.53, respec-
tively. The real and imaginary parts of the complex stiffness,
calculated with Eqs.~18! and ~7!, are reported in Fig. 13. A
good agreement is found on the real parts while the calcu-
lated imaginary parts are overestimated. Such results have
already been observed by Pritz~1990! and can be caused by
viscous dissipation due to interaction between the air and the
skeleton.

V. SUMMARY AND CONCLUSIONS

The method proposed in this paper gives a new approach
of the experimental characterization of the viscoelastic con-
stants of polymeric foams on a large frequency range. In this
paper we showed that the frequency–temperature superposi-
tion principle, usually used in the characterization of me-
chanical properties of bulk materials, can be applied to poly-
meric foams. The complex shear modulus computed on a
large frequency range by means of the frequency–
temperature superposition principle has been validated by
quasistatic shear measurements on the frequency range of
1–100 Hz. In addition, we showed that, in the particular case
of open-cell foams, the complex compression stiffness can
be deduced from the frequency dependence function of a

mechanical modulus and a simple quasistatic measurement.
This application has been performed under the assumption
that Poisson’s ratio is real and frequency independent of the
frequency range relevant to the application.

Furthermore, this method avoids difficulties associated
with the difficulties of the mechanical characterization of po-
rous sound absorbing materials. Indeed, all measurements
being performed at low frequencies, neither coupling effects
between the skeleton and the saturated fluid leading to com-
plex inversion, nor difficulties due to dynamic effects occur
using this technique.

ACKNOWLEDGMENTS

The authors would like to thank V. Gareton, L. Jaouen,
and B. Brouard for all the fructuous discussions and stimu-
lating comments during this work.

Allard, J. ~1993!. Propagation of Sound in Porous Media: Modeling Sound
Absorbing Materials~Chapman et Hall, Londres!.

Biot, M. ~1956!. ‘‘The theory of propagation of elastic waves in a fluid-
satured porous solid. i. Low frequency range. ii. Higher frequency range,’’
J. Acoust. Soc. Am.28, 168–191.

Corsaro, R., and Sperling, L.~1990!. Sound and Vibration Damping with
Polymers~American Chemical Society!.

Dauchez, N., Etchessahar, M., and Sahraoui, S.~2002!. ‘‘On measurements
of mechanical properties of sound absorbing materials,’’ in Second Biot
Conference on Poromechanics, Grenoble, France.

Ferry, J.~1961!. Viscoelastic Properties of Polymers~Wiley, New York!.
Mariez, E., Sahraoui, S., and Allard, J.~1996!. ‘‘Elastic constants of poly-

urethane foam’s skeleton for biot model,’’ in Internoise 96, Liverpool,
Great Britain, pp. 951–954.

Oyadiji, S., and Tomlimson, G.~1985!. ‘‘Determination of the complex
moduli of viscoelastic structural elements by resonance and non-resonance
techniques,’’ J. Sound Vib.101, 277–298.

Panneton, R., and Langlois, C.~2001!. ‘‘Polynomial relation for the me-
chanical characterization of poroelastic materials,’’ in ICA 01, Roma,
Italie.

Pritz, T. ~1990!. ‘‘Non-linearity of frame dynamic characteristics of mineral
and glass wool materials,’’ J. Sound Vib.136, 263–274.

Pritz, T.~1994!. ‘‘Dynamic young’s modulus and loss factor of plastic foams
for impact sound isolation,’’ J. Sound Vib.178, 315–322.

Pritz, T. ~1996!. ‘‘Analysis of four-parameter fractional derivate model of
real solid materials,’’ J. Sound Vib.195, 103–115.

Rodriguez-Pe´rez, M., and Saja, J. D.~2000!. ‘‘Dynamic mechanical analysis
applied to the characterisation of closed cell polyolefin foams,’’ Polym.
Test.19, 831–848.

Sahraoui, S., Mariez, E., and Etchessahar, M.~2001!. ‘‘Mechanical testing
of polymeric foams at low frequency,’’ Polym. Test.20, 93–96.

Sfaoui, A. ~1995!. ‘‘On the viscoelasticity of the polyurethane foam,’’ J.
Acoust. Soc. Am.97, 1046–1052.

Snowdon, J.~1968!. Vibration and Shock in Damped Mechanical Systems
~Wiley, New York!.

Warren, W., and Kraynik, A.~1988!. ‘‘The linear elastic properties of open-
cell foams,’’ J. Appl. Mech.55, 341–346.

Williams, M., Landel, R., and Ferry, J.~1955!. ‘‘The temperature depen-
dence of relaxation mechanisms in amorphous polymers and other glass-
forming liquids,’’ J. Am. Chem. Soc.77, 3701–3707.

1121J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Etchessahar et al.: Elastic properties of acoustic foams



Use of a curved reflector to amplify ultrasonic standing waves
in an air-filled channel
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The application of a slightly curved reflector to increase the amplitude of an ultrasonic standing
wave in a semi-infinite rectangular channel was explored. Air was assumed to be the acoustic
medium in the channel. Excitation of the standing wave was assumed to be provided by a square
transducer flush-mounted to one wall of the channel. A slight curvature was placed in the reflecting
wall of the channel. A finite element analysis was used to predict the amplitude of the standing wave
that would be excited in the channel. A perfectly matched layer was used to model the semi-infinite
channel geometry. At frequencies near 50 kHz, for sourceka ranging from 6.6 to 26.6, and channel
depths necessary to excite standing waves at one-half and one wavelength resonance, the
computations predicted that an increase in acoustic pressure amplitude from 2 to 11 dB could be
achieved with a reflector whose depth of curvature was 16% of the channel depth. Much of this
increase could be obtained with curvatures of smaller depth. Experiments with a channel and
reflector of representative geometry gave a measured increase in acoustic pressure amplitude of 4.86
dB. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1858171#

PACS numbers: 43.35.Zc, 43.20.Ks@YHB# Pages: 1122–1128

I. INTRODUCTION

An emerging application for ultrasound is the use of
radiation pressure to manipulate or sort small particles sus-
pended in moving fluid, either water,1–3 or air.4–6 In this
application, the fluid flows through a channel. A resonant
acoustic standing wave is excited in the channel, propagating
perpendicular to the fluid flow direction. Forces exerted on
the particles by radiation pressure cause the particles to move
to pressure nodes of the standing wave as they are carried
along with the mean fluid flow. Of crucial importance to the
performance of such a device is the amplitude of the stand-
ing acoustic pressure field.

Acoustic pressure amplification in a flow channel is of-
ten achieved by choosing the channel depth to excite an
acoustic cavity resonance, in spite of the fact that the cavity
is not entirely closed. The pressure amplification is limited
by the absorption of the flowing medium, thermal conduction
and viscous shear at the channel boundaries, and by the loss
of acoustic energy that propagates through the channel open-
ings and does not return. For a rectangular channel with par-
allel walls, it was found that choosing a frequency high
enough to collimate the standing wave and minimize acous-
tic energy passage through the channel openings, although
not too high to cause excessive bulk-fluid and boundary ab-
sorption, could optimize the pressure amplification in a chan-
nel with parallel walls.7 We show that a significant gain in
pressure amplification can be achieved by imposing a slight
curvature, significantly less than a wavelength in depth, into
the reflecting channel wall.

Some consideration has been given in the past to the
design of reflectors used in acoustic levitation. Ideally, it is

desirable to account for acoustic energy losses due to absorp-
tion, and propagation of acoustic energy away from the
standing wave between the source and reflector. Xie and
Wei8 used a boundary element analysis to determine the
acoustic standing wave field that can be obtained by using a
curved reflector in acoustic levitation. Because their model
did not include any mechanism of absorption, their predic-
tions of pressure amplification may not be accurate in an
absolute sense. Their analyses and experiments, with air as
the working medium, considered sources and reflectors of
relative sizeka in the range 3.86,ka,7.73, a reflector ra-
dius of curvatureR in the range 0,R,5l, and source-
reflector separations extending to 3l/2, wherel is the acous-
tic wavelength. Their experiments showed that the relative
increase in pressure amplification that would be achieved by
changing from one reflector geometry to another was suffi-
ciently explained by the boundary element model. It was
apparent, for the relative sizeka ranges considered, that a
spherical reflector with a radius of curvature near one wave-
length would be optimal. Zheng and Apfel9 employed a finite
element model to predict the acoustic standing wave field
caused by an acoustic source and reflector used in levitation
experiments conducted in water. They used a perfectly
matched layer to model the propagation of acoustic waves
away from the standing wave between the source and reflec-
tor. They did not report whether their model was used to
optimize the source-reflector geometry to increase acoustic
pressure amplitude in the standing wave field.

The present application, with air as the working fluid,
requires a set of circumstances somewhat different from
many levitation applications. It is desirable to operate at a
high frequency, in excess of 50 kHz so that transduction
efficiency is improved, and particle diameter-to-wavelength
ratio is favorable for forces caused by radiation pressure. In
this frequency range,ka values for the source and reflector

a!Author to whom correspondence should be addressed; electronic mail:
anderson@uidaho.edu
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are somewhat higher than 10. Absorption in the body of the
fluid, and that caused by viscous shear and thermal conduc-
tion at the boundaries also become important relative to leak-
age of acoustic energy away from the standing field through
the channel openings. Finally, it is desirable to minimize the
distortion of the standing wave field from a collimated planar
geometry in order that fluid-flow streamlines do not become
mixed. This would imply that reflector curvature used to am-
plify the standing wave should be held as small as possible.

In what follows, we considered the excitation of an
acoustic standing wave field in a two-dimensional semi-
infinite channel with walls that were nominally parallel. The
working medium was air. A finite aperture ultrasonic trans-
ducer was flush-mounted into one wall of the channel. Op-
posite the transducer, a small cylindrical deviation was
placed in the reflecting wall. A finite element method was
used to calculate the acoustic standing wave field that is gen-
erated by the transducer. The model accounted for the body
fluid absorption in the fluid, and viscous shear and thermal
conduction at the boundaries.

II. PROBLEM DEFINITION

The shaped two-dimensional channel under consider-
ation is shown in Fig. 1. The nominal channel geometry con-
sisted of parallel rigid walls, separated by a distanceL. An
ultrasonic transducer of width 2a was flush-mounted in one
wall. The transducer was assumed to move as a plane piston
at circular frequencyv and velocity amplitudeU. A cylin-
drical indentation, or reflector, with fixed radius of curvature
R was placed in the wall directly opposite the transducer.
The depth of the reflector was denoted asd. For a given
transducer of width 2a, channel depthL, and indentation
depthd, the radius of curvatureR was given by

R5
a21L22~L1d!2

2d
1L1d5dF1

2 S a

dD 2

12G . ~1!

In the limit of d→0, the geometry reverted to a parallel wall
channel with no reflector.

A model equation that accounted for body absorption in
the fluid, viscous shear and thermal conduction at the bound-
aries, was used to determine the standing acoustic pressure
field in the channel caused by the motion of the transducer.
The model equation was

]2p

]t2 5c0
2S 11t

]

]t D S ]2p

]x2 1
]2p

]z2 D , ~2!

wherep was the acoustic pressure,c0 was the equilibrium
speed of sound in air,t was time, andt was a relaxation
appropriate for body absorption in the fluid, viscous, and
thermal dissipation at the boundaries. In a previous work, it
was determined that these physical processes could be ad-
equately modeled by an appropriate absorption coefficienta,
which is related to the relaxation parametert by t
52ac0 /v2. A harmonic solutionp5P(x,z)ej vt was sought
for the semi-infinite domain. Boundary conditions necessary
for a solution were rigid walls, with the exception of the
transducer location2a,x,a, where a velocity ofUej vt

normal to the boundary was assumed.

III. FINITE ELEMENT MODELING

A finite element technique was used to determine the
acoustic pressure amplitudeP(x,z) that would be encoun-
tered in the semi-infinite domain. To apply a finite element
technique to the semi-infinite domain specified in Sec. II,
some procedure must be applied to model the propagation of
acoustic waves in thex direction without reflection. In 1995,
an absorbing boundary layer was introduced to eliminate re-
flections caused by artificial truncation of a domain.10 This
layer is composed of an artificial material. Analytically, it
can be shown that such a layer would absorb plane waves
without reflection, independent of the angle of incidence or
frequency of the incident waves.10,11 The absorbing layer,
called a ‘‘perfectly matched layer’’~PML!, was used here to
account for the acoustic waves in air propagating out of the
domain of interest.

The geometry adopted for the finite element analysis is
shown in Fig. 2. For the domainx,WR marked ‘‘Air’’ in
Fig. 2, Eq.~2! was solved numerically assuming air was the
medium. For the domainWR,x,WD marked ‘‘PML’’ in
Fig. 2, the coupled equations for the PML,

]2pu

]t2 12sx

]pu

]t
1sx

2pu5c0
2 ]2pu

]x2 1c0
2 ]2pv

]x2 , ~3!

]2pv

]t2 12sz

]pv

]t
1sz

2pv5c0
2 ]2pu

]z2 1c0
2 ]2pv

]z2 , ~4!

FIG. 1. Geometry of shaped channel.

FIG. 2. Geometry used for finite-element analysis.
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were solved numerically. In Eqs.~3! and~4!, pu andpv were
pressures associated with fluid velocities in thez and x di-
rections, respectively. The symbolssx andsy are factors that
control the absorption of acoustic waves transmitted into the
perfectly matched layer.

Galerkin’s formulation of the method of weighted
residuals12 was used to determine the time-harmonic acoustic
pressureP(x,z) that would be excited by the transducer in
the semi-infinite cavity with a shaped reflector. Symmetry
about thez axis was exploited to reduce the size of the com-
putational domain~Fig. 2!. A PML domain was extended
along the semi-infinitex direction allowing for a finite-sized
domain with semi-infinite behavior at the resonator outletx
5WR .

It must be noted that although analytically it is possible
to transition instantaneously from a normal domain to a PML
domain without error, a step transition in numerical modeling
is not possible without causing reflections back into the do-
main of interest. To avoid these errors, it was necessary to
gradually increase the value of the absorption control coeffi-
cients sx and sy from zero at the transition boundaryx
5WR to a positive value at the domain boundaryx5WD . To
determine an appropriate absorption layer depth and absorp-
tion coefficient dependence on thex coordinate, one adjusts
the PML layer depthWD-WR and the absorption coefficient
values until the finite element solution agrees with a known
solution.

Because a perfectly matched layer was used to absorb all
outgoing waves, all boundaries, including the end cap, were
assumed to be rigid with the exception of the transducer
location, where a normal velocity ofUej vt was enforced.
Triangular elements were used with a typical discretization
on the order of 144 elements/wavelength. A gradient in ele-
ment size of 0.8% in front of the transducer and 1.0% else-
where was used. The mesh density was increased until solu-
tion convergence was verified. The finite element solution to
a plane surface reflector was then compared to a known
solution.7 With respect to this benchmark, the numerical ac-
curacy of the finite element model was observed to be within
0.24% of the analytical solution.

IV. EXPERIMENTS

Experiments were performed to compare with theoreti-
cal predictions of acoustic pressure gains that could be
achieved using a curved reflector. A rectangular channel, of
width 2960.125 mm, depthL 6.8660.05 mm, and length
127.060.25 mm was fabricated from aluminum and Lucite.
A photograph of this channel is shown in Fig. 3. In the pho-
tograph, the channel is dissembled into two parts. Note the
position of microphone ports in the reflector. In the photo-
graph, two ports are plugged and one port is open. Relative
to the photograph shown in Fig. 3, the reflector was turned
over and placed over the assembly containing the transducer
to form the channel. A square piezoelectric transducer of side
width 28.5560.05 mm and thickness 4.060.025 mm was
flush-mounted to one wall of the channel and provided a
standing acoustic wave between the transducer wall and the
reflector. The piezoelectric material was APC 841~manufac-
tured by American Piezoceramics!, with nominal elastic

compliance at constant electric field s33
E

515.87(10)212 m2/N, piezoelectric stress constantd33

5300 pm/V, and dielectric permittivity at constant stress
«33

T 511.95 nF/m. Alignment of the piezoelectric transducer
with the reflector was provided by a three-point fine-thread
adjustable screw mechanism recessed behind the transducer.
Two reflectors were used; one was flat, while the second
contained a circular indentation corresponding to that de-
scribed in Sec. II and Fig. 1. The curved reflector was fabri-
cated using a numerically controlled mill. The depth of the
circular indentation was measured to be 1.0560.025 mm,
which corresponded to a normalized reflector depthd*
5d/L'16%. This depth was chosen to maximize dimen-
sional control over reflector curvature during fabrication. A
1/8-in.-diam measurement microphone of nominal sensitivity
1.05 mV/Pa and bandwidth 40 Hz–150 kHz was flush-
mounted in the reflector directly opposite the piezoelectric
transducer to measure the acoustic pressure at the boundary
of the channel.

The experiments were conducted with the intent to com-
pare with finite element predictions. In the experiments, a
curved reflector was installed in a channel of given dimen-
sions. This caused a change in the effective depth of the
channel, and a corresponding change in depth resonance fre-
quency. Consequently, in the experiments the amplitude of
the standing wave was affected by the type of reflector and
the change in velocity amplitudeU of the transducer associ-
ated with the change in depth resonance frequency. It was
necessary to specify the transducer velocity amplitudeU in
the finite element computations to correspond to the trans-
ducer velocity amplitudes that were encountered in the ex-
perimental measurements for a fair comparison between
theory and experiment.

A laser-vibrometer was used to measure the velocity am-
plitude of the piezoelectric transducer. At the setting used to
take the velocity amplitude measurements, the laser vibro-
meter was capable of detecting vibration velocities as small
as 0.5mm/s over a bandwidth 1 Hz–250 kHz. These mea-
surements were performed by removing the reflector side of
the channel to expose the transducer. The microphone or

FIG. 3. Rectangular channel used in experiments.
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vibrometer signal was recorded with a digital spectrum ana-
lyzer. This analyzer had a bandwidth of 102 kHz and reso-
lution of up to 1600 frequency lines.

V. RESULTS AND DISCUSSION

The intent was to use finite element analysis to choose a
reflector depthd that would increase pressure amplification
between the channel walls while minimizing geometric dis-
tortion of the channel shape or acoustic standing wave. We
first present the determination of acoustic pressure for a
given case, and then proceed to discuss the use of the finite
element analysis to explore the effect of reflector depthd on
acoustic pressure amplification.

Example computations of acoustic pressure amplitude
for a given geometry and frequency are shown in Figs. 4 and
5. In these computations, parameter values ofU
52.95 mm/s, 2a528.57 mm, L56.8 mm, c05343 m/s, t
58.16 ns, and a density ofr051.21 kg/m3 were used. In
Fig. 4, the reflector depthd was zero, i.e., there was no
curved reflector opposite the transducer. For this situation,
the frequency wasf 5v/2p550 kHz, such that the channel
depthL was exactly one wavelength. A significant amount of
acoustic energy propagated away from the standing wave
directly in front of the transducer when a curved reflector
was not present. The maximum pressure amplitude, found at
point A shown in Fig. 4, was 80 Pa. In Fig. 5, the normalized
reflector depthd* 5d/L was set to 16%. The radius of cur-
vature for this reflectorR was 94 mm, or 13.87L, many
times greater than the nominal wavelength. In this case, the
frequency for a nominal one-wavelength depth resonance
was determined to bef 544.084 kHz. When a reflector of
normalized depthd* 516% was placed opposite the trans-
ducer, most of the acoustic energy was confined to the stand-
ing wave directly in front of the transducer and little acoustic
energy propagated away from the standing wave. Conse-
quently, the pressure amplitude at pointA in Fig. 5 was 234

Pa, about 2.93 times~9.34 dB! greater than the pressure am-
plitude observed when a curved reflector was not present.

Xie and Wei8 reported an increase in radiation pressure
by a factor of 5431, which would correspond to a pressure
increase by a factor of 74, when a reflector with radius of
curvature one-wavelength was placed opposite a transducer
of relative sizeka53.86. Although this amplification seems
to greatly exceed that shown in the present examples, it must
be remembered that the model used by Xie and Wei did not
include any mechanism of absorption. If a perfect reflector
was used in their calculations, the pressure amplification
would be infinite when the reflector trapped all of the acous-
tic energy in the standing wave since the only losses in their
model were caused by propagation of acoustic energy away
from the standing wave between the source and reflector. In
the calculations presented here, a realistic model for absorp-
tion was used which more closely predicts the absolute am-
plification that can be achieved in practice. Finally, the rela-
tive size of the source used in the calculations shown in Figs.
4 and 5 waska513.2 at 50 kHz, which was somewhat larger
than ka53.86 considered by Xie and Wei. The nearly 9.34
dB in acoustic pressure increase is surprising given a reflec-
tor depth of only 16% of the nominal channel depth.

Finite element analysis was used to explore the effect of
reflector curvature on resonant amplification. For a given
normalized reflector depthd* , the acoustic pressure field
was computed for a range of frequencies. From these data, it
was possible to isolate the acoustic pressure amplitude at
location A (x50,z5L1d) and determine thel/2 and l
depth resonance frequencies, the maximum pressure ampli-
tude at resonance, and the associated quality factors. The
quality factor was extracted from the acoustic pressure am-
plitude at locationA using the half-power point method.
Common parameters for the computations wereU
52.95 mm/s, r051.21 kg/m3, c05343 m/s; L56.8 mm,
andL53.4 mm forl andl/2 depth resonances, respectively.
To explore the effect of beam collimation on reflector perfor-

FIG. 4. Acoustic pressure amplitude,d* 50 ~no curved reflector!. ~a! Sur-
face plot,~b! contour plot, actual geometric aspect ratio.

FIG. 5. Acoustic pressure amplitude,d* 516 ~with curved reflector!. ~a!
Surface plot,~b! contour plot, actual geometric aspect ratio.
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mance, three transducer widths were considered, 2a
514.29 mm, 2a528.57 mm, and 2a557.14 mm.

Plots of the maximum acoustic pressure amplitude and
quality factor versus normalized reflector depthd* for a l/2
depth resonance are shown in Fig. 6. For Figs. 6~a! and 6~b!,
the horizontal axis is the normalized reflector depthd* . In
Fig. 6~a!, the vertical axis is the acoustic pressure amplitude
at locationA, and in Fig. 6~b!, the vertical axis is the quality
factor for thel/2 depth resonance. In Figs. 6~a! and 6~b!,
three curves are plotted. The curves correspond to the trans-
ducer widths 2a514.29 mm, 2a528.57 mm, and 2a
557.14 mm. Based upon a nominal resonance frequency of
50 kHz for the l and l/2 depth resonances with the flat
reflector, the transducer widths correspond to relative source
sizes of ka56.6, 13.2, and 26.4, respectively. A similar
graphical summary of the effect of normalized reflector
depthd* on the nominall depth resonance is shown in Fig.
7.

In each case, it was observed that the presence of a
reflector with curvature of relatively small depth could sig-
nificantly increase the resonant amplification in the channel.
For a l/2 depth resonance@Fig. 6~a!#, and a sourceka of
ka56.6, the acoustic pressure amplitude gradually increased
from 64 to 226 Pa~11.0 dB! as the normalized reflector
depthd* reached 16%. When the sourceka was increased to
ka526.4, the pressure amplitude increased rapidly from 249

Pa atd* 50% to 320 Pa as the normalized reflector depthd*
reached 5%. These observations are consistent with a colli-
mated standing wave requiring a smaller reflector curvature
to limit acoustic energy leakage, and that smaller gain in
resonant amplification would be achieved. In Fig. 6~b!, it
was observed that the quality factor for thel/2 depth reso-
nance increased rapidly with normalized reflector curvature,
achieving the majority of its increase when the normalized
reflector depthd* reached 1%.

One might expect the pressure amplitude to be within a
constant of the quality factor as the normalized reflector
depthd* changed, but it was observed that the pressure am-
plitude at locationA was additionally affected by spatial geo-
metric distortion of the standing wave caused by reflector
curvature. As the normalized reflector depthd* increased, it
was observed that the standing wave tended to concentrate
on the axis of the transducer. This effect can be seen in the
contour view in Fig. 5~b!, where the standing wave has re-
treated from the edges of the transducer toward the axis.

There is evidence to believe that the quality factors ex-
tracted from the finite element analysis tends to be an over-
estimate. In a previous paper,7 a numeric Fourier inversion
computation of acoustic pressure for a channel containing a
flat reflector identical to thed* 50 case in Fig. 7~b! pre-

FIG. 6. Maximum acoustic pressure and quality factor forl/2 resonance,~a!
acoustic pressure amplitude,~b! quality factor.

FIG. 7. Maximum acoustic pressure and quality factor forl resonance,~a!
acoustic pressure amplitude,~b! quality factor.
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dicted a quality factor of 226. This was lower than the qual-
ity factor of 249 extracted from the finite element computa-
tion at d* 50 shown in Fig. 7~b!. The corresponding
measurement of quality factor from Ref. 7 was 185, very
near the measured quality factor of 175 reported in this pa-
per. From a physical point of view, another source of over-
estimation would be expected. As curvature is placed in a
reflector, it would be expected to find fluid shear taking
place. The model for absorption from Ref. 7 only includes
thermal conduction at the reflector. For this reason, it was
thought that the overestimate of quality factor would get
worse with increasing normalized depth of curvatured*
when compared to experimental measurements.

A comparison of theoretically predicted and experimen-
tally measured acoustic pressure spectrum for the channel
described in Sec. III is shown in Fig. 8. The experimental
measurements show the pressure amplitude spectrum caused
by a white noise voltage source of amplitude
V52.23 V/frequency-line applied to the transducer when a
flat or curved reflector was used. The theoretical predictions
of acoustic pressure amplitude were provided by the finite
element computations procedure described in this paper. The
reflector geometry used in the theoretical predictions corre-
sponded to the experimental apparatus. Computations were
performed when using a flat and curved reflector. These com-
putations used a velocity amplitudeU for the piezoelectric
transducer appropriate for the relevant depth resonance fre-
quency.

A measurement of the velocity amplitudeU of the pi-
ezoelectric transducer is shown in Fig. 9. Figure 9~a! shows a
wide-band scale, which contains transverse resonances at
65.3 and 98.3 kHz. In Fig. 9~b!, an expansion of the fre-
quency scale from 0 to 55 kHz is shown. The solid line
contains the measured velocity amplitude of the transducer,
while the dashed line shows a low frequency theoretical
prediction6

U5
1

2

vd33

2~d33
2 /«33

T !21
V, ~5!

of the transducer velocity amplitudeU based upon its previ-

ously mentioned electro-mechanical properties. The depar-
ture between the predicted performance near 25 kHz was
presumed to be caused by the adjustable screw alignment
mechanism behind the transducer, and the gradual departure
at frequencies greater than 25 kHz was believed to be caused
by the growth of the transverse mode. For interpretation of
acoustic pressure measurements described in the following,
the predicted performance with the dashed line was taken as
the velocity amplitude of the piezoelectric transducer at a
given frequency. It was reasoned that the motions of the
transducer caused by the transverse mode would not contrib-
ute to the measured acoustic pressure at a depth resonance,
L'l/2,L'l.

When the flat reflector was installed in the channel, nu-
merical values extracted from Fig. 8~a! revealed that a depth
resonance ofL'l was observed at a frequency of 50.188
Hz, which for the size of the transducer corresponded to a
sourceka of ka513.2. It was apparent that the experimen-
tally measured spectrum was corrupted by the presence of
length, width, and combination modes other than the depth
modes predicted by the finite element analysis. Excluding the
length modes that would be caused by reflection from the
open ends of the channel, we calculated that there would be
nine depth and width modes in the frequency range 38–53
kHz. In particular, we calculated a frequency of 50.5 kHz for
the ~1,2! mode, where the mode indices correspond to the
depth and width dimensions, respectively. This mode pre-
sumably caused the resonance peak at 50.188 kHz to be
asymmetric. The pressure amplitude at 50.188 Hz was 2.4
Pa, and a quality factor of 175 was estimated for the reso-
nance peak. Estimation of the quality factor was performed
using just the left side of the resonance peak, since the peak
was corrupted on the right side by the extraneous mode. A
finite-element prediction of the acoustic pressure amplitude
based upon the velocity amplitudeU5105mm/s of the
transducer at 50.188 Hz is also shown in Fig. 8~a!. The the-
oretical prediction showed a maximum pressure amplitude of
2.15 Pa at a frequency of 50.000 Hz and a quality factor of
249. The theoretically predicted and experimentally mea-
sured acoustic pressure amplitudes were in reasonable agree-

FIG. 8. Measured and predicted acoustic pressure amplitude in channel:~a!
with flat reflector,~b! with curved reflector.

FIG. 9. Measured velocity amplitude of ultrasonic transducer.~a! Wide band
view, ~b! narrow band view.
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ment, while the experimentally measured quality factor was
30% smaller than the finite element prediction. We believe
that the discrepancy was caused by the fact that the finite
element computations tend to overestimate the quality factor.

When the curved reflector was installed in the channel,
numerical values extracted from the data shown in Fig. 8~b!
revealed that al depth resonance frequency of 43.904 kHz
was observed. At this frequency, a pressure amplitude of 4.21
Pa and quality factor of 175 were observed. The finite ele-
ment computation showed al depth resonance frequency of
43.855 kHz, and was based upon the measured velocity am-
plitude ofU592mm/s for the piezoelectric transducer at this
frequency. At 43.855 kHz, a pressure amplitude of 6.28 Pa
and a quality factor of 437 were observed for the theoreti-
cally predicted spectrum. In this circumstance, the theoreti-
cally predicted pressure amplitude exceeded the measured
pressure amplitude by approximately 50%, and the quality
factors differed by a factor greater than 2. The difference in
pressure amplitudes can be partially explained by the fact
that the finite element computation tended to overestimate
the quality factor. The overestimate in quality factor for a
curved reflector would be greater than would be the case for
a flat reflector, since the absorption model from Ref. 7 ne-
glected fluid shear at the boundary. The resonance peak at a
frequency of 43.904 kHz measured with the curved reflector
was asymmetric, which likely indicated the presence of an
extraneous mode, artificially lowering the quality factor esti-
mate from the experimentally measured acoustic pressure
spectrum.

The measurements do give a check on the gain that can
be achieved in practice by using a slightly curved reflector.
After compensating for frequency-dependent changes in
transducer velocity amplitude, the finite element computa-
tions predicted that the acoustic pressure amplitude would
change from 2.15 to 6.28 Pa when the flat reflector was
changed to a curved one, a gain of 2.91~9.28 dB!. The ex-
periments showed a corresponding gain in pressure ampli-
tude from 2.4 to 4.21 Pa, a gain of 1.75~4.86 dB! when
using a curved reflector, somewhat less than would be theo-
retically expected but worth the effort if maximizing acoustic
pressure amplitude in the channel is of importance.

VI. CONCLUSIONS

Finite element computations and experiments were used
to determine the increase in amplitude of a standing acoustic

wave propagating in a rectangular channel due to the use of
a curved reflector. The determination applied to channel
depths of one-half and one wavelength, at frequencies near
50 kHz, using air as the acoustic medium in the channel.
Finite element computations predicted an increase in pres-
sure amplitude ranging from 2 to 11 dB when a reflector with
a curvature of 16% of the channel depth was used. An ap-
preciable amount of this increase could be obtained with
curvatures of much smaller depths. These figures apply to
transducers sized to fall in theka range 6.6–26.4. Experi-
ments show that about one-half of the decibel increase in
pressure gain can be achieved in practice.
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Recent investigations concerning the effects of fluid convection on structural acoustic radiation have
noted that radiation efficiency increases with increasing flow speeds. However, most of these studies
based this conclusion on simulations that neglected flow-induced structural mode coupling. Yet,
flow-induced coupling is know to have dramatic effects on structural dynamics including static and
dynamic instabilities, and should therefore be expected to significantly affect sound radiation. The
purpose of this investigation is to quantify the effects that fluid flow has on the sound radiated from
rectangular vibrating plates when flow-induced structural modal coupling is considered. The
discussion includes a description of the fundamental physics associated with a simply supported,
vibrating, rectangular plate imbedded in an infinite baffle and radiating into a semi-infinite,
convected fluid. This is followed by a discussion of the effect that flow-induced coupling has on the
structural dynamic behavior. Finally, numerical results are presented that demonstrate the effect that
such coupling has on the sound power radiated from a plate. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1852894#

PACS numbers: 43.40.Rj@EGW# Pages: 1129–1137

I. INTRODUCTION

Acoustic radiation from simple vibrating structures, such
as plates, shells, and cylinders, into stationary fluids is well
understood.1–3 However, little has been done to date con-
cerning structural acoustic radiation into a fluid that is in
moving with a steady, constant motion. Of the few available
references that do address radiation into a convected fluid
only a very few include flow-induced structural modal cou-
pling. Yet, such flow-induced coupling is well understood in
the field of aeroelasticity4 and is known to cause substantial
changes in dynamic behavior culminating in static or dy-
namic instabilities. Such instabilities may not be of specific
concern in structural acoustics. However, these flow-induced
changes in dynamic response become significant well away
from the stability boundaries and are important to structural
acoustic analysis.

As stated, a few investigations have been published that
address sound radiation from convected fluid-loaded plates.
Work by Abrahams provided a solution to the convected
wave equation using asymptotic techniques.5 Atalla and
Nicolas6 calculated the radiation impedance for a piston in
the presence of flow and noted that the radiation resistance
increased and the radiation reactance decreased with increas-
ing flow. Similar conclusions were drawn for a simply-
supported plate vibrating in the~1,1! and ~2,2! modes.
Graham7 noted a decrease in the critical frequency of plate
modes in the presence of flow. Lastly, the author published
analysis of the effect of convected fluid loading on radiation
efficiency.8 The basic conclusion was that as flow speed in-
creases the radiation efficiency increases as well. The cause

of this increase in radiation efficiency was found to be an
effective increase in plate phase velocity for structural waves
traveling upstream relative to the flow. Furthermore, the su-
personic wave number region broadens as flow velocity in-
creases, reaching an infinite width as the Mach number ap-
proaches 1. While each of the studies mentioned above noted
increases in radiated sound as a result of flow, none of them
considered the effects of flow-induced coupling.

A few publications are available that consider the effects
of coupling. Sgard, Attalla, and Nicolas9 used a finite ele-
ment approach along with the extended Kirchhoff integral to
calculate the power radiated from a vibrating plate into a
convected fluid. They, too, noted an increase in radiated
sound power with increasing flow speed. Wu and
Maestrello10 also included flow-induced coupling when cal-
culating the radiated acoustic pressure. However, radiated
sound power was not specifically discussed since the focus
was on stability analysis.

The objective of this work is to quantify the sound
power radiated from a rectangular, simply supported plate
subject to a convected fluid on one surface and a vacuum on
the other. Of particular importance to this effort is the inclu-
sion of flow-induced structural modal coupling. The discus-
sion begins with the dynamic modeling of the plate followed
by a summary of the solution to the convected wave equation
subject to the boundary conditions of a vibrating plate in an
infinite baffle. This solution is the result of a combined
transform/numerical technique that was detailed previously.8

Next, the method for calculating the radiated sound power is
described. Numerical results are presented that indicate the
effect of convected fluid loading on the structural response
and the effect on radiated sound power.

a!Assistant Professor of Mechanical Engineering, Associate Member of the
Acoustical Society of America and corresponding author. Electronic mail:
ken.frampton@vanderbilt.edu
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II. THEORETICAL DEVELOPMENT

The development begins by considering a finite, elastic,
rectangular plate in an infinite baffle as depicted in Fig. 1. On
one side of the plate is a semi-infinite fluid, flowing parallel
the plane of the plate in the positive x-axis direction. The
other side of the plate is exposed to a vacuum. As the plate
vibrates a pressure disturbance is created in the convected
fluid. A mathematical model of this system begins with a
modal description of the plate motion and the relationship of
this motion to the dynamic behavior of the fluid. Next, the
dynamics of the convected fluid are described by the con-
vected wave equation. Given these coupled dynamic equa-
tions, a method for solving them is presented as is a method
for computing the radiated sound power.

A. Plate dynamics

The plate is modeled by employing Galerkin’s technique
to discretize the linear equations of motion.11 The partial
differential equation of motion for a thin, uniform plate is

05D¹4w~x,y,t !1rshs

]2w~x,t !

]t2
1p~x,y,t !

1pd~x,y,t !, ~1!

where w(x,y,t), D, r, and h are the panel displacement,
stiffness, density, and thickness, respectively. The plate is
forced by the fluid and disturbance pressures,p(x,y,t) and
pd(x,y,t), respectively.

A separable solution is assumed using thein vacuopanel
eigenfunctions and generalized coordinates of the form

w~x,y,t !5 (
n51

N

cn~x,y!qn~ t !, ~2!

where Cn is the mode shape andqn(t) is the generalized
coordinate. The approach presented here can accommodate
any plate boundary condition, however, results will be pre-
sented for a simply supported plate thus having the following
mode shapes:

cn~x,y!5sinS j p

a
xD sinS kp

b
yD , ~3!

where thenth plate mode has (x,y) directional indices (j ,k).

Substituting Eq.~2! into Eq.~1!, multiplying by an arbi-
trary expansion function,Cm(x,y), and integrating over the
domain yields a set of ordinary differential equations of the
form

05Mn@ q̈n~ t !12jvnq̇n~ t !1vn
2qn~ t !#1Qn~ t !1Qn

d~ t !,
~4!

whereMn is the modal mass andvn is the modal frequency.
Proportional structural damping has been includedad hocat
this point, as represented by the damping ratioj.11 The dis-
turbance generalized forces are

Qn
d~ t !5E

0

bE
0

a

pd~x,y,z50,t !cn~x,y!dx dy, ~5!

and the fluid generalized forces are defined by

Qn~ t !5E
0

bE
0

a

p~x,y,z50,t !cn~x,y!dx dy, ~6!

wherepa(x,y,z50,t) is the fluid pressure acting on the plate
due to plate motion andQn(t) is the resulting generalized
force. This generalized force is due entirely to the fluid re-
sponse created by plate motion and is therefore the mecha-
nism through which modal coupling is created.

Equation ~4! actually representsN simultaneous ordi-
nary differential equations, whereN is the number of struc-
tural modes used in the solution. In order to facilitate inte-
gration of Eq.~4! with the fluid dynamics it is cast in state
variable form such that12

ẋs5Asxs1Bsus

~7!
ys5Csxs .

TheAs andBs matrices are populated with the coefficients of
Eq. ~4!, Cs is the identity matrix, and the state, input, and
output vectorsxs , us , andys are defined as

xs5$q1~ t ! ¯ qN~ t ! q̇1~ t ! ¯ q̇N~ t !%T, ~8!

us5$Q1~ t ! ¯ Q1~ t ! Q1
d~ t ! ¯ Q1

d~ t !%T, ~9!

and

ys5xs5$q1~ t ! ¯ qN~ t ! q̇1~ t ! ¯ q̇N~ t !%T. ~10!

The main challenge in this work is developing an ex-
pression for the fluid generalized force that is the next step
toward studying the effects of flow on sound radiation.

B. Convected fluid dynamics

Previously, the author published results concerning the
effect of a convected fluid on radiation efficiency while ne-
glecting flow-induced coupling.8 Since the solution approach
used here is identical to that used previously, the develop-
ment is summarized. Details can be obtained in Refs. 4 and
8.

The generalized forces of Eq.~6! are governed by the
convected wave equation~or the linearized potential flow
equations! describing the velocity potential of an inviscid,
irrotational fluid flowing parallel to thex axis,

FIG. 1. Schematic of the plate in an infinite baffle.
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and subject to the boundary conditions for a plate embedded
in an infinite baffle,

]f

]zU
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5 f ~x,y,z,t !, on the plate,

0, off the plate,
~12!

as well as a finiteness condition asz approaches infinity.
Here,f, c0 , andU are the velocity potential, speed of sound,
and flow velocity, respectively. These equations are solved
by a combination of the transform solution of Dowell4 com-
bined with the approximation employed by Frampton.8 First,
the convected wave equation@Eq. ~11!# is transformed in
space and time by means of a double Fourier transform with
respect to thex andy spatial coordinates and a Laplace trans-
form with respect to time according to the following defini-
tions:

F̃~a,g,z,s!5E
2`

` E
2`

`

e2 i ~ax1gy!F~x,y,z,s!dx dy,

~13!

F~x,y,z,s!5E
0

`

e2stf~x,y,z,t !dt. ~14!

The result is

d2F̃

dz2
5F̃m2, ~15!

where

m5F s2

c0
2

1
2Msia

c0
2a2~M221!1g2G 1/2

, ~16!

and wheres is the Laplace variable,M5U/c0 is the Mach
number, anda andg are the Fourier transform variables inx
and y, respectively. The boundary condition of Eq.~12! is
similarly transformed, resulting in

dF̃

dz
5F̃. ~17!

Next, Eq.~15! ~the transformed version of the convected
wave equation! is solved subject to Eq.~17! ~the transformed
boundary condition!, resulting in

F̃uz505
2F̃

m
, ~18!

which is the transformed velocity potential on the plate sur-
face. Now Eq.~18! is inverted with respect to the Laplace
variable resulting in the velocity potential on the plate sur-
face in the Fourier/time domain,

f̃~a,g,z50,t !52c0E
0

t

f̃ ~a,g,t!exp@2 iMc0a~ t2t!#

3J0@~a21g2!1/2c0~ t2t!#dt, ~19!

whereJk@•# is a Bessel function of the first kind and of order
k andt is a dummy variable of integration. The goal of this
calculation is the generalized force of Eq.~6! that requires
the pressure on the plate surface. The pressure can be ob-
tained from the velocity potential by means of Bernoulli’s
equation,

p52rS ]F

]t
1U

]F

]x D , ~20!

wherer is the fluid density. Substituting Eq.~19! into ~20!
yields

p̃~a,g,z50,t !5rc0 f̃ ~ t !2rc0
2~a21g2!1/2E

0

t

f̃ ~t!

3exp@2 ic0Ma~ t2t!#

3J1@c0~a21g2!1/2~ t2t!#dt. ~21!

Equation~21! is now substituted into Eq.~6! and the integra-
tion with respect tox and y is performed first. This is fol-
lowed by the inverse Fourier integrals with respect toa and
g. The result is an expression for the fluid generalized forces
on thenth panel mode due to motion of themth panel mode,
such that

Qn~ t !5 (
m51

N

@qm~ t !Smn1q̇m~ t !Dmn#

1 (
m51

N F E
0

t

qm~t!Hmn~ t2t!dtG
1 (

m51

N F E
0

t

q̇m~t!I mn~ t2t!dtG , ~22!

where

Smn5
1

M E
0

aE
0

b ]cm

]x
cn dx dy ~23!

Dmn5
1

MU E
0

aE
0

b

cmcn dx dy ~24!

Hmn5
U

4p2M2 E2`

` E
2`

`

GmniaAa21g2e2 iaUtJ1

3@c0tAa21g2#da dg ~25!

I mn5
1

4p2M2 E2`

` E
2`

`

GmnAa21g2e2 iaUtJ1

3@c0tAa21g2#da dg, ~26!

Gmn5E
0

aE
0

b

cm~x,y!e2 i ~ax1gy! dx dy

3E
0

aE
0

b

cn~x,y!ei ~ax1gy! dx dy. ~27!

The variablesSmn and Dmn are referred to as aerodynamic
influence coefficients and are defined by the integrals in Eqs.
~23! and~24!, which can be performed analytically for most
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plate eigenfunctions. Results of these integrals for simply
supported plates are provided in Ref. 8. The aerodynamic
influence functions,Hmn(t) and I mn(t), are defined by inte-
grals with no closed form solution. These may be performed
numerically permitting a discrete time-marching solution to
the system equations. Here, however, a solution is obtained
by the means of a singular value decomposition technique.
The result is a state variable representation of the fluid dy-
namics where the plate generalized coordinates and general-
ized velocities are the inputs and the fluid generalized forces
are the outputs. This approach is not the most efficient means
of obtaining a solution to the system equations; particularly
in the case where the solution is limited to harmonic motion.
However, it is convenient conceptually, since the radiated
power can be expressed as a system transfer function~as
shown subsequently!.

C. Approximation of the fluid dynamic generalized
forces

A singular value decomposition~SVD! technique is used
to approximate the fluid generalized forces.13 This technique
is well suited to this problem since it requires system im-
pulse responses from which a state variable realization is
created. Note that the fluid dynamic response defined in Eq.
~22! is characterized by influence functions,Hmn(t) and
I mn(t), which are essentially impulse responses relating the
plate motion to the generalized force.

The objective is to create a state variable representation
of the relationship between the plate motion and the fluid
generalized forces, as expressed by Eq.~22!. This mapping
can be represented in state variable form as

ẋf5A fxf1Bfuf ,
~28!yf5Cfxf1Dfuf .

The system (A f ,Bf ,Cf ,Df) has the plate generalized coor-
dinates and their derivatives as inputs and provides the fluid
dynamic generalized forces as outputs@per Eq.~22!# so that

uf5$q1~ t ! ¯ qN~ t ! q̇1~ t ! ¯ q̇N~ t !%T ~29!

and

yf5$Q1~ t ! ¯ QN~ t !%T. ~30!

The fluid dynamic state variables are of mathematical con-
struct and have no physical significance. The derivation de-
tails for Eq.~28! are not provided here for brevity. However,
details can be found in Ref. 8. The primary advantage of
using this SVD technique is that it dramatically reduces the
computational requirements once the system model is in
place. This is because, once the influence functions are nu-
merically integrated, the equations are substantially overde-
termined. The SVD technique allows the equations to be
reduced in a numerically accurate manner.

D. System coupling and the radiated sound power

The plate and fluid systems in state variable form can be
assembled into a coupled fluid/structure system, as shown in
Fig. 2. Note that this fluid/structure coupling is created by
the dependence of the fluid generalized forces on the plate

motion. So, motion in the plate creates a response in the
fluid, which in turn creates a force back on the plate. Fur-
thermore, when cast in the form shown in Fig. 2, the input/
output relationships for the system can be easily manipulated
and transfer functions between inputs and system variables
can be obtained. This feature of state variable modeling is
important to for the calculation of radiated sound power.

The instantaneous sound power radiated from the plate
can be expressed as1

P~ t !5E p~x,y,z50,t !ẇ~x,y,t !dS, ~31!

where ẇ(x,y,t) is the velocity of the vibrating plate. By
substituting the modal representation of Eq.~2! into Eq.~31!,
and making use of Eq.~6!, the radiated power can then be
expressed as

P~ t !5E
S
p~x,y,z50,t ! (

n51

N

cn~x,y!q̇n~ t !dS,

5 (
n51

N

q̇n~ t !E
S
p~x,y,z50,t !cn~x,y!dS,

5 (
n51

N

q̇n~ t !Qn~ t !. ~32!

Now, the time-averaged radiated power can be ex-
pressed as

^P&5
1

T E
0

T

(
n51

N

q̇n~ t !Qn~ t !dt, ~33!

whereT is the period. If harmonic motion is now assumed,
this expression becomes

^P&5 (
n51

N
1

T E
0

2p/v

R$Q̃neivt%R$q̃neivt%dt

5
1

2 (
n51

N

R$Q̃nq̃n* %, ~34!

where q8 n and Q̃n are the complex magnitudes of thenth
modal velocity andnth fluid generalized force respectively;
the asterisk superscript indicates the complex conjugate;R
indicates the real component of the argument; andv is the
excitation frequency. Now, making use of system transfer

FIG. 2. Schematic of the coupled fluid/structure system.

1132 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Kenneth D. Frampton: Flow-induced coupling on plate radiation



function relationships, the time-averaged radiated sound
power can be expressed as

^P&5
1

2 (
n51

N

R$I n~v!Hn* ~v!%ud~v!u2, ~35!

whereI n(v) is the system transfer function between the dis-
turbance input,d(v), and the fluid generalized force acting
on thenth plate mode. The transfer functionHn(v) is the
system transfer function between the disturbance input and
the nth modal velocity. Given the coupled system of Fig. 2,
these transfer functions can be readily obtained. So the radi-
ated sound power can be calculated by finding the transfer
functions of the coupled system, specifying the disturbance
spectrum, and carrying out the calculation of Eq.~35!.

III. COMPUTATIONAL RESULTS

A computational investigation was undertaken based on
the theory presented in Sec. II. The results presented focus
on two areas: the effects of flow-induced coupling on the
structural response and on the radiated sound power. The
physical parameters used were for an aluminum plate~den-
sity of 2780 kg/m3, thickness of 4 mm, length of 1 m, width
of 0.8 m, modulus of elasticity of 72.4 GPa, and a damping
ratio of 0.02! exposed to air at sea level~density of 1.16
kg/m3, speed of sound of 350 m/s!. The accuracy of this
modeling approach was established in Ref. 8, where results
for the no-flow case were compared to previously published
works. In order to ensure accuracy in these results, the plate
model of Eq.~7! included 20 modes while the fluid dynamic
system of Eq.~28! included 600 degrees of freedom. With
this configuration, the plate response and radiated sound
power demonstrated sufficient convergence over the first 15
plate modes.

A. Flow-induced coupling of structural modes

The effect of flow on plate dynamics is well understood
in the field of aeroelasticity.4 However, this branch of engi-
neering is typically concerned with coupling-induced insta-
bilities: static divergence in subsonic flows and dynamic flut-
ter in supersonic flows. These instabilities are not usually of
interest in structural acoustics since these kinds of structures
are designed to avoid them. However, the effects on plate
dynamics can occur well away from instability points, there-
fore affecting the structural acoustic response. In structural
acoustics literature Sgard, Attalla, and Nicolas9 quantified
modal coupling with a novel approach based on the coher-
ence between modes. The author avoided the specifics of
coupling previously by considering the total radiation effi-
ciency ~including all modes simultaneously.14

In order to quantify coupling, it is important to clarify
the language used to describe the structural response. The
term ‘‘in vacuo mode’’ will be used to describe the plate
eigenfunctions of Eq.~3!. ~The in vacuo modes could be
more accurately called admissible functions11 since, in the
fully coupled system, they are really just mathematically
convenient functions with which to solve the differential
equation.! The modes of the fully coupled system shown in
Fig. 2 will be referred to ascoupled modes. These are the

structural mode shapes that result from solving the eigen-
value problem of the coupled fluid/structure system. Each
coupled mode includes degrees of freedom associated with
the plate and with the fluid. It should also be noted that the
resulting coupled system eigenfrequencies will be complex.
This implies that thein vacuo modes contributing to each
coupled mode need not be in phase.

The effect of flow on the structural response is demon-
strated in Fig. 3, which shows the kinetic energy of the plate
for various flow velocities. In this analysis, as well as all
subsequent analyses, the plate is acted upon by a disturbance
input that produces generalized forces of equal magnitude
and uniform spectrum. Although this is not a physically re-
alistic disturbance, it does represent a ‘‘worst case’’ input. As
shown in Fig. 3, the effects of flow are greatest on the first
two coupled modes. The resonant frequency of these modes
changes considerably as the Mach number increases. The
fundamental coupled mode has a resonant frequency of
about 25 Hz whenM50.0, which decreases to about 8 Hz
when M50.8. If the flow speed were increased further, the
plate would become statically unstable~diverge! at M
50.93. This behavior is well understood and has received
considerable attention in the aeroelasticity literature.4 The
second coupled mode experiences a shift in frequency, be-
ginning at 57 Hz and decreasing to 38 Hz. A further effect to
note in Fig. 3 is that, while the resonant frequencies of the
coupled modes change with changing flow speed, the amount
of energy in each coupled mode remains nearly constant.

The effects of flow-induced coupling are further high-
lighted in Fig. 4, which shows the plate kinetic energy at
Mach numbers of 0, 0.5 and 0.8. Shown are the kinetic en-
ergies for the fully coupled model, a model that includes
only intramodal coupling and a model with no coupling. The
fully coupled model includes the aerodynamics forces on all
modes created by the motion of all other modes@i.e., the full
implementation of Eq.~22!#. The model including only in-
tramodal coupling uses aerodynamic generalized forces that
only contain the effects of each mode on itself@i.e., Qn of
Eq. ~22! is limited to the case wherem5n only#. The un-
coupled model was created by disconnecting the feedback

FIG. 3. Plate kinetic energy as a function of frequency for various flow
speeds.
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mechanism of Fig. 2, which is equivalent to setting the fluid
generalized forces acting on the plate to zero. Note that when
coupling is not included in the model, the plate kinetic en-
ergy does not change as flow conditions change. However,
when full intermodal coupling is included, significant
changes in the plate dynamics occur. Finally, the model lim-
ited to intramodal coupling accurately captures the effects of
coupling for very low flow velocities. This is demonstrated
for the M50.0 case in Fig. 4, where the fully coupled curve
and the intramodal coupling curves are indistinguishable.
But, as demonstrated by the case in Fig. 4 withM50.5,
limiting the model to only intramodal coupling is inaccurate
around the first mode. These inaccuracies only increase as
the flow velocity increases.

While the changes in resonant frequencies are important,
a more interesting effect of flow is in the modal coupling. It
is common in structural acoustics to quantify radiation from
individual in vacuomodes. However, as the flow speed in-
creases, the structural mode shapes of the coupled system
become combinations of thesein vacuomodes. This is dem-
onstrated in Fig. 5, which shows the contributions of thein
vacuomodes to the first six coupled modes when the Mach
number is 0.8. Note that each of these coupled modes has
significant contributions from more than one otherin vacuo
mode. However, the coupled modes are dominated by onein
vacuomode.

As stated previously, these modal coupling effects are
well understood in the aeroelasticity community. In this com-
munity the nondimensional dynamic pressure,l
5rU2a3/D, is known to be a better indicator of coupling
than the Mach number.4 A reasonable rule of thumb is that
intermodal coupling will become significant whenl>50 for
simply supported rectangular plates. Divergent instabilities
will occur whenl>200. These rules apply to the plate in-

vestigated in this study whenM50.4 andM50.93, respec-
tively.

B. Effects of flow on radiated sound power

The overall effect of flow on the radiated sound power is
shown in Fig. 6, which depicts the total radiated sound
power as a function of frequency for a range of Mach num-
bers. As with the kinetic energy, the most notable effect is the
shift in resonant frequency of the lower modes. The lowest
coupled mode, while shifting frequency considerably, does
not exhibit a significant change in radiated power. However,
all of the coupled modes above the fundamental show sig-
nificant increases in radiated power. This increase in radiated
power is not due to increases in coupled mode vibrational
amplitudes. This is demonstrated by the fact that the plate
kinetic energy remains nearly constant as the flow speed in-
creases. The increase in radiated power is due to two other
effects: increases in radiation efficiency ofin vacuoshapes
and the redistribution of energy due to modal coupling.

Increases in radiation efficiency ofin vacuomodes with-
out coupling were dealt with previously by the author.8 The
cause of this increase in radiation efficiency was found to be
an effective increase in plate phase velocity for plate waves
traveling upstream relative to the flow. Furthermore, the su-
personic wave number region broadens as the flow velocity
increases, reaching an infinite width as Mach number ap-
proaches 1. In the simplified case of a 1-dimensional plate
the supersonic wave number region is defined as8

k

M21
,kx,

k

M11
. ~36!

As demonstrated in Eq.~36!, the supersonic wave number
region shifts and expands as the Mach number increases. The

FIG. 4. A comparison of plate kinetic
energy with full intermodal coupling,
with intramodal coupling and without
coupling for various flow speeds.
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overall effect is that, for a fixed wave number spectrum in
the plate response, as the flow velocity increases more of the
plate wave number spectrum is enveloped by the supersonic
region, thus resulting in increased radiation.

Of specific interest in this work is the effect on radiated
sound power due to the redistribution of energy through
flow-induced modal coupling. As noted before in Fig. 5,
when the flow velocity increases the coupled modes become
combinations of thein vacuoshapes. The path through which

energy moves from one coupled structural mode to another is
the fluid. This conveyance of energy between modes is dem-
onstrated in Figs. 7 and 8, which show the real and imagi-
nary sound power due to motion of a single coupled mode
when all modes are excited@i.e., one instance of Eq.~35!#.
Figure 7 is for the first coupled mode and Fig. 8 is for the
second coupled mode whenM50.8. Note that negative
power~energy entering the plate! is indicated by a dotted line
while positive power~energy exiting the plate! is shown by a
solid line. As shown in Figs. 7 and 8, energy enters the plate
at some frequencies and exits the plate at other frequencies.
Energy tends to enter the plate at or near frequencies associ-
ated within vacuomodes that are secondary contributors to
the coupled mode in question. For example, the second
coupled mode radiation shown in Fig. 8 has energy entering
the plate at frequencies between the fundamental coupled
mode up to the second coupled mode. Energy also enters the
plate at frequencies in the 90–100 Hz range, which is near
the coupled mode with a dominant~3,1! in vacuocomponent
as well as the 250–300 Hz range, which is near the coupled
mode dominated by the~4,1! in vacuomode.

Clearly, the exchange of energy among modes that oc-
curs in the presence of modal coupling alters not only the
dynamic response of the plate, but the radiated sound as
well. The extent to which coupling affects radiation is dem-
onstrated in Fig. 9, which shows the radiated power with full
intermodal coupling, with intramodal coupling only, and

FIG. 5. The contributions ofin vacuomodes to the first six coupled structural modes when the Mach number is 0.8.

FIG. 6. Radiated sound power as a function of frequency for various flow
speeds.
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without coupling and for various Mach numbers. As can be
seen in Fig. 9, the effects of coupling on radiated power are
significant when the flow speed is greater than zero. As noted
earlier, limiting the model to intramodal coupling is quite
inaccurate. Also noted previously, intermodal coupling be-
comes significant whenl>50 or whenM>0.4 in this ex-
ample. As can be seen in Fig. 9 forM50.5 the predicted
radiated power differs from the uncoupled case by a small,
but significant, amount. The difference at higher flow speeds
is much more significant.

IV. CONCLUSIONS

The radiation effect of flow-induced coupling on the ra-
diated sound power from plates has been presented. The
modeling of the plate and fluid has been summarized and the
effects of flow-induced coupling on the plate response have
been described. The most notable effect is that the resonant
frequencies of the lowest plate modes shift downward as
flow velocities increase. However, the kinetic energy in the
plate remains fairly constant. It was further noted that the

FIG. 7. Real and imaginary sound
power radiated by the first coupled
mode when all modes are subject to
the disturbance whenM50.8.

FIG. 8. Real and imaginary sound
power radiated by the second coupled
mode when all modes are subject to
the disturbance whenM50.8.
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radiated sound power increases as the flow velocity in-
creases. This was shown to be due to two factors. First was
the effect of increased radiation efficiency due to an effective
decrease in the critical frequency. Second, the flow-induced
coupling was shown to allow energy to be redistributed
among plate modes, resulting in an increase in radiated
sound power.
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In many previous studies, energy-based methods are used to predict the attenuation of sound in long
tunnels. However, these models do not address the interference effects of the sound fields generated
by all image sources. A numerical model has been developed, in which the total sound field is
computed by summing contributions from all image sources coherently. This numerical model also
incorporates a correction term for calculating the atmospheric absorption of sound in air. To validate
the numerical models in practical situations, two road traffic tunnels have been chosen for extensive
measurements. The levels of the transmitted noise have been recorded in one-third octave band
frequencies at various separations up to a maximum of 400 m. The predictions using the coherent
model agree reasonably well with the measured data at all frequencies. The agreements between the
field data and the theoretical predictions using the energy-based model are tolerable at high
frequency, but less so at low frequency. In most cases, the predictions of the coherent model give
the best results, with an accuracy to within 3 dB. On the other hand, the energy-based models are
not able to predict the peaks and dips across the frequency spectra, the variance with the
measurement results being up to 7 dB at low-frequency bands. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1859251#

PACS numbers: 43.50.Rq, 43.55.Gx, 43.55.Ka Pages: 1138–1145

I. INTRODUCTION

The current study is motivated by the need for a better
understanding of sound propagation in tunnels. This can pro-
vide useful information for improving the acoustic environ-
ments of road traffic tunnels. Despite considerable improve-
ments in computer performance and the accelerating
development of many numerical achemes, full-scale mea-
surements are still popular for studying sound fields in long
ducts, such as corridors and tunnels. The present work is a
continuation of our earlier study1 that investigates the theo-
retical models for predicting the propagation of sound in
long enclosures. A comprehensive literature review of the
problem can be found in Ref. 1 and its cited references. In
this paper, we wish to show the robustness of the complex
image source model2 ~also known as the coherent model! for
the prediction of sound fields in long ducts with geometri-
cally reflecting boundaries. Extensive full-scale field mea-
surements in two tunnels for road traffic are conducted and
to the results compared with numerical predictions. We en-
deavor to study the importance of the interference effects
caused by the direct and reflected waves for the accurate
prediction of sound fields in long tunnels. To demonstrate
that the coherent model is valid for a long propagation dis-
tance, measurements are taken in the tunnels up to a distance
of several hundred meters from the source.

The problems are simplified, somewhat, by modeling the
propagation of sound in long tunnels as an analogous situa-
tion to the determination of sound fields in a long enclosure
bounded by two parallel vertical inwalls of infinite extent
and two parallel horizontal planes. Although impedance
boundary conditions can be implemented onto all vertical
and horizontal planes in our numerical model, the analyses

here are restricted to perfectly reflecting walls, ceiling, and
ground. This simplification is justifiable because the bound-
ary walls of most tunnels are constructed with acoustically
hard materials. Two different tunnels, which are normally
used for road traffic, are chosen for field measurements in the
present study. The experimental results will be used to com-
pare with different numerical models.

The structure of the paper is as follows. In Sec. II we
outline the numerical models used in the present study. The
effect of atmospheric absorption of sound has been incorpo-
rated in the numerical analyzes. The issue on the number of
image sources required for the calculation has also been ad-
dressed. In Sec. III, we describe experimental studies for
noise transmitted in two tunnels. Experimental results are
compared with numerical predictions. Finally, the outcomes
of the current study are summarized in Sec. IV.

II. NUMERICAL SIMULATIONS

A. The effect of atmospheric absorption of sound in
air on the prediction models

The attenuation of sound due to atmospheric absorption
is well known and has been studied for decades.3 A practical
method for calculating the attenuation of sound in air is to
multiply an exponential term, exp(2ad), to account for the
reduction of sound energy caused by air absorption. This
term is also known as the air absorption factor wherea is the
attenuation of sound in air andd is the distance of the re-
ceiver from the source.

Recently, the Acoustical Society of America has pub-
lished an American National Standard, ANSI S1.26-1995,4 to
provide a means of calculating the atmospheric attenuation
of sound in air from any source, moving or stationary, for a
wide range of meteorological conditions. In view of a recenta!Electronic mail: mmkmli@polyu.edu.hk
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study,1 the modified expressions for sound propagation in a
long tunnel with geometrically reflecting boundaries may be
written as

P~N!5
1

4p (
N

exp~ ik8dN!

dN
, ~1!

wherek8(5k10.115ia) is the modified wave number anda
is the coefficient of sound attenuation that has units of
dB m21. The real part of the modified wave number,k
(5v/c), is the ratio of the angular frequency of the source
to the speed of sound in air. The imaginary part of the modi-
fied wave number accounts for the attenuation of sound in air
due to the effect of atmospheric absorption. The total sound
field is obtained by summing contributions from all image
sources to the receiver withdN as the distance from theNth
image source to the receiver. The termN may also be re-
garded as the order reflections from the boundary surfaces.
We refer to the formulation given in Eq.~1! as the coherent
model. It is noteworthy that the use of Eq.~1! implies that
specularly reflections occur at the boundaries of the enclo-
sure. This assumption is justifiable because there are usually
few diffusely reflecting surfaces employed in the construc-
tion of road traffic tunnels. The use of a model for diffuse
reflection of boundary surfaces will not be considered in the
present study.

The third formulation used in our study is a simple
energy-based model developed by the Acoustical Society of
Japan published.1,5 The formula, which may be found in Eq.
~9! of Ref. 1, is referred to as the ASJ model. The attenuation
of sound due to atmospheric absorption can easily be incor-
porated in the ASJ model by multiplying the existing formula
with the same exponential factor, exp(2ad), as discussed
earlier in the incoherent model.

B. Noise reduction

The levels of sound energy are usually calculated in the
incoherent and ASJ models, but the sound pressure levels are
predicted by the coherent model. For ease of comparison of
different theoretical models and experimental data, we use a
term known as the noise reduction~NR!, which is defined as
the ratio of the total sound field,P(N), measured at various
receiver locations to the total field,P10(N), measured at 10
m in front of the source:

NR520 log@P~N!/P10~N!#. ~2!

For the coherent model, the total sound pressure levels can
be calculated from Eq.~1!. On the other hand, the sound
energy is usually used in the incoherent and ASJ models. We
may modify Eq.~2! to obtain the corresponding noise reduc-
tion spectrum as follows:

NR510 log~ I /I 10!, ~3!

whereI is the total sound energy at various receiver locations
andI 10 is the total sound energy at 10 m from the source. We
note that 10 m is chosen as a reference point instead of 1 or
5 m, as used in other studies.1,6,7The choice of 10 m ensures
that all measurements are conducted outside a hydrodynamic
near-field region8 for a frequency range down to 50 Hz of

which the wavelength is 6.8 m. Consequently, the loud-
speaker used in our experimental studies can be assumed to
be a point source.

C. Number of image sources

The use of ray models to compute the sound field re-
quires the summation of a series of infinite terms. Each ‘‘vir-
tual’’ image source is represented by a term from the series.
The contributions of the higher-order image sources, which
become weaker in strength when they are located farther
apart from the receiver, can be neglected. As a result, only a
finite number of image sources contribute significantly to the
total sound pressure levels. Dance and Shield9 described a
computer-based image-source model for the prediction of
sound distribution in a nondiffuse fitted enclosed space, such
as a factory. In their study, the number of ‘‘allowable’’ re-
flections was determined by using a percentage of energy
discontinuity. The percentage is set at a level such that the
contribution from a given image source is negligibly small
relative to the overall sound level. The relationship between
the order of reflection,N, and the energy discontinuity per-
centage,Ep , is defined by

N5
ln~12Ep/100!

ln~12a!2al
, ~4!

wherea is the average absorption coefficient of the bound-
aries,a is the absorption attenuation of air, andl is the mean
pathlength from the image sources to the receiver. A typical
value ofEp , which allows accurate predictions of the sound
field in a range of enclosed spaces, lies between 90% and
99%.10 Obviously, a smaller valueEp leads to a shorter com-
puting time for ray tracing models because the allowable
reflection order,N, is smaller.

When the coherent model is used, we anticipate that a
finite number of terms are required in the prediction of the
sound field in long enclosures. However, Eq.~4! cannot be
used for determining the number of the required terms in the
ray series. This is because the coherent model is not an
energy-based scheme. In our study, the relative error at the
lowest one-third octave band of interest in the total sound
field is used to determine the number of required reflections.
Here, we define the relative error in total sound field,DP, by

DP5UP~m1n12!2P~m1n!

P~m1n!
U, ~5!

whereP(N) given in Eq.~1!. It is the total sound field at a
particular receiver location due to an image source withN as
the order of reflection from the boundary surfaces. The order
of reflection can be split intom and n where they are the
respective orders of reflections at the vertical and horizontal
boundaries. The error in truncating the ray series toNth order
of reflections is bounded byDP if N is sufficiently large. The
smaller the relative error, the more the terms~i.e., more com-
putational time! are required in the ray series given in Eq.
~1!.

Figures 1 and 2 show the predicted relative errors for the
propagation of sound in tunnels with different conditions. In
Fig. 1, we display the numerical simulations for a tunnel that
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has a rectangular cross-section of 12.5 m35.8 m. Predictions
of the relative error,DP, is calculated for a receiver locating
at different horizontal distances of 10, 50, and 400 m from
the source. In the simulations, the source and receiver are
situated at 0.9 and 1.3 m above the ground, respectively.
Both the source and receiver are placed at a distance of 2.65
m from one of the vertical walls. Figure 1~a! shows that the
direct distance between the source and receiver affects the
required order of reflection, i.e., the number of term in the
ray series. More image sources are generally required for
greater separations between the source and receiver separa-
tion.

Next, we show that the size of the tunnel also affects the
number of terms required for the ray series. This can be
achieved by comparingDP for two tunnels with different
cross-sectional areas. The first tunnel~Western Cross Harbor
Tunnel! has a cross-sectional area of 12.5 m35.8 m, which
has the same dimension as the tunnel used in Fig. 1. The
second tunnel~Tai Lam Tunnel!, which has a dimension of

14.2 m36.0 m, is larger than Western Cross Harbor Tunnel.
The choice of dimensions used in numerical simulations re-
flects the actual sizes of the two tunnels employed for field
measurements. More details about the tunnels will be de-
scribed in Sec. III.

In the numerical simulations, the source is placed at the
centerline and at 1 m above the ground in Tai Lam Tunnel.
The receiver, which is located at a horizontal distance of 200
m from the source, is placed at an offset position of 3.5 m
from one of the vertical wall and at 2.33 m above the ground.
For Western Cross Harbor Tunnel, the source is placed at
6.25 m from one of the vertical walls and 0.9 m above the
ground. The receiver is placed at 2.65 m from the same ver-
tical wall and at 2.38 m above the ground. Again, the sepa-
ration between the source and receiver is set at 200 m for
Western Cross Harbor Tunnel in the numerical simulations.
Figure 2 displays the predicted relative errors versus the or-
ders of reflection for the tunnels with different dimensions.
To achieve a comparable relative error in predicting the total
sound field, more terms are required for a tunnel with a
smaller cross-sectional area. This conclusion agrees with one
of the finding in an earlier study for the sound propagation in
a narrow city street6 where more higher-order rays are re-
quired for a narrower street.

In the current study, the 50 Hz frequency band is used as
the basis to determine the required terms needed in Eq.~1!.
This is because 50 Hz is the lowest frequency considered in
the present study. We find that use of a maximum of 60
reflections from the tunnel walls is sufficiently accurate for
the geometrical configuration used in our experimental stud-
ies. Generally speaking, fewer terms are required for a
source with higher frequencies and for shorter separations
between the source and receiver. Although it is possible to
optimize the number of terms required in the ray series, no
attempt has been made in the numerical simulations shown
in this paper. SettingN equal to 60 is adequate to ensure that
the resultingDP is less than 5% in all calculations.

III. FIELD MEASUREMENTS IN TWO TUNNELS

In a recent study,1 we have demonstrated that predic-
tions by the coherent model agree well with the measurement
data in a scale model experiment. To further validate the
coherent model, measurements were conducted at nighttime
in two realistic long tunnels, namely Tai Lam Tunnel and
Western Harbor Crossing Tunnel in Hong Kong. These tun-
nels were designed for use by automobiles but closed for
general maintenance purposes in the nighttime. Hence, it was
a relatively ‘‘quiet’’ environment with a typical background
noise level of 60 dB~A! because of the lack of traffic flow
during the measurement period. However, occasional noise
was generated as a result of maintenance activities.

When conducting the measurements at Tai Lam Tunnel,
a subwoofer, the Tannoy B475, was chosen as the noise
source. This generates a high definition sound at low and
ultra-low frequencies. The frequency response was63 dB in
the range from 28 to 240 Hz. While the measurements in
Western Harbor Crossing Tunnel are intended to extend to
high-frequency regions, a general-purpose speaker, the Tan-
noy T300, was chosen as the noise source. The Tannoy T300

FIG. 1. Comparisons of predicted relative errors versus numbers of reflec-
tions at 50 Hz for sound propagation in a realistic tunnel with a cross-
sectional area of 12.5 m35.8 m. Three source/receiver separations are
shown.~Dashed line with diamonds: 400 m; solid line with diamonds: 50 m;
solid line: 10 m.!

FIG. 2. Comparisons of predicted relative errors versus numbers of reflec-
tions at 50 Hz for sound propagation in two realistic tunnels with the source/
receiver separation of 200 m. Two cross-sectional areas of the tunnel are
shown. ~Solid line with diamonds: 12.5 m35.8 m; dashed line with dia-
monds: 14.2 m36.0 m.!
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comprises one 12 in. dual concentric driver, in which the
low-frequency and high-frequency sources were coinciden-
tally aligned to a point source, resulting in a smooth uniform
response~63 dB! over a wide frequency range from 55 to 22
kHz.

As the wall surfaces along the length of the tunnels were
made of concrete, we assume that all boundaries have the
same absorption coefficient in the predictions based on the
incoherent model. See Table I for the list of the absorption
coefficients at each octave band used by Yang and Shield.10

In predictions according to the ASJ model, Takagiet al.11

have selected an absorption parameter of a value 0.04 for
tunnels with concrete wall surfaces. This value is used in our
study of the sound propagation in the two tunnels mentioned
above.

Both tunnels were built for the use of automobiles. To
minimize the influence of background noise, the measure-
ments were taken in the nighttime with a loudspeaker gener-
ating high levels of random noise. A precision type sound
level meter was used as a signal receiver to measure sound
pressure levels in one-third octave bands. In the following
sections, we shall show comparisons of the theoretical pre-
dictions with experimental measurements.

To facilitate the comparison the theoretical predictions
with field measurements, each one-third band is divided into
a number of smaller sub-bands of a constant bandwidth. The
total sound field is then computed by summing the noise
levels of all sub-bands. Since the number of predicted data
for each one-third octave band increases with the increasing
center frequency because the one-third octave bands are
spaced logarithmically. Consequently, the computational ef-
fort increases with the increase of the octave-band center
frequencies. To reduce the computational time without af-
fecting the accuracy of predictions, the sub-bands are also
spaced logarithmically. A preliminary study suggests that use
of the logarithmic sub-bands is sufficient for the present nu-
merical analyses.

A. Measurements in Tai Lam Tunnel

Tai Lam Tunnel was 3.7 km long with a rectangular
cross-section of a nominal width and height of 14.2 and 6.0
m, respectively. The two sides of the tunnel walls were fur-
nished with smooth concrete panels that were slightly curve
for decorative purposes. These vertical walls were assumed
to be reflective flat surfaces. The ground was made of con-
crete with raised walkways formed adjacent to the vertical
walls. A slightly curved ceiling made of concrete slab was
regarded as a reflective flat surface in parallel with the
ground. The lighting equipment and signal boxes were hung
from the ceiling of the tunnel. It is remarkable that the

boundaries of the tunnel, i.e., the two vertical walls, the
ground and the ceiling are considered to form a long rectan-
gular enclosure in our prediction model. As shown in the
following comparisons, this simplification does not cause
significant errors in predicting the overall noise levels in the
tunnel.

The experiments were conducted at the location such
that the tunnel exits at either end do not have significant
effects on the measurements. A Tannoy Superdual B475
loudspeaker with external dimensions of 0.55 m30.58 m
high was used as a sound source generating white noise in
the field measurements. The sound source was located 1 m
above the concrete ground and either 3.5 or 7.1 m from one
of the vertical walls. These source locations were chosen to
simulate the approximate locations of ground-based sources,
such as engine noise, emitted from heavy vehicles or el-
evated noise sources, such as jet fans, installed under the
ceiling of the tunnel. Measurements of sound pressure levels
in one-third octave bands were recorded using an Ono Sokki
Precision Sound Level Meter type LA-5110 at various re-
ceiver locations from 10 to 200 m. The receivers were lo-
cated at the centerline of the tunnel and on the side at 3.5 m
from one of the vertical walls. These two locations are re-
ferred to as the centerline and offset line, respectively, in this
section. The height of the receiver was set at 1.25 and 2.33 m
above the ground. They are referred to as the low and high
positions, respectively.

In the first set of measurements, the source was located
at the centerline, 7.1 m from one of the vertical walls and 1
m above the concrete ground. To obtain the values of noise
reduction~NR!, as defined above, the sound pressure level
measured at a receiver location at a horizontal distance of 10
m in front of the source and at a height 1.25 m above the
ground was used as the reference. This receiver location was
referred to as the reference point.

Due to the interference effect of the source and its im-
ages, the sound levels at octave bands vary considerably,
even when the receivers were located close to the source.
Figure 3 shows the experimental results of a frequency spec-
trum for the octave bands from 50 to 500 Hz. A typical
geometry was used in the measurements with a receiver lo-
cated at a horizontal distance of 10 m from the source. The
measurements were taken at the same vertical plane as the
reference point, but the receiver was moved from the refer-
ence point to the high position at the offset line. As illus-
trated, the coherent model can be used to predict the inter-
ference dips at the low-frequency region considerably well,
while the predictions according to the incoherent and ASJ
models are rather insensitive to the change of receiver loca-

TABLE I. Absorption coefficients of the tunnel boundaries at 1/3-octave bands.

Frequency~Hz! 50 63 80 100 125 160 200 250
Absorption coefficient 0.015 0.018 0.02 0.022 0.025 0.027 0.029 0.03

315 400 500 630 800 1 k 1.25 k 1.6 k
0.032 0.034 0.035 0.037 0.039 0.04 0.044 0.047
2 k 2.5 k 3.15 k 4 k 5 k 6.3 k 8 k
0.05 0.057 0.063 0.07 0.075 0.08 0.09
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tions. The comparison shows that the discrepancy between
the measurement result and the prediction by the incoherent
and ASJ models can be up to 7 dB at 125 Hz. On the other
hand, the variation in the noise reduction~NR! gradually
arrives at a steady level of about23 dB when the octave-
band frequency exceeds 315 Hz. The incoherent and ASJ
models predict that there is no noise reduction for sound
transmitted over a source/receiver separation of 10 m.

To demonstrate the usefulness of the coherent model in
the prediction of sound propagation in a long-range situation,
we move the receiver farther from the source. We show in
Fig. 4 only the results for the measurements at a horizontal
distance of 150 m from the source. Again the spectrum fre-
quency is shown with the octave bands varying from 50 to
500 Hz. In this set of measurements, the source was located
at the centerline and the receiver at the high position of the
offset line. The figure illustrates that the coherent model can
be used to predict the fluctuations of noise reduction across
the frequency spectrum with accuracy. The incoherent and
ASJ models are less accurate prediction schemes for the
source frequency below 200 Hz. At the frequency range of
interest from 50 to 500 Hz, the ASJ model generally under-
estimates the sound attenuations along the tunnel.

In the next set of measurements, the source was set at 1

m above the ground and placed either at the centerline or
offset at 3.5 m from one of the vertical walls. Noise mea-
surements were conducted along the tunnel from a horizontal
distance of 10 to 200 m at the frequency range from 50 to
500 Hz. Two typical sets of data are selected for presenta-
tion. In Fig. 5, the receiver was placed at the low position at
the offset line with the octave-band frequency of the source
at 160 Hz. On the other hand, in Fig. 6, the receiver was
placed at the high position at the centerline with the octave
band frequency at 315 Hz. These two plots display typical
results of the predicted noise reduction by various models
with the measured noise reduction plotted against the hori-
zontal distance from the source. These two figures show that
higher sound attenuation along the tunnel was achieved
when the receiver was located at the low position at the
offset line. We also note that there was no appreciable sound
attenuation at the receiver locations between 20 and 50 m
from the source. Generally speaking, the coherent model
gives a more accurate prediction in all source/receiver con-
figurations. As shown in both figures, the predictions accord-
ing to the coherent model agree to within 3 dB of the experi-
mental measurements. However, there are noticeable
discrepancies between the measurement results and predic-
tions according to the incoherent and ASJ models. The dif-
ferences between the ASJ model and the measurements can

FIG. 3. A comparison of noise reduction spectra among the predictions by
the coherent model, incoherent model, ASJ model, and measurements in Tai
Lam Tunnel. The source and receiver were placed, respectively, at 1 and
2.33 m above the ground and at respective distances of 7.1 and 10.7 m from
one side of the tunnel wall. They were separated by a horizontal distance of
10 m. The predictions according to the incoherent and ASJ models coincide
at all frequencies.~Solid line with open circles: Measured results; dashed
line with open circle: predictions according to the coherent model; solid line
with crosses: predictions according to the incoherent model; dot–dashed
line with dark circles: predictions according to the ASJ model.!

FIG. 4. The same as Fig. 3, except that the source and receiver were sepa-
rated by a horizontal distance of 150 m.

FIG. 5. A comparison of sound attenuation at different source/receiver sepa-
rations along Tai Lam Tunnel with the noise source located 1 m above the
ground and 7.1 m from the tunnel wall. Measurements were conducted for
the source frequency of 160 Hz and the receiver locating at the offset line
along the tunnel and 1.25 m above ground. The keys for the lines show in
the figure are the same as in Fig. 3.

FIG. 6. The same as Fig. 5, except that the source frequency was 315 Hz
and the receiver was located at the centerline along the tunnel and at 2.33
aboveground.
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be as high as 7 dB. For the source located at the offset
position and the receiver located at other distances, compari-
sons of the experimental data with theoretical predictions
have rather similar results. These results are not shown here
for brevity.

The usefulness of using the coherent model, i.e., consid-
ering the interference, in predicting sound propagation at low
frequencies, is generally expected. However, it is of interest
to determine the critical frequency where the incoherent
models should not be used. The critical frequency may be
determined by considering the pathlength difference of the
direct ray and the reflected ray of the first order. Suppose that
the cross-sectional area of the tunnel isA and the horizontal
distance between the source and receiver isL. Then, the typi-
cal length scale of the tunnel with a rectangular cross-section
is AA. The paths of the direct and the reflected ray of the first
order have the respective length scales ofAL21A and
AL212A. Hence, the pathlength difference has an approxi-
mate order ofAL/2(L21A) which is derived by assuming
D@0. The effect of interference between the contributory
rays is significant if the wavelengthl of the transmitted
sound is much less than the pathlength difference, i.e.,l
!AL/2(L21A). The critical frequency is then determined
by

f c;2c~L21A!/AL, ~6!

wherec is the speed of sound in air. The incoherent model
should be adequate in predicting the average levels of the
transmitted noise if the source has a frequency much greater
than the critical frequency.

We remark that the frequency used in the measurements
at Tai Lam Tunnel was not high enough to allow an assess-
ment of the critical frequency and source/receiver separation
in which the incoherent model may be used to predict the
average level of the transmitted noise. This issue will be
addressed in the next section.

B. Measurements in Western Harbor Crossing Tunnel

Western Harbor Crossing Tunnel was a 2 kmthree-lane
road tunnel in Victoria Harbor of Hong Kong. This tunnel,
which has a rectangular cross-section of a nominal width of
12.5 m and a height of 5.8 m, shares a similar design to the
Tai Lam Tunnel described earlier. The tunnel walls and
ground were made of concrete with flat and smooth surfaces.
Raised walkways adjacent to the vertical walls and other
scattering surfaces hung from the reflective ceiling were
found. To obtain a full spectrum of measurement results from
50 to 8 kHz, the Tannoy loudspeaker model T300 with ex-
ternal dimensions of 0.37 m30.59 m in height was used as a
sound source generating pink noise. The sound source was
located at 0.9 m above the concrete ground and at either 2.65
or 6.25 m from one of the vertical walls. An Ono Sokki
Precision Sound Level Meter type LA-5110 was used to take
measurements of sound pressure levels in one-third octave
bands at various receiver locations from 10 to 400 m. The
receivers were located at the centerline of the tunnel and on
the side at 2.65 m from one of the vertical walls. This is
referred to as the offset line in this section. The height of the

receiver was set at 1.3 and 2.38 m above the ground. These
are referred to as the low and high positions, respectively.

An initial measurement of the sound pressure levels at a
horizontal distance of 10 m in front of the source was con-
ducted in the tunnel. The result was used as the reference
data for the deduction of the noise reduction spectra in our
subsequent field measurements. At the reference location, the
receiver was placed 1.3 m above the ground. A comprehen-
sive set of measurements was then conducted for various
source and receiver locations. These experimental data were
used for a comparison with different numerical models.
When the horizontal distance between the source and re-
ceiver was extended beyond 75 m, say, the noise levels
dropped significantly due to the high absorption of sound
energy in air, especially at frequency bands over 1 kHz. It is
important to include the air absorption factor in the predic-
tion models in order to accurately predict sound propagation
in tunnels. To illustrate this point, selected noise reduction
spectra are presented for the octave bands varying between
50 and 8000 Hz. Figures 7 and 8 display the results for
receivers at a horizontal distance of 250 and 350 m from the
source, respectively. In these two examples, the receiver was
located at the centerline and at the high position. The figures
reveal that the coherent model is able to predict peaks and

FIG. 7. A comparison of noise reduction spectra among the predictions by
the coherent model, incoherent model, ASJ model, and measurements in
Western Harbor Crossing Tunnel. The source and receiver were placed,
respectively, at 0.9 and 2.38 m above the ground and at respective distances
of 9.85 and 6.25 m from one side of the tunnel wall. They were separated by
a horizontal distance of 250 m. The keys for the lines show in the figure are
the same as in Fig. 3.

FIG. 8. The same as Fig. 7, except that the source and receiver were sepa-
rated by a distance of 350 m.
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dips occurring at the low-frequency region and gives the
highest accuracy across the whole frequency range of interest
as compared with the ASJ and incoherent models. In this
geometrical configuration, the ASJ model underestimates the
noise reduction of up to 6 dB at 3150 Hz, where destructive
interference occurs. On the other hand, the incoherent model
overestimates the noise reduction of up to 6 dB at 100 and
630 Hz, where constructive interference occurs.

As discussed in the last section, we can roughly estimate
the critical frequencies,f c , for these two examples in Figs. 7
and 8. According to Eq.~6!, they are about 2 and 3 kHz for
the horizontal distances of 250 and 350 m, respectively. We
expect that the incoherent model should be adequate to esti-
mate the average levels of the transmitted noise if the source
frequency is higher than the critical frequency. This is sup-
ported by the experimental results shown in Figs. 7 and 8 in
which the incoherent model gives a fair estimation of the
Noise Reduction in the tunnel. Nevertheless, the incoherent
model can only provide the average noise levels and are
unable to predict the variation of NR in the spectrum as
shown in the figures.

To prove the robustness of the coherent model in pre-
dicting sound attenuation along the tunnel in a long range
propagation and at all frequencies of interest, noise measure-
ments were conducted from horizontal distances of 10 to 400
m from the source, with the mid-band frequency ranging
from 50 to 8000 Hz. To present the results, we have chosen
only two representative sets of data for the purposes of illus-
tration in the following paragraphs. Similar results compar-
ing the experimental data with theoretical predictions can be
found elsewhere.12

In the first set of experimental data, the noise source was
set at the centerline and at 0.9 m above the concrete ground.
The receiver was located at the centerline, and the center-
band source frequency was 50 Hz. The noise reduction along
the tunnel at various one-third octave bands are plotted to
compare the measurement results with the predictions by
various models. Figure 9 illustrates that the predictions by
the coherent model give the best agreement with the mea-
surement results for sound propagation up to 400 m. It also

shows that a strong constructive interference effect occurs at
receiver locations at a distance of between 20 and 30 m.
Redmore13 referred to this phenomenon as a ‘‘plateau’’ in his
experimental data. In our case, both the incoherent model
and the ASJ model overestimate the noise reduction, and the
discrepancies become relatively large at distances when de-
structive interference occurs.

In the next set of data, the receiver was shifted to the
offset line and at 2.38 m above the ground. The center-band
frequency of the source is 6.3 kHz. Despite the fact that the
interference effect becomes less significant at high frequen-
cies, Fig. 10 shows that prediction results by the coherent
model agree very well with the measurements at this set of
data for the separation between the source and receiver ex-
tending to 400 m. The results predicted by the ASJ model
appear to be the least accurate in this example. Similar con-
clusions can be drawn based on the comparison of measured
and predicted results for other geometrical configurations but
these results are not shown here for brevity.

IV. SUMMARY

The experimental data for the full-scale field experi-
ments at Tai Lam Tunnel and Western Harbor Crossing Tun-
nel confirms a finding in a recent study on scale model ex-
periments. The coherent model gives the best agreement with
experimental results among all three prediction schemes, par-
ticularly at the low- and mid-frequency regions. The varia-
tion of the noise reduction at different frequencies is a fea-
ture that can only be predicted by the coherent model with
accuracy to within 3 dB. The effect of mutual interference
caused by the direct and reflected rays is an important factor
for the accurate prediction of sound fields in long enclosures.

The incoherent model generally gives satisfactory pre-
dictions when the total sound field shows a less significant
effect of interference between contributory rays. This will
occur when the source frequency is sufficiently high and
when the separation between source and receiver is small.
For instance, as shown in a typical set of experimental mea-
surements, the agreements are good for a source frequency of
6.3 kHz and a horizontal separation of 30 m. In this case, the
total sound field can be approximated by summing all con-
tributory rays incoherently.

FIG. 9. A comparison of sound attenuation at different source/receiver sepa-
rations along the Western Harbor Crossing Tunnel. The center-band fre-
quency of the source was 50 Hz. The source and receiver were placed,
respectively, at 0.9 and 1.3 m above the ground and both at a distance of
6.25 m from one side of the tunnel wall. The keys for the lines shown in the
figure are the same as in Fig. 3.

FIG. 10. The same as in Fig. 9, except that the receiver was located at a
distance of 6.25 m from the same side of the tunnel wall and the center-band
frequency of source was 6300 Hz.
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Although the coherent model gives reasonably accurate
results in most cases, some discrepancies between the field
data and theoretical predictions are found. This is probably
due to the scattering of sound from the raised walkway ad-
jacent to the vertical walls and other scattering surfaces hung
from the ceiling. The fact that the tunnel section is not a true
rectangular shape also affects the results.
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A ‘‘boss’’ formulation by Twersky@J. Acoust. Soc. Am.73, 85–94~1983!# enables prediction of the
plane wave reflection coefficient from a surface composed ofrigid-porous roughness elements
embedded in anacoustically hardplane where the roughness elements and their mean spacing are
small compared with the incident wavelengths. Predictions for air-filled porous roughness elements
on a hard ground plane are compared with effective impedance spectra obtained from laboratory
measurements over random distributions of polystyrene hemi-spheres, polyurethane pyramids, and
sand hemispheroids on glass plates. Overall the predictions agree well with these data. To enable
prediction of the effective admittance of rough porous surfaces, Twersky’s original formulation is
extended heuristically. The resulting theory is compared with a previous model@J. Acoust. Soc. Am.
108, 949–956~2000!#, which is a heuristic extension of Tolstoy’s theory@J. Acoust. Soc. Am.72,
960–972 ~1982!# to include nonspecular scattering. The theories are found to give different
predictions for relatively large bosses. The modified Twersky theory gives relatively good
predictions of the effective impedance spectra obtained from complex sound pressure level
measurements over sand surfaces containing semielliptical roughness elements and over
uncultivated soil. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850211#

PACS numbers: 43.50.Vt, 43.28.En@RR# Pages: 1146–1156

I. INTRODUCTION

Surface roughness is known to have significant influence
on near-grazing sound. One approach to modeling long
wavelength sound reflection from randomly rough surfaces
considers scattering from idealized roughness elements or
‘‘bosses.’’ Several measurements have been made of sound
pressure level~SPL! or relative SPL spectra above rough
surfaces, where the roughness height and spacing are small
compared to the wavelengths of interest.1–5 These data have
been compared with predictions of models derived by Atten-
borough and Taherzadeh1 from a boss theory by Tolstoy.6,7 It
was necessary to adjust the impedance of the scatterers and
imbedding plane to obtain good agreement between predic-
tions based on the Tolstoy boss theory and the data. Tolstoy’s
effective admittance models6,7 predict that a surface wave is
generated at grazing-incidence above a hard rough boundary
and that the effective admittance above a hard rough bound-
ary is purely imaginary. However, comparison with data in-
dicates that Tolstoy-based predictions overestimate the sur-
face wave component, especially at grazing incidence2 and
that it is necessary to include an attenuation term due to
incoherent scatter to obtain a good fit with these data.4 In
other comparisons of predictions and data,5 the assumed lo-
cation of the effective admittance plane has been adjusted to
improve agreement with data at higher frequencies. Poor
agreement between laboratory measurements of propagation
over rough convex surfaces and predictions based on the
Tolstoy effective admittance formulation has been found4

and it has been suggested that the absence of a real part of
admittance corresponding to nonspecular scattering effects

might be responsible for this. Nonspecular scattering is par-
ticularly important for random roughness.1 The theory of Lu-
cas and Twersky8 incorporates nonspecular scattering and re-
sulting expressions have been used to model two-
dimensional ~2D! periodic and random hard roughness
elements, giving reasonable agreement with measured short-
range ground effect.9 A heuristic extension of this model to
sound reflection from rough surfaces of finite impedance,
named the Biot/Tolstoy/Howe/Twersky~BTHT! model, has
given predictions in good agreement with ground effect mea-
sured over rough surfaces in the laboratory and outdoors.10

However, the real part of the effective impedance obtained
from Lucas and Twersky’s theory forhard rough surfaces
does not have the low frequency limit that is expected from
physical considerations,11 i.e., the real part should be much
greater than the imaginary part.

Twersky’s general theory12 models reflection from po-
rous roughness elements on a hard plane. It introduces a term
proportional to wave-numberk in the real part of effective
admittance~Re~b!!. To the authors’ knowledge, this theory
has not been applied to an air/solid interface with air-filled
porous roughness elements, and has not been validated by
comparison with data. To this end, measurements of complex
relative SPL over porous roughness on a flat hard surface
have been made. Effective impedance spectra have been ob-
tained from these measurements by using Muller’s numerical
method to solve the complex admittance equation obtained
from the classical expression for a point source over an im-
pedance boundary.13,14 The complex compressibility and
mass density of fluid in the pores of the roughness elements
have been calculated assuming a rigid matrix of tortuous
slit-like pores.15,16 Predictions of Twersky’s theory12 have
been compared with these data.a!Electronic mail: k.attenborough@hull.ac.uk
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For predicting outdoor sound, propagation over com-
pletely rough and porous surfaces is of interest. It is found
that predictions of Twersky’s theory12 do not agree at low
frequencies with measured data for rough porous surfaces.
This model has been extended, heuristically, to predict the
effective admittance of a rough porous boundary and com-
pared to the heuristic BTHT model used in previous work.10

The effective impedance spectra obtained from these theories
are compared with those deduced from measurements of
complex relative sound pressure level over rough sand sur-
faces and uncultivated soil.

Section II A presents Twersky’s effective admittance
model for surfaces formed by arbitrarily shaped porous
roughness elements on a hard plane. Section II B summarizes
the theory used to model the complex compressibility and
thermal conductivity for the rigid-porous roughness elements
considered. Section II C derives the admittance expressions
in the particular cases of semicylindrical and semielliptical
porous roughness elements from Twersky’s results presented
in Sec. II A. Section II D derives the admittance expressions
for hemispherical and hemispheroidal porous roughness ele-
ments. Section II E recalls the heuristic BTHT model and
introduces a heuristic extension of Twersky’s model to pre-
dict the effective admittance of a porous surface with porous
roughness elements. Results from both models are compared
for identical parameters. Section II F reprises briefly how
complex relative SPL spectra are used in effective imped-
ance calculations. Section III describes the experimental pro-
cedures. To validate Twersky’s original theory,12 Sec. IV A
compares the model’s predictions with effective impedance
spectra obtained from laboratory measurements of complex
relative sound pressure level over random distributions of
polystyrene hemispheres, polyurethane pyramids, and sand
hemispheroids on glass plates. Section IV B compares im-
pedance predictions of the heuristic theories for rough po-
rous boundaries with those deduced from measurements of
complex relative sound pressure level over corrugated sand
surfaces and rough uncultivated soil. Conclusions are drawn
in Sec. V.

II. THEORETICAL FORMULATIONS

A. Twersky’s theory for porous roughness elements
distributed randomly on a hard plane

The main results of Twersky’s general theory12 are sum-
marized here using notation consistent with previous
publications.9,10 The direction cosines of the incident wave
vector k are g i where i 51, 2, or 3 corresponding to the
coordinate axesz, x, andy, respectively. Ifw is the azimuthal
angle anda is the angle betweenk and the vertical axisz
then g15cos(a), g25sin(a)cos(w), g35sin(a)sin(w). The
acoustical properties of the porous roughness elements are
specified by the relative compressibilityk and the inverse
mass density ratioBi . Specifically, complex coefficientsBi8
andC are introduced such that

C5k21 ~1!

and

Bi852~Bi21!/~11~Bi21!Ai !, ~2!

where

Bi85Bi ~1!8 2 iBi ~2!8 ~3!

and

C5C11 iC2 . ~4!

C2 and Bi (2) are positive and small compared toC1 and
Bi (1) . The anisotropy factorsAi5qi1e i ( i 51,2,3), where
qi are related to roughness element shape through the prin-
cipal diameters of the roughness elements ande i are given
by integral equations involving the packing density of the
random roughness distribution. The number of roughness el-
ements per unit area is denoted byn, the wave number mag-
nitude by k, and the cross-sectional area of the roughness
element byU. The imaginary part of the effective surface
admittanceb is given by

Im~b6!52
nU

2
kF1

6 , ~5!

where

F1
15C~1!1B2~1!8 g2

22B3~1!8 g3
2 ~6!

and

F1
252B1~1!8 g1

2. ~7!

The 6 subscripts indicate hard/pressure release surfaces, re-
spectively. The general formulation introduces a dyadic pa-
rameterB for inverse mass density ratio, and incorporates the
shape coupling integralsqi in a dyadic q but, here, it is
assumed that the principal axes of all dyadics are aligned
with the Cartesian axes and vectorsBi are used instead.

The real part of the effective surface admittance, based
on Twersky’s12 relationship~95! and involving absorption
and scattering terms, is given by

Re~b6!52
nU

2
kFa

62
nWsU

2

8 S k3,
k4

p DFS
6 , ~8!

Fa
15C~2!1B2~2!8 g2

21B3~2!8 g3
2, ~9!

Fa
25B1~2!8 g1

2, ~10!

Fs
15C~1!

2 1
B2~1!82 g2

2

m
1

B3~1!82 g3
2

m
, ~11!

Fs
25

B1~1!82 g1
2

m
. ~12!

In Eqs. ~8! and ~11!, the values (k3,m52) and (k4,m53)
are used for 2D and three-dimensional~3D! roughness, re-
spectively. The packing factorWs depends on the packing
densityW of the corresponding distribution of roughness el-
ements.W5nb* 5b* /b, whereb is the average roughness
separation distance andb* is the size of the exclusion region
around a scatterer, i.e., is the minimum distance between the
centers of adjacent roughness elements. Since the work re-
ported here excludes pressure release surfaces, only expres-
sions corresponding to the superscript1 are used. Note that
Twersky’s theory assumes that the product of roughness size
and wave number isvery muchless than unity and that the
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product of roughness separation distance and wave number
is less than unity.

B. The tortuous slit-pore model for rigid-porous
materials

For simplicity, although more sophisticated models for
the acoustical properties of arbitrary rigid-porous materials
are available,15 the pores in the roughness elements are con-
sidered to be identical tortuous slits. It should be noted that,
for a given flow resistivity and porosity, pore shape has little
influence on the surface impedance.16 In a medium with flow
resistivityRs , porosityV, fluid densityr f , and tortuosityT,
and assuming time dependence exp(2ivt), the effective rela-
tive compressibilityk is given by16

k~v!5g2~g21!F12
tanh~lA2 iNPR!

lA2 iNPR
G , ~13!

where the dimensionless parameterl5(3r0vT/VRS)
1/2, g

5Cp /Cv is the ratio of specific heat at constant pressure of
the gas to the specific heat at constant volume,r0 is the
density of air, andv52p f is the angular frequency. The
relative inverse mass density ratio~the density of air divided
by the complex density of air in the pores! is given by

B~v!5F12
tanh~lA2 i !

lA2 i
G . ~14!

The relative impedance for a smooth surface with slit-like
pores is given by

Zrel5
1

bsmooth
5A T

V2B~v!k~v!
. ~15!

C. Twersky’s theory for semicylindrical porous
roughness embedded in a flat hard surface

Consider circular semicylindrical roughness elements
with axes along they direction ~see Fig. 1!. When the azi-
muthal anglew is zero and the plane-wave incidence anglea
is measured from the vertical axisz, the direction cosines are
g15cosa, g25sina, andg350. Equations~6!, ~9!, ~11! im-
ply that the factors with indexi 53 are not relevant in 2D.
The restriction to nonpressure release surfaces means that
only i 52 is of interest. For semicylindrical roughness ele-

ments, the packing factor12 Ws5(12W)2. For circular cyl-
inders, q251/2 and e252UI 2/2pb* 2. The raised cross-
sectional area per unit length isV5npa2/25nU/2, wherea
is the radius of the circular semicylindrical roughness andn
the number of semicylinders per unit length (51/b in 2D!.
Hence, for circular semicylinders,

A25q21e25
1

2
2

I 2U

2pb* 2

with8

I 2>2W~110.307W10.137W2! for W,0.8,

I 2>
p2

3 F12
2~12W!

W G16
~12W!2

W2

3Fp2

6
11.202G for W>0.8,

I >
~pa!2

3b2
for W51 ~periodic spacing!.

The effective admittanceb relative to air of a hard plane
containing randomly spaced 2D porous circular semicylin-
ders is deduced from Eqs.~5! and ~8! as

b2D5h2D2 i j2D , ~16!

where

j2D5kVH C12ReF B21

11~B21!A2
Gsin2 aJ ~17!

and

h2D5kVH C22ImF B21

11~B21!A2
Gsin2 aJ

1k3~12W!2

3
V2

2n H C1
21

1

2
ReF B21

11~B21!A2
G2

sin2 aJ . ~18!

Note again that Twersky’s theory12 is based on the approxi-
mationka!1 andkb* ,1.

This is a generalization of the theory for nonporous rigid
roughness elements presented in previous work.9 If the
roughness elements are nonporous, rigid, and on a rigid base
plane, the inverse mass density ratioB tends tozeroandk r

!ka implying C1521 and C250. As a result, for azi-
muthal anglew50, the effective impedance relationship~2!
and~3! in Ref. 9 are recovered. If the roughness elements are
air, i.e., there is no roughness, the roughness compressibility
is that of air, so bothC15Re(kr /ka21) andC25Im(kr /ka)
are zero and the relative inverse mass density ratioB51.
This means that the effective admittance of the surface is
zero, as it should be for a smooth hard surface.

Lucas and Twersky’s theory8 for hard rough surfaces
predicts an imaginary part of impedance that dominates at
low frequencies. This is unphysical since the real part should
dominate at the rough interface between two fluids when the
wavelength is much larger than the roughness size. However,
in expression~18! for porous roughness elements on a hard

FIG. 1. A plane wave incident on a surface containing a grating of semicyl-
inders.
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plane, the first power of wave number in the real part of
admittanceh2D depends on the imaginary part of the effec-
tive compressibility and on the imaginary part of the inverse
effective density ratio of the roughness elements. These give
the correct behavior at low frequency. Predictions are com-
pared with measured data for surfaces with porous roughness
elements in Sec. IV A so testing whether the combination of
such small imaginary terms allows Re(Z)@Im(Z) at low fre-
quency.

If the roughness elements are semielliptical cylinders12

with semi-axesah andaw ,

A25
ah

ah1aw
1

I 2U

2pb
*
2

,

and the roughness cross section per unit length becomesV
5n(pahaw/2). For elliptic semicylindrical roughness ele-
ments, these values ofV andA2 are the only modifications
required to the effective admittance expressions~17! and
~18! for circular semicylinders.

D. Twersky’s theory for hemispherical and
hemispheroidal porous roughness embedded in a flat
hard surface

For n hemi-spherical roughness elements per unit area,
with symmetry axis along thez direction ~see Fig. 2!, the
direction cosines areg15cos(a), g25sin(a)cos(w), andg3

5sin(a)sin(w). For any 3D roughness elements, the packing
factor12 Ws5(12W)3/(11W). If the exclusion region
around a roughness element is assumed to be isotropic,b3*
5b2* 5b* , W5np(b* /2)2, q15q25q351/3, and e35e2

52UI 2/8pb* 3. In Eqs.~6!, ~9!, and~11! only i 52 or 3 is
of interest since pressure-release surfaces are not considered.
If the radius of the hemispherical roughness elements isa,
the raised cross-sectional area per unit length isV
52npa3/35nU/2 and

A35A25q21e25
1

3
2

UI 2

8pb* 3
.

The expression for the integralI 2 is based on a 2D packing
of impenetrable circular disks12 such that I 258W(1
10.4157W) for 0,W,0.84. The upper bound onW is an
experimental value for the densest random packing of iden-
tical circular disks. Note that the packing densityW for disks

~and hemispheres! can never reach the value unity as is pos-
sible with 2D roughness elements. From Eqs.~5! and~8!, the
effective admittance relative to air of a rough surface con-
taining randomly spaced 3D porous hemispheres embedded
in a smooth hard surface is given by

b3D5h3D2 i j3D , ~19!

where

j3D5kVH C12ReF B21

11~B21!A2
Gsin2 aJ ~20!

and

h3D5kVH C22ImF B21

11~B21!A2
Gsin2 aJ

1k4
~12W!3

11W

V2

2pn H C1
2

1
1

3
Re2F B21

11~B21!A2
Gsin2 aJ . ~21!

If the roughness elements are prolate or oblate hemisphe-
roids and thez axis is assumed to be an axis of symmetry
thenq25q3 . If the exclusion region around a roughness el-
ement is assumed to be isotropic,b3* 5b2* 5b* . Therefore,
e35e252UI 2/8pb* 3 whereU54paw

2 ah/3 whereah is the
semiheight andaw is the semiwidth of the spheroid. For
prolate spheroids,r 5ah /aw.1 and q25q35(12q1)/2
where12

q15
1

r 221
S r cosh21 r

~r 221!1/2
21D ,

cosh21 r 5 ln$r 1~r 221!0.5%.

In the case of oblate spheroids,

r ,1, q15
1

12r 2 S 12
r cos21 r

~12r 2!1/2D .

Note that the choices of roughness shape, such thata35a2

5aw , and exclusion region, such thatb3* 5b2* 5b* , imply
an isotropic roughness distribution. The theory may be used
for anisotropic roughness element distributions but this is not
pursued here.

E. Heuristic models for rough porous surfaces

The Biot/ Tolstoy/Howe/ Twersky model. A model, intro-
duced elsewhere10 and tested against measured data over
sand, grassland, and subsoiled ground, is based on a heuristic
extension of Biot/Tolstoy/Howe theory to include a real part
of admittanceh2D Twer for nonspecular scattering based on
Lucas and Twersky’s work concerning 2D rough hard sur-
faces. Hence, when the azimuthal anglew is not zero

b* 5h2 ik cos2~w!e01* 1b, ~22!

where

FIG. 2. A plane wave incident on a single hemispheroidal boss.
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h~a,w!'
k3bV2

2
~12W!2H ~12sin2 a sin2 w!

3F11S d2

2
cos2 w2sin2 w D sin2 a G J 1O~k5!,

d52s2D /n2D , e01* 5a01* 2b01* ,

a01* 52VFr12r0

r11r0
G s2D

n2D
, b01* 5V~12m1 /m0!,

s2D5
r01r1

r11Kr0
s2 , n2D511

2pV

3Nb2 Fr12r0

r11r0
Gs2D ,

s25
1

2
~11K !, mj5

1

r j cj
2

, j 50,1.

r1 andc1 represent the complex density and sound speed of
the porous medium andK represents a hydrodynamic shape
factor17 ~51 for semicylindrical roughness elements!.

For w50 and porous elements with sufficiently high
flow resistivity, Eq.~22! may be expressed as

bHeur Biot5h2D TwerHard2 ikV@d sin2 a211Vg#

1bsmooth, ~23!

whered is the dipole coupling term.
For hard semicircular cylindrical roughness elements,

d52/(11I ) and I 5(a2/b* 2)I 2 .
Equation~22! represents the previously published10 heu-

ristic extension of Tolstoy’s theory. Another possibility is to
extend Twersky’s model for porous roughness elements on a
hard plane. The new heuristic model is based on the assump-
tion that the admittance of rough surface containing porous
roughness elements embedded in a smooth porous ground is
the sum of the admittance of a smooth porous surface and
that due to porous roughness elements embedded in a smooth
hard surface. Hence the admittance is defined by

b2D,3D-porous1bsmooth, ~24!

where the first term is computed from either Eqs.~16! to ~18!
for 2D roughness or from Eqs.~19! to ~21! for 3D roughness.
Support for this heuristic assumption is provided by Howe’s
equations~2.28! and ~2.31!.18 The bsmooth term proves to be
important for agreement with measured data at low frequen-
cies. Note that, according to Eqs.~22!–~24!, even when the
admittance of the smooth porous surface does not depend on
incident angle, i.e., the smooth surface is locally reacting, the
admittance of the porous rough surface is angle-dependent.

Predictions of Eqs.~22! and ~24! are compared in Fig. 3.
There are significant differences in the predictions for com-
paratively large~0.05 m radius! semicylindrical roughness
elements with both high and low flow resistivity.

F. Computation of relative SPL and deduction of
effective impedance

The relative sound pressure level from a point source
over an impedance plane is obtained from

rel SPL520 logU P

P1
U, ~25!

whereP is the total~complex! pressure at the receiver due to
a point source above an homogeneous impedance plane and
P15P0(eikR1/R1) is the pressure due to the direct wave
from the source@assuming time dependence exp(2ivt)]. To
estimate the effective impedance relative to air of a rough
surface we consider that the measured relative SPL is pro-
duced by a smooth impedance surface. In the classical theory
for the sound field due to a point source above an impedance
boundary,19

P5P0

eikR1

R1
1QP0

eikR2

R2

where Q is the spherical wave reflection coefficient
defined by Q5R1@12R#F(w) where F(w)51
1 iApwe2w2

erfc(2iw), R1 is the direct path length from
source to receiver,R2 is the path length through the specular
reflection point, andP0 is a constant. For local reaction, the
plane wave reflection coefficient is defined byR5(cosa

2b)/(cosa1b). w5A 1
2ikR2(b1cosa) is often called the

‘‘numerical distance.’’ The problem of deducing surface im-
pedance from data becomes a search for complex admittance
roots, b. Although various numerical root-search methods
have been used in the literature, Muller’s method13 is used in
this work. Twersky’s theory is based on incident plane
waves, so the predicted effective admittanceb is used in the
expressions forR andw to obtain the predicted relative SPL
spectra. Equation~25! is used also to obtain relative SPL
from measuredP andP1 .

III. EXPERIMENTS

In a series of~anechoic! laboratory and outdoor mea-
surements over rough surfaces, a Tannoy driver, fitted with a
1-m-long tube having 3 cm internal diameter was used as a
point source. The receiver was a Bruel & Kjaer type 4311

FIG. 3. Comparison of the real~dashed lines! and
imaginary parts~solid lines! of the effective impedance
spectra predicted by the heuristic BTHT~thin lines! and
heuristic Twersky~thick lines! models for rough porous
surfaces containing semicylindrical roughness elements
(d52 m, h50.46 m, a50.05 m, b5b* 50.2 m
and V50.4! ~a! Rs55000 kPa s m22, ~b! Rs

55 kPa s m22.

1150 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Boulanger et al.: Rough porous impedance



‘‘half-inch’’ diameter condenser microphone fitted with a
preamplifier. Signal processing and signal generation were
carried out using a maximum length sequence system ana-
lyzer. This enabled background noise effects to be reduced
by analyzing the microphone signal with respect to the
known output sequence. To calculate the complex relative
SPL, a reference measurement was made with source and
receiver raised to a significant height above the surface. In
the first series of measurements, 2D semicylindrical and
semielliptical roughness elements were created in a smooth
slightly wetted sand surface using a comb-like device. The
resulting porous rough surfaces consisted of periodic semi-
cylindrical (a50.01 m) and semielliptical (ah50.008 m and
aw50.02 m) sand roughness elements, respectively. The
sand was retained in a 2 msquare 30-cm-deep box. Addi-
tional measurements have been performed outdoors over an
uncultivated porous soil. Another series of~nonanechoic!
laboratory measurements were devised to test the original
Twersky theory.12 More or less identical porous roughness
elements were placed randomly on thick glass base plates
~0.76 m square and 6 mm thick!. These experiments have
used smaller source–receiver separations and higher fre-
quencies than used in the first series to avoid the influence of
unwanted reflections~in the nonanechoic environment! and
to reduce the areas of rough surfaces required. The roughness
elements consisted, respectively, of~i! hemispheroidal sand
(ah50.0153 m,aw50.0125 m),~ii ! hemispherical polysty-
rene (a50.004 m), and~iii ! open cell rounded-top pyramidal
polyurethane foam. The polystyrene and polyurethane rough-
ness elements were glued firmly to the rigid glass base
plates.

IV. COMPARISONS BETWEEN PREDICTIONS AND
DATA

A. Porous roughness elements on a hard surface

1. Hemispherical polystyrene roughness on a glass
plate

Figure 4~a! compares measured and predicted excess at-
tenuation spectra over 5000 m22 4 mm radius polystyrene
hemispheres glued to a glass plate with equal source and
receiver heights~h! of 0.032 m and separationd50.5 m. The
roughness size is such that the smallka approximation im-

plicit in Eqs. ~20! and~21! should be valid up to 13 000 Hz.
Comparison of the data with the prediction for a flat hard
surface in Fig. 4~a! confirms that a clear ground effect shift is
caused by the roughness. Since independent data for the im-
pedance of the polystyrene hemispheres were not available,
parameter values have been adjusted for best fit. In this case
best-fit values areRs5500 kPa s m22, V50.3, T51/V.
With these values, a minor variation from the nominal geo-
metrical parametersa50.004 m, b* 52a10.001 m in the
3D Twersky theory@Eqs. ~20! and ~21!# gives a good fit to
the relative SPL averaged over three measured sets. An area
density of n56000 m22 gives better agreement than the
measured value ofn55000 m22. Figure 4~b! compares the
effective impedance spectra for the rough surface obtained
from the measured relative SPL with the Twersky predictions
and the agreement is tolerable.

2. Pyramidal polyurethane roughness elements on a
glass plate

Impedance tube measurements~Fig. 5! of the polyure-
thane material used to create the pyramidal roughness ele-
ments are fitted using Eq.~15! with Rs510 kPa s m22,
V50.8, andT51/V. The roughness elements had a roughly
pyramidal/conical shape with average roughness base radius
of a50.0125 m. Prolate hemispheroids~see Sec. II D 2! have

FIG. 4. ~a! Averaged measurements~dashed line! of the sound pressure level relative to free field over a rough surface consisting of 5000 m22 hemispherical
polystyrene roughness elements on a glass plate (d50.5 m, h50.032 m,a50.004 m,b* 52a10.001 m) compared to predictions of 3D Twersky theory—
Ref. 12~solid line! for hemispherical porous bosses~all parameters have nominal values exceptn56000 m22, Rs5500 kPa s m22, V50.3, andT51/V) and
to the exact solution for a flat hard surface~dot-dash line!. ~b! Real ~dashed lines! and imaginary~solid lines! parts of deduced effective impedance spectra
from measurements~thin lines! and predictions~thick lines!.

FIG. 5. Predictions~thick lines! of the tortuous slit-pore rigid frame model
(Rs510 kPa s m22, V50.8, andT51/V) compared to impedance spectra
deduced from impedance tube measurements~thin lines! of the polyurethane
material used to shape the pyramidal roughness. Real and imaginary parts
are the dashed and solid lines, respectively.
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been used to model the conical/pyramidal shapes as closely
as possible. The average volume of the roughness element
has been estimated to be 5 cm3. This is equivalent to a hemi-
spheroidal volume with semiaxes height and widthah

50.0153 m andaw50.0125 m, respectively. These various
parameter values have been used in the Twersky theory for
3D roughness@Eqs.~20! and~21!# together with the nominal
measured parametersb* 52a10.02 m andn5450 m22 to
give the predictions shown in Fig. 6~a!. These predictions
compare well with the average of three series of relative SPL
measurements obtained after locating the source receiver
axis in three places over the rough surface. For the roughness
sizes used in this section, the smallka approximation is valid
up to approximately 5000 Hz. The source-receiver geometry
is given byd50.5 m, h50.032 m. Comparison of data with
the prediction for a flat hard surface confirms that the rough-
ness causes a clear shift in the ground effect. Figure 6~b!
shows that there is tolerable agreement between the effective
impedance spectra obtained from the measured relative SPL
and the predictions.

3. Hemispheroidal sand roughness elements on a
glass plate

Impedance tube measurements~Fig. 7! of the sand used
to create the hemispheroidal roughness elements are fitted

using Eq. ~15! with Rs5300 kPa s m22, V50.23, andT
51/V. These parameters are used in the 3D Twersky theory
to model the complex compressibility and density of the po-
rous bosses. The roughness elements were approximately ob-
late hemispheroids. The measured semi-axes wereah

50.017 m andaw50.019 m. The predictions~Sec. II D 2!
use the nominal measured parametersb* 52a10.008 m and
n5329 m22 and compare well with the average measured
relative SPL@see Fig. 8~a!#. The source-receiver geometry is
given by d50.5 m, h50.045 m. For the roughness sizes
used in this section, the smallka approximation is valid up
to roughly 3000 Hz. Figure 8~b! shows the tolerable agree-
ment between the effective impedance spectra obtained from
the measured relative SPL and the predictions of Twersky’s
theory. It is interesting that the values of both the measured
and predicted effective impedance near grazing incidence of
the rough surface formed from 329 m22, 0.017 m high sand
hemispheroids on a glass plate~i.e., 37% covered! are not
only significantly less than that of a smooth hard surface but
less also than those measured at normal impedance for the
sand. Moreover in this case there are no adjusted parameters
in the predictions. The measurement-deduced and predicted
effective impedance spectra for porous roughness shown in
Figs. 4~b!, 6~b!, and 8~b! do not show whether Re(Z)
.Im(Z) at low frequency since, at low frequency, the effec-
tive impedance spectra deduced from measurements are not
reliable and display large oscillations. Whether such oscilla-
tions and enhancements are caused by surface waves is dis-
cussed elsewhere.11 However, it should be noted that the pre-
dicted effective impedance spectra in Figs. 4~b!, 6~b!, and
8~b! show Im~Z!.Re~Z! at lower frequencies. Predictions at
even lower frequencies, not reported here, show even larger
values of Im~Z! which is unphysical.

B. Porous rough surfaces

1. Periodic semicylindrical rough sand surface

The 2D semicylindrical roughness elements of radiusa
50.01 m were periodically spaced withb50.05 m. Figures
9~a! and ~b! presents impedance deduced from data for
smooth and rough sand surfaces, respectively. For both of the
spectra shown in Fig. 9~a!, the source/receiver separationd is
1 m and the source/receiver heightsh are 0.1 and 0.2 m.

FIG. 6. ~a! Averaged measurements~dashed line! of the sound pressure level relative to free field over a rough surface consisting of 450 m22 pyramidal
polyurethane porous roughness on a glass plate (d50.5 m, h50.032 m, pyramid base radiusa50.0125 m, 5 cm3 roughness element volume,b* 52a
10.02 m), compared to predictions from 3D Twersky theory~solid line! for prolate hemispheroidal porous bosses~all parameters nominal exceptah

50.0153 m,aw50.0125 m,Rs510 kPa s m22, V50.8, andT51/V) and the exact solution for a flat hard surface~dot-dash line!. ~b! Real~dashed lines! and
imaginary~solid lines! parts of deduced effective impedance spectra from measurements~thin lines! and predictions~thick lines!.

FIG. 7. Predictions~thick lines! of the tortuous slit-pore rigid frame model
(Rs5300 kPa s m22, V50.23, andT51/V) compared to the impedance
spectra deduced from impedance tube measurements~thin lines! of the sand
used to create the hemispheroidal roughness. The real and imaginary parts of
the impedance are the dashed and solid lines, respectively.
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Except below 500 Hz the spectra are similar and do not show
any variation with source/receiver height. As noted
elsewhere,11 the difference at low frequency may result from
the sensitivity of the root search to small oscillations in com-
plex relative SPL rather than to the angle dependence of the
effective impedance. Figure 9 and additional measured data
not reported here show that the effective impedance spectra
for rough or smooth sand surfaces deduced from relative SPL
are found to be independent of grazing incidence angle in the
range 0.1–0.6 rad. Figure 9~a! shows also the best visual
fit of the impedance spectra deduced from measurements
using Eq. ~15!. The assumed slit-pore medium hasRs

5600 kPa s m22, V50.4, and T51/V. These values are
used in subsequent predictions for the effective admittance of
the roughened sand also, on the assumption that wetting the
sand slightly did not change the porosity-related parameters.
For all spectra shown in Fig. 9~b!, the measurement geom-
etry is given byd51 m andh50.1 m. As expected, the im-
pedance fitted from data obtained above the smooth sand
surface does not match the measurement-deduced impedance
for the rough sand surface. Roughening the sand surface de-
creases its impedance; in particular Re(Z) is reduced. Note
that Twersky’s theory predicts that Re(Z) is modified by the
presence of periodic porous roughness elements@through the
first term in Eq.~18!#. For a periodichard roughness element
distribution, both terms of Eq.~18! would vanish. So this

effect is not caused by nonspecular scattering. Thermal dif-
fusion and friction in the pore roughness result in nonzero
values ofC2 and

ImF B21

11~B21!A2
G .

However, these factors are negligible compared to the specu-
lar scattering term. Using the nominal parameters for semi-
cylindrical roughness in Eqs.~16!–~18! does not give correct
predictions of the impedance spectra deduced from measure-
ments. This is not surprising since, without modification, Tw-
ersky’s model for porous roughness elements assumes that
the portions of the sand surface between the roughness ele-
ments are acoustically hard. Even uncertainty in the form of
the semicylindrical roughness elements and their spacing due
to crumbling resulting, for example, in a small deviation
from periodicity such thatb* 52a10.01 m, does not im-
prove the results. The tolerable fit shown in Fig. 10~a! re-
quires that the semicylinder radius is increased toa
50.025 m, thatRs is decreased to 14 kPa s m22 and the po-
rosity is decreased toV50.3. These values are not consistent
with the nominal values or with the expected values for sand.
The predictions of the heuristic BTHT model@Eq. ~23!# with
nominal measured parameters are shown in Fig. 10~b!. The
agreement is excellent for Im(Z) but less good for Re(Z).
Figure 11~a! shows predictions using the nominal values of

FIG. 8. ~a! Three measurements of relative SPL spectra~thin lines! and their average~dashed thick line! over a rough surface consisting of 329 m22

hemispheroidal sand roughness elements on a glass plate (d50.5 m, h50.045 m,ah50.017 m,aw50.019 m,b* 52aw10.008 m), compared to Twersky’s
theory predictions~thick solid line! for oblate hemispheroidal porous bosses~all parameters have nominal values exceptRs5300 kPa s m22, V50.23, and
T51/V) on a hard plane.~b! Real~dashed lines! and imaginary parts~solid lines! of the effective impedance spectra deduced from measurements~thin lines!
and model~thick lines!.

FIG. 9. Predictions of the tortuous slit-pore rigid frame model~thick lines! obtained withRs5600 kPa s m22, V50.4, andT51/V compared to the effective
impedance spectra deduced from two relative SPL spectra~thin lines! (d51 m) measured over~a! smooth sand~two measured sets forh50.1 m andh
50.2 m) and~b! semicylindrical close-packed sand roughness elements~two measured sets forh50.1 m, b50.05 m,W51, anda50.01 m). The real and
imaginary parts are the dashed and solid lines, respectively.
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the parameters in the heuristically extended Twersky theory
for 2D porous roughness elements@Eqs.~23!, ~17!, and~18!#.
The agreement with measurements is not as good as that
obtained with the heuristic BTHT model at low frequency,
but it is slightly better at high frequency. Note that, for this
periodic distribution of porous roughness elements and at
low frequency, the real part of the admittance is predicted to
be much smaller than that for a smooth porous surface~two
orders of magnitude at 100 Hz!. This is consistent with the
wavelength~l53.4 m at 100 Hz! being much larger than the
roughness size (a50.01 m) at these low frequencies, so that
the interaction of the acoustic waves with the rough surface
is more like that with a smooth surface. Since the predicted
real part of the admittance due to roughness is negligible,
nonspecular scattering is not responsible for the decrease in
Re(Z) at low frequency when the porous smooth surface is
roughened. It is the specular scattering term in Eq.~17! that
is mainly responsible for this measured and predicted effect.
This explains the similar low frequency results obtained with
the two heuristic models, despite the fact that the heuristic
Twersky model for 2D porous roughness includes the non-
specular scattering term due to porous roughness elements.
Nevertheless, the heuristic BTHT model predicts higher
Re(Z) values at low frequency and these are closer to the
measured values. This result reflects the differences in the
predicted imaginary parts of admittance. Note also that the
real part of admittance of the smooth porous surface@real

part of inverse of Eq.~15!# and that predicted for the rough
porous surface@the first term in Eq.~18!# become equal near
8000 Hz ~l50.042 m!. Thus, inclusion of the admittance
bsmooth51/Zrel @Eq. ~15!# of the smooth porous surface in Eq.
~23! avoids the unphysical~infinite imaginary admittance!
low frequency limit of the Lucas and Twersky theory.

Given that the roughness shapes used in the measure-
ments were unavoidably irregular as a result of crumbling, it
seems reasonable to model the roughness elements as
semielliptical rather than semicylindrical. Figure 11~b! shows
predictions obtained from Eqs.~23!, ~16!–~18!, and the ex-
pressions for semielliptical roughness elements~Sec. II C!. A
semiheightah50.006 m and a semiwidthaw50.009 m gives
a good fit to the measurement-deduced effective impedance.
The sensitivity of both the relative SPL magnitude and effec-
tive impedance spectra to variation in the roughness param-
eters is similar so either relative SPL or effective impedance
may be fitted first. However, it is easier to fit the measured
relative SPL spectra visually because of the sharpness of the
ground effect dip. Note that for the roughness sizes used in
this section, the smallka approximation is valid up to
roughly 5500 Hz.

2. Periodic semielliptical sand roughness

Figure 12 shows effective impedance spectra deduced
from complex relative SPL measured over close-packed

FIG. 10. Real~dashed lines! and imaginary parts~solid lines! of the effective impedance spectra obtained from measurements~thin lines! corresponding to
Fig. 9~b! compared to predictions~thick lines! over semicylindrical porous roughness elements of circular cross section from~a! the
2D Twersky model—Ref. 12—fora50.025 m,b52a, W51, Rs514 kPa s m22, V50.3, andT51/V and ~b! the heuristic BTHT model withW51, a
50.01 m,b50.05 m,Rs5600 kPa s m22, V50.4, andT51/V.

FIG. 11. Real~dashed lines! and imaginary parts~solid lines! of the effective impedance spectra obtained from measurements~thin lines! @as shown in Fig.
9~b!# compared to predictions~thick lines! from ~a! the heuristic 2D Twersky model for semicylindrical porous roughness elements of circular cross section
~nominal measured parameters in addition toRs5600 kPa s m22, V50.4, andT51/V) and ~b! the heuristic 2D Twersky model for semicylindrical porous
roughness of elliptical cross section@same parameters as in~a! except forah50.006 m andaw50.009 m].
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semielliptical sand roughness with semiheightah50.008 m,
semiwidthaw50.02 m, and separationb52aw . The two ge-
ometries used in these measurements (d51 m, h50.05 and
0.1 m! display identical effective impedance spectra that
seem reliable up to 4000 Hz. The variability beyond this
frequency value is probably due to the impedance deduction
method that shows unexplained layer-like resonance in cases
reported elsewhere.11 Predictions using Eqs.~23!, ~16!–~18!,
and the expressions for semielliptical roughness elements
~Sec. II C! are presented also in Fig. 12. Note that the semi-
height of the elliptical semicylinders has to be decreased
from the measured 8 to 3 mm to obtain a good fit of the
measured data. All other parameters are the measured nomi-
nal parameters and a prediction using nominal values is
shown for comparison. Assuming that the roughness ele-
ments were not perfectly packed and that the average sepa-
ration was slightly greater does not improve the fit signifi-
cantly. Note that for the roughness sizes used in this section,
the smallka approximation is valid up to roughly 3000 Hz.

3. Outdoor uncultivated porous soil

The effective impedance spectra deduced from measure-
ments with source–receiver geometryd51 m, h50.1 m
over an uncultivated porous soil with no vegetation are
shown in Fig. 13~a! together with predictions using Eqs.
~19!–~22!. The best-fit parameters area50.05 m for hemi-
spherical roughness,n515 m22, b* 5(2a10.1 m), Rs

570 kPa s m22, V50.4, T51/V. The Rs obtained for best
fit with the original Twersky model may be smaller than the
true value as a result of the fact that smooth areas between
the porous roughness elements are modeled as hard~even
with 3D packed distributions!. Consequently, the parameter
Rs has to be decreased to compensate for these hard patches.
The low frequency Re(Z) limit predicted by the original Tw-
ersky model is unphysical. Thek term in Re~b! is smaller
than that in Im~b! as a consequence of the effects of pore-
friction and thermal conductivity being smaller on Re~b!
than on Im~b!. However, the heuristically extended model
for a 3D rough porous surface@Eq. ~23!# results in a good fit
to impedance spectra deduced from measurements@Fig.
13~b!# with parameter valuesa50.03 m,n510 m22 ~which
is the maximum compaction allowed by the chosen value of
b* ), b* 5(2a10.1 m), Rs5700 kPa s m22, V50.4, andT
51/V. The best fit value forRs for the heuristically ex-
tended model is rather higher than obtained with the model
for porous roughness elements on a hard surface and is more
realistic for a soil. Note that for the roughness sizes used in
this section, the smallka approximation is valid up to
roughly 1000 Hz.

V. CONCLUSIONS

Twersky’s theory for the effective admittance of a sur-
face containing porous roughness elements on a hard plane
requires knowledge of the complex density and compress-
ibility of the porous material, the roughness dimensions, the
number of roughness elements per unit arean, the radius of
the exclusion region around the roughnessb* , and the
source–receiver geometry. Together with a tortuous slit-pore
model for rigid porous material, the theory has been found to
give predictions of relative SPL and effective impedance
spectra data in good agreement with data obtained over vari-
ous artificial surfaces in the laboratory. These surfaces in-
clude randomly distributed hemispherical polystyrene, pyra-

FIG. 12. Real and imaginary parts of the effective impedance spectra de-
duced from two measured relative SPL spectra with geometryah

50.008 m,aw50.02 m,b52aw , d51 m, h50.05 m~thick dot-dash line!
or h50.1 m ~thin dot-dash line!. Predictions of effective real~dashed lines!
and imaginary parts~solid lines! of impedance predicted by the heuristic 2D
Twersky model withh50.05 m and all parameters with nominal values are
shown as the thick lines. Predictions forah50.003 m are shown as the thin
lines. Measurements and predictions are for periodic semicylindrical sand
roughness elements of elliptical cross section.

FIG. 13. Real~dashed lines! and imaginary parts~solid lines! of the effective impedance spectrum deduced from the relative SPL spectrum measured~thin
lines! over a rough soil (d51 m, h50.1 m) compared to predictions~thick lines! over hemispherical porous roughness~V50.4, T51/V, b* 52a
10.1 m) using~a! the original 3D Twersky theory—Ref. 12 (a50.05 m, n515 m22, Rs570 kPa s m22) and ~b! the heuristic 3D Twersky theory (a
50.03 m,n510 m22, Rs5700 kPa s m22).
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midal polyurethane bosses, and hemispheroidal sand bosses
on a glass plate. For the latter surface, the effective imped-
ance near grazing incidence has been measured and predicted
to be much less than the surface impedance of smooth sand.

The theory has been extended heuristically to enable
predictions of the effective impedance of rough porous sur-
faces. Comparison of the new Twersky-based model with the
previously published BTHT model shows some agreement
for high flow resistivity surfaces but less agreement for large
roughness elements. The new heuristic model has been
shown to give predictions in relatively good agreement with
data for relative SPL and measurement-deduced effective im-
pedance spectra obtained over corrugated sand in the labora-
tory and an uncultivated soil outdoors.
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The use of listening difficulty ratings of speech communication in rooms is explored because, in
common situations, word recognition scores do not discriminate well among conditions that are near
to acceptable. In particular, the benefits of early reflections of speech sounds on listening difficulty
were investigated and compared to the known benefits to word intelligibility scores. Listening tests
were used to assess word intelligibility and perceived listening difficulty of speech in simulated
sound fields. The experiments were conducted in three types of sound fields with constant levels of
ambient noise: only direct sound, direct sound with early reflections, and direct sound with early
reflections and reverberation. The results demonstrate that~1! listening difficulty can better
discriminate among these conditions than can word recognition scores;~2! added early reflections
increase the effective signal-to-noise ratio equivalent to the added energy in the conditions without
reverberation;~3! the benefit of early reflections on difficulty scores is greater than expected from
the simple increase in early arriving speech energy with reverberation;~4! word intelligibility tests
are most appropriate for conditions with signal-to-noise~S/N! ratios less than 0 dBA, and where S/N
is between 0 and 15-dBA S/N, listening difficulty is a more appropriate evaluation tool. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1849936#

PACS numbers: 43.55.Hy, 43.71.Gv@NX# Pages: 1157–1167

I. INTRODUCTION

There are many situations in rooms where the results of
speech intelligibility tests would suggest that conditions are
reasonably acceptable, with intelligibility scores of 90% or
greater and signal-to-noise ratios~S/N! above 0 dBA. Such
conditions are actually very common. For example,
Pearsons1 found speech-to-noise ratios in public spaces vary-
ing from 0 dBA in an aircraft cabin to 15 dBA in a class-
room. It is easy to appreciate that conditions of 0-dBA S/N
are quite different than those with a 10- or 15-dBA S/N, even
though word intelligibility scores for both conditions are
similar and quite close to 100%. Such results disguise the
fact that in these conditions, speech intelligibility is only
possible with a great amount of extra effort by the listener. In
fact, it is quite difficult to understand speech in many of
these conditions and it seems incorrect to suggest that they
represent good conditions for speech communication.

The authors have previously developed the use of sub-
jective ratings of listening difficulty as a better indicator of
the quality of acoustical conditions in rooms for speech
communication2 using speech tests in Japanese. Listening
difficulty ratings were better able to discriminate among con-

ditions above 0-dB S/N than could speech intelligibility
scores. Several other approaches have been used previously
to assess speech communication performance instead of
speech recognition scores. For example, subjective ratings of
the ‘‘easiness’’ of speech recognition or ‘‘ease of listening’’
were considered.3–5 Because ‘‘ease’’ ratings were measured
using paired comparison tests and category scaling methods,
they result in a relative scale, and one cannot say how easy is
good enough, or when a low rating corresponds to unaccept-
ably bad acoustical conditions. Apoux6 rated ‘‘ease of listen-
ing’’ with reaction time for consonants and other studies have
measured ‘‘listening effort’’ such as those by Downs,7 and
Hicks and Tharpe8 using a dual-task paradigm. In these stud-
ies, the probe reaction time was measured after the word
recognition task. The reaction time was treated as listening
effort. This is suitable as a clinical technique to assess the
effectiveness of hearing-aid devices and/or the application of
signal-processing techniques to such devices. However, it is
difficult to measure reaction time for groups of typical lis-
teners in real rooms, the focus of this study. This type of
measure also has the problem that there is no reaction time
value that can be said to be good enough or that corresponds
to no listening difficulty.

In rooms, early-arriving reflections have been shown to
be particularly important for good speech communication.
Lochner and Burger9 and others have provided a solid basis
for the importance of such early reflections. However, con-

a!Presently at Institute for Human Science & Biomedical Engineering, Na-
tional Institute of Advanced Industrial Science and Technology, 1-1-1 Hi-
gashi, Tsukuba, Ibaraki 305-8566, Japan. Electronic mail:
sato.hiro@aist.go.jp
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ventional room acoustics design is still usually based only on
consideration of appropriate reverberation times.10 A recent
study by the authors demonstrated the expected improve-
ments to speech intelligibility scores due to early reflections
and indicated that in realistic situations early reflection en-
ergy in real rooms is equivalent to increasing the level of the
direct sound by up to 9 dB.11 That is, the effective useful
speech level could be as much as 9 dB greater than the direct
sound due to the beneficial effects of early reflections of
speech sounds. Of course, later-arriving speech sounds are
usually found to be detrimental to the intelligibility of
speech.9

The present study examines the use of listening diffi-
culty ratings to rate speech transmission performance as de-
tails of the sound-field components were varied. This in-
cluded examining whether the benefits of early-arriving
reflections to listening difficulty ratings are similar to their
effect on speech intelligibility scores. This was done using
two different types of tests to assess word intelligibility and
perceived difficulty of listening to speech in simulated sound
fields that were similar to those used in a previous study.11

Although sound fields can be described by the complete de-
tails of impulse responses, the perceptually important aspects
can be more simply understood by considering the speech
levels associated with three basic components: the direct
sound, the early reflections, and the later-arriving reverberant
speech sound. In this new work, sound fields were varied by
varying each of these components as a group and without
changing the detailed make-up of each group such as the
details of individual early reflections. It was intended that the
effects of changes to each of these three component groups
would be indicative of the effects of similar changes in a
wide range of rooms.

The first experiment used sound fields that included ei-
ther, only direct sound (D), or direct sound with early re-
flections (D1E), and combined with two different levels of
steady ambient noise. The second experiment used three
types of sound fields: direct sound only (D), direct sound
with reverberation (D1Rev.), and direct sound with early
reflections and reverberation (D1E1Rev.), all with a con-
stant level of ambient noise. Additionally, paired comparison
tests were used to confirm the significance of the differences
among some of the sound fields in the second experiment.

The main goal of the new work reported in this paper
was to confirm and extend previous results2 that indicated
listening difficulty is a better rating of the quality of condi-
tions for speech communication than word recognition test
scores in the range of S/N that occurs most frequently in
actual rooms. This new work extends the previous work by
using native and non-native speakers with a range of lan-
guage skills and used speech tests in English rather than
Japanese. It also explored the effects of systematic variations
in the sound fields representative of conditions commonly
found in real rooms including varied levels of early-arriving
reflections. The new work focuses on conditions with S/N of
0 dBA or greater, whereas our previous work11 considered
the benefits of early reflections on intelligibility scores in
more adverse conditions with S/N of 5 dBA and less.

II. LISTENING TESTS WITH AMBIENT NOISE AND
VARIED EARLY REFLECTIONS

A. Method

1. Sound-field simulation procedures

All simulated sound fields were produced using a seven-
channel electro-acoustic system with loudspeakers arranged
around the listener in an anechoic room at the Institute for
Research in Construction, National Research Council
Canada. The seven loudspeakers were located at a distance
of 1.7 m from the listener and at varied angular locations
relative to the listener to simulate early reflections from vari-
ous angles. Each of the seven channels of electronics in-
cluded programmable digital equalizers with time delays that
could all be changed under computer control via a MIDI
interface. The loudspeaker responses were corrected to be
flat 63 dB from 80 Hz to 12 kHz.

The loudspeaker located directly in front of the listener
produced the simulated direct sound~first arriving sound!.
The other six loudspeakers each produced one early reflec-
tion. The early reflections arrived at the listener within the
first 50 ms after the direct sound. Two conditions of the early
reflections were used: one in which the early reflections in-
creased the long-term averaged speech level by 3 dB, and the
other by 6 dB. Some sound fields included only a direct
sound component (D cases!; others included a direct sound
and early reflections (D1E cases!. The overall amplitudes
of each of the two component groups~i.e., direct sound or
early reflections! were varied, but the arrival times and rela-
tive amplitudes of individual early reflections were not
changed and such details are not considered in these experi-
ments.

Each loudspeaker also reproduced simulated ambient
noise with a spectrum shape corresponding to that of an
NCB40 contour.12 The combined level of the noise signals
from all seven loudspeakers was measured at the listener to
be 48.4 dBA. A second noise signal with the same spectrum
shape but with an overall level of 45.0 dBA was also used in
the experiment.

In the first experiment, subjects were exposed to only
one noise level during each of two experimental sessions.
The noise signals to each loudspeaker included varied time
delays so that they were not exactly coherent. The speech
and noise levels used in the first experiment are summarized
in Table I. All speech and noise levels were obtained with an
omnidirectional measurement microphone located at the cen-
ter of the listener’s head position~but without the listener
present!. This procedure was used because it can be related
to typical measurements in rooms.

2. Subjects, speech material, and procedure for the
listening test

Subjects varied from 22 to 58 years of age, with nine
males and five females, and they reported no hearing dis-
abilities. Although they all spoke English everyday, for seven
of the subjects English was their first language, but for the
other seven subjects English was not their first language.

The speech material used in the experiments was from
the Fairbanks rhyme test as modified by Latham13 and as

1158 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Sato et al.: Using listening difficulty ratings in rooms



used in previous tests.11 The test words were embedded in
the sentence ‘‘Word number– is –, write that down’’ and
were spoken by a male talker. The original test lists consisted
of 5 lists of 50 words, phonetically balanced within each list.
In this test, each of the 250 words was used separately. Each
subject listened to a total of 288 words for the combinations
of 12 reflection conditions, by 2 noise levels and 12 repeats
of each of these combinations. For each subject, 38 words
were used twice and the repeated words were picked ran-
domly from the 250 words. Each word was presented in a
random order for each subject, and the test conditions were
also presented in random order. Subjects had a break every
24 words. Each sentence was presented in a 3-s interval to
the subject.

Subjects first performed a speech recognition test by
writing down the first letter of each test word and then they
rated the listening difficulty of each test sentence, including
the target word, using the following four categories:

~0! Not difficult: no effort required, completely relaxed lis-
tening condition

~1! Slightly difficult: slight attention required
~2! Moderately difficult: moderate attention required
~3! Very difficult: considerable attention required

The authors used these same categories for listening diffi-
culty rating in a previous study for Japanese speech.2

Listening difficulty was judged immediately after the
speech recognition test component so that listening difficulty
included the effect of the cognitive process of word recogni-
tion on this subjective rating.

Word recognition scores were obtained for each subject
as the average score of the repeated tests for each condition.
Listening difficulty was obtained for each subject as the per-
centage of responses that indicated some level of difficulty
~i.e., not a ‘‘0’’ response! for each condition. This makes it
possible to identify desirable conditions as those in which
listeners have no difficulty in listening to the test speech
material.2 Both types of scores are presented as mean scores
over all subjects.

B. Results of listening test to speech

1. The relation between listening difficulty and word
intelligibility

The first comparisons were based on the results of tests
in which subjects performed speech intelligibility tests and
listening difficulty ratings for sound fields with varied speech
signal-to-noise ratio~S/N! and for two types of reflection
conditions. In one series of tests the sound fields consisted of
only a direct sound and varied S/N was obtained by varying
the amplitude of the direct speech sound in combination with
either 45.0 or 48.4 dBA of constant noise. In the other series
of tests, three levels of direct speech sound were used and the
S/N was varied by adding early reflections to increase the
total speech levels by 3 or 6 dBA relative to the direct speech
levels. These were all presented in combination with the
same two constant noise levels. Figure 1 and Fig. 2 show the

TABLE I. Summary of measured acoustical quantities forD ~direct only! cases andD1E (direct1early
reflections! cases.

Direct
speech
level,
dBA

Early
speech

level, dBA

Noise
level,
dBA

Total
speech

level, dBA
Total S/N,

dB

Direct
speech
level,
dBA

Early
speech

level, dBA

Noise
level,
dBA

Total
speech

level, dBA
Total S/N,

dB

D cases D cases
42.0 ¯ 45.0 42.0 23.0 42.0 ¯ 48.4 42.0 26.4
47.2 ¯ 45.0 47.2 2.2 47.2 ¯ 48.4 47.2 21.2
51.2 ¯ 45.0 51.2 6.2 51.2 ¯ 48.4 51.2 2.8
53.9 ¯ 45.0 53.9 8.9 53.9 ¯ 48.4 53.9 5.5
57.1 ¯ 45.0 57.1 12.1 57.1 ¯ 48.4 57.1 8.7
62.1 ¯ 45.0 62.1 17.1 62.1 ¯ 48.4 62.1 13.7

D1E cases D1E cases
42.0 42.4 45.0 45.2 0.2 42.0 42.4 48.4 45.2 23.2
42.0 47.3 45.0 48.4 3.4 42.0 47.3 48.4 48.4 0.0
47.2 47.2 45.0 50.2 5.2 47.2 47.2 48.4 50.2 1.8
47.2 52.3 45.0 53.5 8.5 47.2 52.3 48.4 53.5 5.1
51.2 51.2 45.0 54.2 9.2 51.2 51.2 48.4 54.2 5.8
51.2 55.9 45.0 57.2 12.2 51.2 55.9 48.4 57.2 8.8

FIG. 1. Mean intelligibility scores for each sound field condition for all
listeners for D ~direct only! cases ~filled symbols! and D1E (direct
1early reflections! cases~open symbols! in 48-dBA noise~circles! and 45-
dBA noise ~triangles!. Logistic regression curve for all data is also pre-
sented.
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resulting plots of word recognition scores and listening dif-
ficulty ratings versus S/N, respectively. Both ratings show
strong relationships with S/N.

Although word recognition scores exceed 90% for S/N
greater than 0 dBA, listening difficulty is about 90% at a S/N
of 0 dBA and shows the greatest variation for S/N above 0
dBA. Listening difficulty decreases monotonically as S/N
varies from22.5 to 15 dBA. In other words, listening diffi-
culty varies over a range of 97%~i.e., from 2% to 99%! for
the experimental conditions. However, word recognition
scores varied over a range of only 21%~i.e., from 78% to
99%! and are seen to be a less sensitive rating of these acous-
tical conditions.

Analysis of variance~ANOVA ! was employed to com-
pare the sensitivity of word recognition and listening diffi-
culty scores. The experimental conditions and individual dif-
ferences were the two factors tested by the repeated
measures ANOVA. The result of ANOVA for word recogni-
tion scores indicated that there was a significant effect of
conditions (p,0.0001) and there was also a significant ef-
fect of individual subject differences (p,0.0001). Tukey’s
honestly significant difference~HSD! test for multiple
comparisons14 was employed, and it indicated that differ-
ences between conditions of more than 9.12% would be sig-
nificant. A difference of 9.12% is 42.6% of the complete
range of the speech recognition scores.

The ANOVA results for the listening difficulty ratings
indicate that there are significant effects of varied condition
(p,0.0001) and also of the differences among subjects (p
,0.0001). HSD is 22.8% (p,0.05), which is 23.4% of the
complete range of listening difficulty ratings, and this is
about half of that for word intelligibility. This HSD shows
that the listening difficulty ratings have approximately
double the sensitivity of the word intelligibility scores.

There was no pair of conditions, with and without early

reflections and both having almost the same speech-to-noise
ratio, which had difficulty ratings different by 23.4% or
more. This indicates that, for listening difficulty ratings, add-
ing early reflections is equivalent to increasing the energy of
the direct sound to the same total speech level. In other
words, early reflections are equivalent to increased direct
speech energy in these conditions without reverberant speech
sound.

2. Individual differences among subjects

Because significant differences among individuals were
found, ANOVA was employed to test for differences between
the subject groups of native and non-native English speakers,
all of whom used English every day. Each group had seven
subjects. The experimental conditions and subject groups
were the two factors included in the ANOVA analysis. The
interaction between conditions and subject groups was not
significant either for word recognition score or for listening
difficulty.

The result of the ANOVA for word recognition scores
indicated that there was a significant difference between the
two subject groups (p,0.0001). Figure 3 shows that there
are clearly different trends with respect to S/N for the word
intelligibility scores for each subject group. The regression
curves in Fig. 3 indicate that the difference in S/N between
the two subject groups was 5.7 dB for a 90% word intelligi-
bility score. This means that non-native English speakers had
a 5.7-dB disadvantage relative to native English speakers in
terms of speech recognition scores. This is comparable to
results by Buuset al.,15 who found non-native listeners to
require between 3- and 12-dB better conditions depending on
their amount of experience with the language of the test.
Somewhat similar results were reported by Nabelek and
Donahue16 for varied reverberation time and by van Wijn-
gaardenet al.17 for Dutch subjects listening to both English
and German speech material.

On the other hand, for listening difficulty ratings, the
ANOVA analysis indicated that there was not a significant

FIG. 2. Mean listening difficulty ratings of each sound-field condition forD
~direct only! cases~filled symbols! and D1E (direct1early reflections!
cases~open symbols! in 48-dBA noise ~circles! and 45-dBA noise~tri-
angles!. Logistic regression curves for all data with 45-dBA noise~solid
line! and of 48-dBA noise~dashed line! are also presented.

FIG. 3. Mean intelligibility scores of native English speakers~gray triangle!
and non-native English speakers~open circle! for all sound-field conditions.
Logistic regression curves are included for the native English speakers
~solid line! and for the non-native English speakers~dashed line!.
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difference between the two subject groups (p.0.05).
One can conclude that although word intelligibility and

listening difficulty ratings vary among subjects, listening dif-
ficulty is not affected by the mother tongue of the subjects.
Thus, listeners of varied language skills can be used to pro-
vide similar listening difficulty ratings of conditions for
speech. However, these ratings would not reflect the ex-
pected lower intelligibility scores from listeners less familiar
with the language of the test.

3. Effect of noise level on listening difficulty

The difference between the two logistic regression
curves~where difficulty is 50%! in Fig. 2 indicates that the
effective S/N difference between the two sets of results was
only 1.7 dBA. This 1.7-dB difference is only half of the
actual difference of noise levels and would correspond to a
20%–30% difference in listening difficulty ratings. This dif-
ference is approximately the same as the HSD (p,0.05)
required to indicate a significant difference between a pair of
conditions for listening difficulty. It is likely that this differ-
ence is due to context effects in the experiment. Although it
was hoped that subjects would judge listening difficulty ab-
solutely, they may have tended to rate conditions relative to
the complete range of conditions to which they were exposed
in each part of the experiment. In particular, the cases for
each noise level were presented as two subgroups in which
only one ambient noise level was experienced in each sub-
group. This led to a slightly different range of S/N for the
two parts of the experiment, and is probably the cause of the
1.7-dB shift between the two sets of listening difficulty rat-
ing results.

ANOVA was employed to test the significance of the
difference between the results for ambient noise of 48.4 dBA
and those of 45.0 dBA. Noise level, speech level, and the
interaction between noise level and speech level were in-
cluded as factors in the ANOVA. The result of the ANOVA
was that there was only a marginally significant difference
between the two ambient noise conditions (p,0.1).

Even though the difference was not statistically signifi-
cant atp,0.05, Fig. 2 suggested that possible context effects
should be minimized in subsequent experiments. Accord-
ingly, the second experiment, discussed in the next section,
included a wider range of conditions and they were all pre-
sented in a single experimental listening session.

III. LISTENING TESTS FOR SPEECH IN AMBIENT
NOISE AND REVERBERATION TO CONFIRM
THE BENEFIT OF EARLY REFLECTIONS

A. Method

1. Sound-field simulation procedures

All simulated sound fields were produced using a seven-
channel electro-acoustic system with loudspeakers arranged
around the listener in an anechoic room similar to that de-
scribed for the first experiments. The seven loudspeakers
were located at a distance of 1.6 m from the listener. The
delayed early reflections and reverberation were created us-
ing programmable digital signal processors~Yamaha

DME32! that could be changed under computer control via a
MIDI interface. The loudspeaker responses were corrected to
be flat61 dB from 80 Hz to 12 kHz.

The loudspeaker located directly in front of the listener
produced the simulated direct sound and the other six loud-
speakers each produced one early reflection of the speech
sounds. The early reflections arrived at the listener with var-
ied delays to distribute them in a realistic manner over the
first 50 ms after the direct sound. The details of individual
reflections were not varied; only the overall amplitude of the
six early reflections was varied as a group. Two levels of the
early reflections were used in the experiment, one of which
increased the long-term averaged speech level relative to that
of the direct sound by 3 dB, and the other by 6 dB. Rever-
berant speech was produced via all seven loudspeakers with
slightly different levels and delay times for each speaker to
create a diffuse impression for the reverberant speech com-
ponent.

Each loudspeaker also reproduced simulated ambient
noise with a spectrum shape corresponding to that of an
NCB40 contour and with a measured overall level at the
position of the listener of 48.6 dBA. The noise signals to
each loudspeaker were not exactly coherent to minimize in-
terference effects at the listener and to create the impression
of a diffuse sound field for the simulated ambient noise.

There were three series of conditions, which are de-
scribed in Table II. In one series the sound fields consisted of
only a direct sound (D cases! and varied S/N was obtained
by varying the amplitude of the direct speech sound relative
to the constant level of ambient noise. In the second series,
the sound fields consisted of a direct sound and two levels of
reverberation (D1Rev.A or D1Rev.B cases!. The rever-
beration time was 1.1 s for both reverberant cases, but the
ratio of early to late arriving speech sound~C50! varied as
described in Table II. The reverberant speech level was 51.6
dBA for the more reverberant case called ‘‘Rev.A’’ and 45.8
dBA for the less reverberant case called ‘‘Rev.B. ’’ There
were four levels of direct sound for each reverberant case,
increasing in 3-dBA steps from 49 dBA. In the third series
(D1E1Rev.A or D1E1Rev.B cases!, two levels of early
reflections, which increased the effective signal level by 3
and 6 dBA, were added to the 49-dBA direct sound level
condition with each of ‘‘Rev.A’’ and ‘‘Rev.B’’ late-arriving
energy and were compared with cases which had the same
effective signal level. The overall amplitudes of each of the
three component groups~direct sound, early reflections, and
reverberant sound! were varied but the arrival times and rela-
tive amplitudes of individual early reflections were not
changed.

The measured levels of each component group are sum-
marized in Table II for each of the test conditions. The levels
of the direct, early, and reverberant speech sounds are listed
where appropriate. This table also lists the effective speech
levels consisting of the sum of the direct sound and the early
reflection energy arriving within 50 ms after the direct sound,
along with the corresponding effective signal-to-noise ratios
~E-S/N!.

To avoid context effects for a limited series of condi-
tions, as discussed in the previous section, subjects experi-
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enced a full range of experimental conditions in one single
test. That is, cases varied from near-zero listening difficulty
~S/N of 15 dBA! to nearly complete~100%! listening diffi-
culty ~S/N of 26 dBA).

2. Subjects, speech material, and procedure for the
listening test

Eleven male subjects and two female subjects were used
for the experiment. Subjects varied from 21 to 58 years of
age and they didn’t report any hearing disabilities. Two non-
native English speakers were used in this experiment but
their scores on the word intelligibility test were not included
in the results.

The speech material used in this experiment was the
same as in the previous experiment. Each subject listened to
10 sentences for each of 20 conditions and they heard each
test sentence only once. Test words and test conditions were
presented in random order to each subject. Subjects could
have a small break every 25 words. Each sentence was pre-
sented after the subject responded to the former sentence.
Hence, the rate of presentation depended on the subject.

The experimental procedure was almost the same as in
the previous experiment except a small laptop PC with a 6
in. screen and a full-sized keyboard, positioned on the knees
of the subject, was used instead of pen and paper. Subjects
were asked to use the keyboard to give the missing first letter
of each test word in the speech recognition part of the test.
After listening to each sentence, they also rated the listening
difficulty by typing the number for the category of difficulty.

To minimize individual differences in the results, sub-
jects were informed about the procedure of the experiment
and the definition of listening difficulty in a training session.

In this practice session, subjects listened to more than the full
range of experimental conditions~S/N was systematically
varied in 3-dB steps from118 to29 dB and then in reverse
order from29 to 118 dB varying only the direct sound and
ambient noise!. They responded to the word recognition test
and gave a listening difficulty rating to get them used to the
idea of listening difficulty and to the complete range of con-
ditions. All of the subjects switched their responses from
‘‘not-difficult’’ to ‘‘difficult’’ and vice versa in the middle of
the range of S/N in this training session.

B. Results of the listening tests

1. ANOVA for comparing sensitivity of word
intelligibility and listening difficulty

The result of the ANOVA for word recognition scores
~the two non-native English speakers were removed! showed
that there was a significant effect of varied condition (p
,0.0001) but there was not a significant effect of individual
subject differences (p.0.05). Tukey’s honestly significant
difference~HSD! test was employed for multiple compari-
sons. HSD was calculated to be 6.88% (p,0.05), which is
42.0% of total range of the scores.

The result of the ANOVA for listening difficulty indi-
cated that there was a significant effect of varied condition
(p,0.0001). There was also a significant effect of differ-
ences among individual subjects (p,0.0001). HSD for lis-
tening difficulty was 24.8%(p,0.05), which is 25.1% of the
complete range of listening difficulty.

Although there is a significant effect of the differences
among individual subjects, the HSD is a smaller portion of
the complete range of listening difficulty scores than is the
HSD for the word intelligibility scores. This is true even

TABLE II. Summary of measured acoustical quantities forD ~direct only! cases,D1Rev (direct1reverberant sound! cases andD1E1Rev. (direct
1early reflections1reverberant sound) cases. The ambient noise level was fixed at 48.6 dBA for all cases listed in this table.

Direct
speech

level, dBA

Early
speech

level, dBA

Reverb
speech

level, dBA

Effective
speech

level, dBA

Total
speech

level, dBA
Effective
S/N, dB

Total S/N,
dB C50, dBA U50, dBA

STIr
~male!

RT ~0.5–1
kHz!, s

D cases
42.7 ¯ ¯ 42.7 42.7 25.9 25.9 ¯ 25.9 0.29 ¯

45.7 ¯ ¯ 45.7 45.7 22.9 22.9 ¯ 22.9 0.39 ¯

48.7 ¯ ¯ 48.7 48.7 0.1 0.1 ¯ 0.1 0.49 ¯

51.7 ¯ ¯ 51.7 51.7 3.1 3.1 ¯ 3.1 0.59 ¯

54.7 ¯ ¯ 54.7 54.7 6.1 6.1 ¯ 6.1 0.68 ¯

57.7 ¯ ¯ 57.7 57.7 9.1 9.1 ¯ 9.1 0.78 ¯

60.7 ¯ ¯ 60.7 60.7 12.1 12.1 ¯ 12.1 0.88 ¯

63.7 ¯ ¯ 63.7 63.7 15.1 15.1 ¯ 15.1 0.94 ¯

D1Rev. cases
49.4 ¯ 51.6 49.4 53.6 0.8 5.0 22.1 23.8 0.38 1.1
52.4 ¯ 51.6 52.4 55.0 3.8 6.4 0.8 20.9 0.45 1.1
55.3 ¯ 51.6 55.3 56.9 6.7 8.3 3.8 2.1 0.54 1.1
58.3 ¯ 51.6 58.3 59.2 9.7 10.6 6.8 5.1 0.64 1.1
49.3 ¯ 45.8 49.3 50.9 0.7 2.3 3.7 20.2 0.43 1.1
52.3 ¯ 45.8 52.3 53.2 3.7 4.6 6.7 2.7 0.53 1.1
55.3 ¯ 45.8 55.3 55.8 6.7 7.2 9.7 5.7 0.62 1.1
58.3 ¯ 45.8 58.3 58.6 9.7 10.0 12.7 8.7 0.72 1.1

D1E1Rev. cases
49.3 49.4 51.6 52.4 55.0 3.8 6.4 0.8 20.9 0.44 1.1
49.3 54.0 51.6 55.3 56.8 6.7 8.2 3.7 1.8 0.51 1.1
49.3 49.4 45.8 52.4 53.2 3.8 4.6 6.7 2.7 0.50 1.1
49.3 53.9 45.8 55.2 55.7 6.6 7.1 9.6 5.4 0.58 1.1
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though there is not a significant effect on word recognition
scores of individual differences among subjects when the
mother tongue effect was removed.

This again shows that listening difficulty can better dis-
criminate among these experimental conditions than can
word recognition scores.

2. Comparison of listening difficulty results with
those in the previous experiment

Figure 4 presents the relation between listening diffi-
culty ratings and the effective speech-to-noise ratio~E-S/N!,
in which the energy of direct sound and the early reflections
within 50 ms of direct sound are summed as the effective
speech energy. Figure 4 also includes the regression curve
obtained from the results of conditions with 48.4-dBA noise
in the previous experiment.

The cases with only a direct sound component~filled
circles in Fig. 4! are close to the regression curve from the
former experiment. Additionally, listing difficulty ranged
over almost the full scale from 1.5% to 100% as intended to
avoid context effects. This result demonstrates the repeatabil-
ity of the listening difficulty measure, at least for the equiva-
lent conditions in the previous experiment.

3. Benefit of early reflections in noise and
reverberation for listening difficulty

The series of conditions in this experiment were created
to confirm that the effect of early reflections also exists in
more realistic cases that also included later-arriving speech
sounds~reverberation!.

The results in Fig. 4 show that the reverberant level
influences listening difficulty ratings. The more reverberant

Rev.A cases created more difficult listening conditions than
the less reverberant Rev.B cases at the same E-S/N.

The lowest S/N~0.7 dB! case for Rev.B without early
reflections~filled triangles! deviates from the overall trend of
these results and showed lower difficulty for this S/N value
than expected. The difference between the lowest case and
the second lowest case is smaller than the HSD and is not
statistically significant (p.0.05). In a separate test, five sub-
jects compared these two conditions ten times and 90% of
their responses were the opposite of the result in the main
experiment as was expected. All of the subjects who partici-
pated in this trial reported that there was a subtle difference
between the two conditions and it might relate to a difference
in loudness. In all other cases, adding early reflections in-
creased the effective S/N and decreased the resulting listen-
ing difficulty rating. This one unusual point was thought to
be due to the large scatter in listening difficulty scores; this
was verified in a paired comparison test described in next
section.

From Fig. 4, it is seen, that for sound fields including
Rev.A with the direct sound~filled diamonds!, the listening
difficulty ratings are about the same as those for the direct
sound only cases having a 5-dB lower S/N. Adding the re-
verberant speech level from Table II~51.6 dB for Rev.A) to
the noise level~48.6 dB! increases the total detrimental
sound level by about 5 dB relative to the noise alone. This
5-dB increase in detrimental sound level would relate to a
5-dB decrease in useful-to-detrimental sound ratios between
the direct-sound-only cases and the direct-plus-reverberant
cases, and supports the use of useful-to-detrimental ratio
concept~U50! ~Refs. 18, 19! to explain the effects of added
reverberant speech sound on listening difficulty for these
cases.

Listening difficulty ratings for cases with early reflec-
tions are much lower than those for cases without early re-
flections at the same E-S/N. Early reflections decrease listen-
ing difficulty by 10% for Rev.A @which is less than the HSD
(HSD524.8%,p,0.05)] and by 40% for Rev.B ~which is
greater than HSD! compared to other cases with the same
E-S/N. This may be due to early reflections effectively in-
creasing the time window for integrated useful early energy
and thus including the early part of late-arriving sound~more
than 50 ms after the direct sound! in the integrated useful
energy.

Figure 5 presents the relation between listening diffi-
culty ratings and U50~A! values ~A-weighted useful-to-
detrimental ratio with 50-ms early time interval!. As ex-
pected, similar trends versus U50~A! are seen for the only-
direct-sound cases and the direct-sound-plus-reverberation
cases. The cases with early reflections deviate from the main
trend and show lower difficulty for a particular U50~A! value
than for the cases without early reflections. STIr~Male!,
which is a new version of the Speech Transmission Index for
male voices,20 shows almost the same relation with listening
difficulty as found for U50~A! in Fig. 5. These results may
indicate that these measures could be adjusted to better re-
flect the benefits of early reflections on the listening diffi-
culty scores. Although the previous study11 discussed the
benefit of early reflections on speech recognition scores rang-

FIG. 4. Relation between effective speech-to-noise ratio and mean difficulty
rating of D ~direct sound! cases~filled circle!, D1Rev. ~direct sound
1reverberant sound! cases~gray symbols!, andD1E1Rev. ~direct sound
1early reflections1reverberant sound! cases~open symbols!. The logistic
regression curve for the 48.4-dBA-noise case of the previous experiment is
also presented.
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ing from 85% to 100% for normal-hearing listeners, listening
difficulty better discriminates among conditions in rooms to
illustrate the effect of early reflections, as this study shows.

Because the scatter in the listening difficulty ratings, due
to individual differences among subjects, is large, it is diffi-
cult to precisely relate listening difficulty ratings with physi-
cal indices. More precise ratings for some of the cases used
in this experiment were obtained using a paired comparison
test presented in the next section.

IV. SCHEFFE’S PAIRED COMPARISON TEST TO
CONFIRM THE BENEFIT OF EARLY REFLECTIONS ON
LISTENING DIFFICULTY TO SPEECH

In order to show the significant benefit of early reflec-
tions to listening difficulty, and to discuss the relation of
listening difficulty scores with physical numbers, Scheffe’s
method of paired comparison test21 was used.

A. Method

1. Sound fields

Seven of the conditions used in the previous experiment
were used for the paired comparison tests. The electro-
acoustic system and the anechoic chamber used in this ex-
periment were the same as in the previous listening test. Two
direct-sound-only-plus-noise cases (D), three cases with di-
rect sound plus Rev.B (D1Rev.B), and two cases with di-
rect sound, reverberant sound (Rev.B), and early reflections
(D1E1Rev.B) were used. All conditions are summarized
in Table III.

2. Subjects and procedure

Eleven of the subjects who participated in the former
experiment were used. Subjects were asked to rate the dif-
ferences for each pair in one of five categories. They did this
by typing a number on the keyboard with the following de-
scriptions presented on the screen of the tiny PC, located in
front of subjects, and after listening to each pair of sentences:

~1! Former is much more difficult than latter.
~2! Former is more difficult than latter.
~3! Former is as difficult as latter.
~4! Latter is more difficult than former.
~5! Latter is much more difficult than former.

The categories were assigned scores of22, 21, 0, 1,
and 2 corresponding to the first to the fifth responses in the
list above, respectively. A total of 42 different pairs of speech
conditions was presented twice to each subject.~Because this
psychological scale is a relative scale, it could have used the
word ‘‘easy’’ instead of ‘‘difficult.’’!

B. Results

1. Confirmation of significant benefit of early
reflections to listening difficulty

The result of the ANOVA of the results from the psy-
chological scale of listening difficulty showed that there was
a significant effect of test condition (p,0.0001) and there
was not a significant effect of the differences among indi-
vidual subjects (p.0.05). The Yardstick21 ~same concept as
HSD! was calculated to be 0.13 (p,0.05).

FIG. 5. Relation between A-weighted useful-to-detrimental ratio@U50~A!#
and mean difficulty rating ofD ~direct sound! cases~filled circle!, D
1Rev. ~direct sound1reverberant sound! cases~gray symbols!, andD1E
1Rev. ~direct sound1early reflections1reverberant sound! cases ~open
symbols!. The logistic regression curve of the 48.4-dBA-noise case of the
former experiment is also presented.

TABLE III. Summary of measured acoustical quantities for Scheffe’s paired comparison test selected from some of cases in the former experiment in Table
II. The ambient noise level was fixed at 48.6 dBA for all cases listed in this table.

Condition

Direct
speech

level, dBA

Early
speech

level, dBA

Reverb
speech

level, dBA

Effective
speech

level, dBA

Total
speech

level, dBA
Effective
S/N, dB

Total S/N,
dB C50, dBA U50, dBA

STIr
~male!

RT ~0.5–1
kHz!, s

D cases
~i! 48.7 ¯ ¯ 48.7 48.7 0.1 0.1 ¯ 0.1 0.49 ¯

~ii ! 57.7 ¯ ¯ 57.7 57.7 9.1 9.1 ¯ 9.1 0.78 ¯

D1RevB cases
~iii ! 49.3 ¯ 45.8 49.3 50.9 0.7 2.3 3.7 20.2 0.43 1.1
~iv! 52.3 ¯ 45.8 52.3 53.2 3.7 4.6 6.7 2.7 0.53 1.1
~v! 55.3 ¯ 45.8 55.3 55.8 6.7 7.2 9.7 5.7 0.62 1.1

D1E1RevB cases
~vi! 49.3 49.4 45.8 52.4 53.2 3.8 4.6 6.7 2.7 0.50 1.1
~vii ! 49.3 53.9 45.8 55.2 55.7 6.6 7.1 9.6 5.4 0.58 1.1

1164 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Sato et al.: Using listening difficulty ratings in rooms



Comparing the conditions with direct sound and those
with direct sound plus reverberation, listening difficulty was
increased by reverberation as shown in Fig. 6. When early
reflections were added, listening difficulty was reduced rela-
tive to cases without early reflections at the same E-S/N.
Conditions~i!–~vii ! are described in Table III. If the differ-
ence between two conditions is greater than the Yardstick, it
indicates that these two conditions are significantly different.
The difference between condition~iv! ~without early reflec-
tions! and condition~vi! ~with early reflections! is greater
than the Yardstick, and the difference between condition~v!
~without early reflections! and condition~vii ! ~with early re-
flections! is also greater than the Yardstick. These results
suggest that the listening difficulty of the conditions with
early reflections~vi! is less than the condition without early
reflections~iv!, which has the same effective speech energy
as condition~vi!. The same could be said for the relation
between~v! and ~vii !. This result significantly demonstrates
that early reflections increase the effectiveness of the speech
sounds more than expected due to the summation of the di-
rect and early reflection energy in cases with noise and re-
verberation.

The key finding from Fig. 5 is the result that the condi-
tions with early reflections and reverberation were rated as
less difficult than the direct-sound-only case having the same
E-S/N.

Adding reverberant speech (D1Rev.B cases! to the
direct-sound-only cases (D) caused increases in listening
difficulty that increased with increasing E-S/N. This result
suggests that the reason for the lowest E-S/N~0.7 dB! case
for Rev.B without early reflections in the previous experi-
ment deviating from the overall trend of results was due to
the scatter of listening difficulty ratings.

2. Relation between listening difficulty and physical
measures

As Fig. 6 shows, listening difficulty ratings are well re-
lated to E-S/N for theD cases and theD1E1Rev.B cases.
The D1Rev.B cases are expected to differ from the main
trend as E-S/N increases. This is because E-S/N does not
take into account the detrimental effect of reverberation as
the small differences in listening difficulty show.

Figure 7 shows the relation between the psychological
scale of listening difficulty and U50~A!. These results sug-
gest that U50~A! overestimates the detrimental effects of re-
verberant sound in these results. If the time interval for use-
ful energy is increased to 170 ms forD1Rev.B cases@~iii !,
~iv!, and ~v! in Table III#, and to 240 ms forD1E1Rev.B
cases@~vi! and ~vii !#, the variation of ratings with useful-to-
detrimental ratios would agree with the direct-sound-only
cases@~i! and ~ii !# as illustrated in Fig. 8. This suggests that
the effective early time interval may vary due to differences
in the addition of early reflection components, and that a
simple energy addition over a fixed 50-ms early time interval
may not always be appropriate.

STIr values show the same trend as do the U50~A! re-
sults and similarly overestimate the detrimental effects of
reverberant sound seen in Fig. 9.

V. DISCUSSION

Figure 10 shows the variation of word intelligibility
scores of native English speakers and listening difficulty rat-
ings with U50~A!, for all of the conditions in this study. The
listening difficulty ratings do exhibit a reasonable amount of
scatter. This may be partially due to systematic errors in U50
values that were based on a fixed 50-ms early time interval
as pointed out in the results of this study. Further efforts are
required to find a more appropriate procedure for determin-
ing the boundary for the early time interval and to better
understand the process by which early reflection energy is
integrated into the useful speech energy in complete room

FIG. 6. Relation between effective speech-to-noise ratio and psychological
scale value of listening difficulty ofD ~direct sound! cases~filled circle!,
D1Rev.B ~direct sound1reverberant sound Rev.B) cases~gray triangle!,
and D1E1Rev.B ~direct sound1early reflections1reverberant sound
Rev.B) cases~open diamond!. The data points are numbered from~i! to ~vii !
as defined in Table III.

FIG. 7. Relation between A-weighted useful-to-detrimental ratio@U50~A!#
and psychological scale values of listening difficulty forD ~direct sound!
cases~filled circle!, D1Rev.B ~direct sound1reverberant sound Rev.B)
cases~filled triangle!, and D1E1Rev.B ~direct sound1early reflections
1reverberant sound Rev.B) cases~open diamond!.
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impulse responses. Several previous studies9,22–24give some
clues as to how one might improve the method of evaluating
the effect of room acoustics on speech communication.

This study clearly shows, that early reflections at least
have an effect equivalent to amplifying the direct sound by
as much as the energy increase they provide, and they im-
prove the E-S/N for listening difficulty under noisy condi-
tions. The results of experiments in noisy and reverberant
sound fields suggest that early reflections tend to expand the
time window of the useful early speech energy. This finding
suggests that some late-arriving sound~i.e., greater than 50
ms after the direct sound! is helpful, and that this would
influence the determination of optimum reverberation time
criteria for speech communication in noise.

The experimental conditions in this study ranged from
26 to 115 dBA in terms of S/N, and this range covered
almost all conditions we might find in normal public spaces
as identified by Pearsonset al.1 The new results showed that
listening difficulty ranged from 0% to 100% in this range of
conditions. Values of 5% and 95% of listening difficulty cor-
respond to S/N values of24.5 and 14.5 dBA, respectively.
On the other hand, for this same range of S/N values, word
intelligibility scores only varied from 90% to 100%. This
small range of word recognition scores makes it more diffi-
cult to consider the influence of early reflections on speech
communication using word intelligibility scores.

In a previous study,2 the authors discussed the range of
sound-field conditions that would be most suitably evaluated
using intelligibility scores, difficulty ratings, or sound quality
and easiness ratings. Each rating is most appropriate for a
particular range of conditions. Figure 10 also presents the
regression line of intelligibility scores of old studies using
the same rhyme test and measured in actual sound fields
~classroom, gym, auditorium, etc.!.25,26 The curve is slightly
lower than the new data presented in this study, but still
indicates 90% intelligibility at a U50 of 0 dBA.~In the older
studies U50 values were probably a few dB too high, be-
cause speech levels were estimated from the known output of
the source using simple diffuse field theory.! The new results
in the current paper clearly illustrate the range of S/N or U50
for which word intelligibility scores are more appropriate~up
to 0 dBA! and the range for which listening difficulty ratings
are more appropriate (24.5 to 14.5 dBA!.

One problem with listening difficulty ratings is the scat-
ter among the results of the different subjects, even though
they had received a training session. One solution to this
problem is to use paired comparison tests, but for large sets
of conditions, paired comparison tests can be very time con-

FIG. 8. Relation between A-weighted useful-to-detrimental ratio@Ux~A!#
and psychological scale value of listening difficulty forD ~direct sound!
cases~filled circle!, D1Rev.B ~direct sound1reverberant sound Rev.B)
cases ~filled triangle, x5170 ms), and D1E1Rev.B ~direct sound
1early reflections1reverberant sound Rev.B) cases ~open diamond,x
5240 ms).

FIG. 9. Relation between revised STI for male~STIr! and psychological
scale values of listening difficulty forD ~direct sound! cases~filled circle!,
D1Rev.B ~direct sound1reverberant sound Rev.B) cases~filled triangle!,
and D1E1Rev.B ~direct sound1early reflections1reverberant sound
Rev.B) cases~open diamond!.

FIG. 10. Relation of word intelligibility~filled triangle! and listening diffi-
culty ~open circle! for all conditions in this study with the A-weighted
useful-to-detrimental ratio@U50~A!#. Also shown is the regression curve to
earlier results for word recognition scores in rooms.
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suming. More effort is required to minimize scatter of the
difficulty ratings.

VI. CONCLUSIONS

The results demonstrate that

~1! Listening difficulty ratings better discriminate among
conditions commonly found in spaces intended for
speech communication than do word recognition scores.

~2! For S/N values ranging from24.5 to 114.5 dBA, lis-
tening difficulty scores vary from 5% to 95%, a range of
90%. On the other hand, word intelligibility scores vary
only a small amount over the upper part of this range,
corresponding to near to acceptable conditions for
speech communication. Word intelligibility scores are
about 95% at an S/N of11 dBA and start to decrease
increasingly rapidly below this S/N value.

~3! Early reflection energy has at least the same effect on
speech intelligibility and listening difficulty ratings as an
equivalent increase in direct sound level. When rever-
beration exists, the benefit of early reflections is more
than expected due to the added early reflection energy.

~4! Listening difficulty isn’t affected by the mother tongue
of subjects in the English rhyme test. It is therefore a
more widely applicable test for evaluating the quality of
conditions for speech communication. However, listen-
ing difficulty ratings would not reflect the decreased in-
telligibility scores of non-native listeners.
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Absorption measurement of acoustic materials using a scanning
laser Doppler vibrometer
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In this article a method is proposed to estimate the normal incidence reflection ratio and absorption
coefficient of acoustical materials using measurements in a transparent tube excited with a
loudspeaker and terminated with the material under investigation. The waveforms are measured at
different locations in the tube using a scanning laser Doppler vibrometer. Because the measurement
probe~i.e., the laser beam! does not interfere with the wave in the tube, narrow tubes can be used.
This means that—in contrast to the standardized wide tube tests using microphones—the proposed
experiment could be used for high frequencies~in the paper an 8 mm tube was used, resulting in a
25 kHz upper frequency limit!. It is shown based on theoretically known scenarios~i.e., an open
tube and a rigid termination! that the absorption coefficient can be obtained with an error of about
three percent. In addition, the absorption coefficient of two commonly used absorption materials—
glass fiber wool and carpet—were determined and found to be in good agreement with material
databases. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1859233#

PACS numbers: 43.55.Ev, 43.58.Bh, 43.35.Sx Pages: 1168–1172

I. INTRODUCTION

Different well-accepted standardized test methods exist
to estimate normal incidence absorption coefficients of
acoustical materials from experiments in the so-called
Kundt’s tube. On the one hand, one has the standing wave
ratio methods, where a microphone is moved inside the
tube.1,2 An other class of Kundt-tube methods is the
‘‘Transfer-function method’’ that uses two microphones that
are sidewall mounted.3,4 The former method clearly has the
disadvantage that the microphone disturbs the sound field in
the tube, and therefore this implies a limitation on the upper
frequency in the test. In the standard1 it is stated that the
microphone blockage cannot exceed 5% of the cross section
of the tube. For a 1/4 in. microphone this means that the tube
should be at least 12.7 cm~55 in.! and that the upper fre-
quency f u is consequently limited by 1575 Hz (f u5200/d,
with d the tube diameter!. In the transfer function method, on
the other hand, the microphone does not interfere with the
sound field due to its mounting. However, in this case prob-
lems can arise due to the limited number of locations and the
limitation of the separating distance between the micro-
phones~according to Ref. 3 the spacing should be five times
the diameter of the microphone!. The optimal separating dis-
tance between the microphones, that produces good quality
measurements, is frequency dependent~i.e., decreases with
an increase in frequency!.

In this article we will present a method to estimate ab-
sorption coefficients from experiments in a transparent
~glass! tube. The incident and reflected waves are determined
using a scanning laser Doppler vibrometer~which is a full
field optical vibration measurement instrument!. Since the
laser beam does not interfere with the acoustic wave in the
tube, measurements on narrow tubes~in the order of 1 cm!

are possible, and therefore high-frequency absorption coeffi-
cient estimates can be obtained. Moreover, since many mea-
surement locations with a small separation distance are avail-
able, the result is accurate for both low wave number and
high spatial wave number wave shapes.

The use of optical measurement techniques for sound
field measurements has been applied extensively in litera-
ture. In the early 1990s, different articles appeared on the use
of holography for acoustic field visualization.5,6 In addition
to pure visualization, adapted signal processing techniques
were also proposed to extract material properties based on
the holographic recordings of the sound field or on spatially
distributed pressure measurements. One of the most wide-
spread methods is Tamura’s technique7 that uses a spatial
Fourier transform of the measurements of the complex pres-
sure distributions on two parallel planes. One common im-
portant disadvantage of all holography based methods is that
with the current laser technology no broadband measure-
ments can be performed~because the laser cannot shoot
pulses fast and often enough!. Indeed, most publications on
the subject used sinusoidal excitation signals. By using a
scanning laser Doppler vibrometer~SLDV!8—the sound
field can be measured in a wide frequency band, as was
illustrated in Ref. 9 for measurements in air, and in Ref. 10
for underwater ultrasonic measurements. Other more general
high-frequency absorption measurements were also proposed
~in Ref. 11, for instance, a method of up to 20 kHz is de-
scribed!. In this paper, SLDV measurements of the sound
field in a glass tube will be used to estimate the normal
incidence reflection ratio~and absorption coefficient! of
acoustical materials.

The paper is outlined as follows: in Sec. II the absorp-
tion measurement procedure is described. Experimental re-
sults on different scenarios~i.e., an open tube, a rigid termi-
nation, and two commonly used acoustical materials! area!Electronic mail: steve.vanlanduit@vub.ac.be
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given in Sec. III. Finally, as a conclusion, the merits and
limitations of the methods are summarized in Sec. IV.

II. THE PROPOSED ABSORPTION MEASUREMENT
METHOD

A. Measurement of pressure waves in a transparent
tube

Consider the arrangement as shown in Fig. 1, where the
laser beam of a SLDV is directed through a glass tube onto a
solid reflector~covered with retro-reflective tape to increase
the amount of reflected laser light!. The optical pathlength of
the laser beam incident at an angleu is given by

l ~u,t !5E
0

D/cosu

n~u,t,y!dy, ~1!

with D the standoff distance between the SLDV and the rigid
reflector andn the refraction index~they variable denotes the
coordinate along the laser beam, starting fromy50 at the
vibrometer position!. The beat frequency of the Doppler vi-
brometer~at 40 MHz! will be modulated by a Doppler shift
frequencyD f , which is given by

D f 5
l̇

l
, ~2!

wherel̇ is the time derivative of the optical pathlength andl
is the wavelength of the laser light~632 nm for a HeNe
laser!. Using the Gladstone–Dale equation,n215Kr ~with
K the Gladstone–Dale constant! and the ideal gas law for
adiabatic conditions,P/P05(r/r0)g ~with g the adiabatic
constant!, the following relation between the time derivative
of the pressure and the time derivative of the refractive index
can be derived:

ṅ~u,t,y!5
~n021!

g

ṗ~u,t,y!

p0
, ~3!

where n0 and p0 are the undisturbed refractive index and
pressure, respectively. By combining Eqs.~1!–~4!, the fol-
lowing relation between the Doppler shift and the acoustic
pressure is obtained:

D f ~u,t !5
n021

gp0l E
0

D/cosu

ṗ~u,t,y!dy. ~4!

Under the following assumptions:

~i! there is no acoustic field outside the tube;
~ii ! a purely plane wave propagates inside the tube;
~iii ! and the laser beam angleu is smaller than 20°~this

implies that for a tube with a diameter of 8 mm and an
upper frequency of 20 kHz, the integration is per-
formed over a maximum area along the tube of 20%
of the acoustic wavelength!.

Under these conditions, Eq.~4! can be rewritten as

D f ~u,t !5
d~n021!

cosugp0l
ṗ~u,t !, ~5!

with d the diameter of the tube and whereṗ(u,t) denotes the
time derivative of the acoustic pressure at the location in the
tube intersecting with the laser beam at angleu. From Eq.~5!
it is clear that one can obtain quantitative pressure values
from measured Doppler shifts. However, it will be shown in
the next section that this is not necessary in order to obtain
reflection ratios and absorption coefficients.

B. Estimation of absorption using transfer functions

Assume thatN measurements of Doppler frequency
shifts D f (u i ,t) ~for i 51,...,N) at different laser angles are
performed with a SLDV. When using a periodic excitation of
the tube with periodT, both the Doppler shifts and pressure
signals can be represented by a discrete set of Fourier coef-
ficients DF(u i ,vk) and P(u i ,vk) at frequencies vk

52p/T, which are obtained from the time domain signals
by applying a FFT. A relation between the two sets of Fourier
coefficients can be derived from Eq.~5!:

P~u i ,vk!5
cosugP0l

j vkd~n021!
DF~u i ,vk!. ~6!

When using the transfer function approach3 to estimate
the reflection ratior starting from two pressure measure-
ments at two arbitrary locationsx1 andx2 on the tube~cor-
responding to laser beam anglesu1 andu2) in the tube, the
following expression has to be calculated:

r ~vk!5UH12~vk!2HI~vk!

HR~vk!2H12~vk!
U, ~7!

with HI5exp„2 jk0(vk)(x12x2)…, HR5exp„jk0(vk)(x1

2x2)…, and H12(vk)5P(u2 ,vk)/P(u1 ,vk), wherek0(vk)
5vk /c. Of course, it is easy to see—using Eq.~6!—that

H12~vk!5
P~u2 ,vk!

P~u1 ,vk!
5

DF~u2 ,vk!

DF~u1 ,vk!
, ~8!

and thus the reflection ratio can be directly determined from
the Doppler shift measurements.

In contrast to the classical transfer function method that
uses two microphones, several hundreds of locations can eas-
ily be measured using a SLDV~in the experiments in Sec.
III, N5441). This means that for every combination of two
measurement locationsxl and xm for m51,...,N and l
51,...,N with lÞm, a reflection ratior lm(vk) can be com-
puted using Eq.~7!. In order to limit the computation time
and to guarantee that the pressure waves are still sufficiently
correlated only the combinationsr lm(vk) for which m2 l

FIG. 1. Experimental set up of the tube measurements using a SLDV:~a!
glass tube;~b! loudspeaker;~c! SLDV; ~d! laser beam;~e! rigid block; ~f!
material under test;~g! rigid acoustical termination; and~h! retroreflective
tape.
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<M are calculated (M,N and in the paper the value ofM
55 is taken without loss of generality!. This results inMN
2M (M21)/2 combinations@instead ofN(N11)/2]. The
median of the reflection ratiosr lm(vk) is taken as the esti-
mate of the reflection ratior (vk) ~in this way outliers corre-
sponding to low signal-to-noise locations are eliminated!.

An important implication of the use of a narrow tube is
that the sound wave attenuation due to thermal and viscous
losses in the tube becomes important. This effect can be in-
corporated in the transfer function method by introducing a
complex wave numberk5k02 jk1 , wherek1 is the attenu-
ation in nepers per meter. The following expression can be
used to estimate this attenuationk1 :1

k15
1.9431022Af

cd
, ~9!

with c the sound velocity. In general, however, it is advisable
to experimentally determine the attenuation valuek1 . This
can easily be done from the determined reflection ratios at
varying locationsx. Indeed, consider the reflection ratio
r (vk) without wave attenuation~which is consequently in-
dependent of the locationx!:

r ~vk!5
Pr~x,vk!

Pi~x,vk!
, ~10!

with Pi and Pr the amplitudes of the incident and reflected
waves at frequencyvk and

r k1
~x,vk!5

Pr
k1~x,vk!

Pi
k1~x,vk!

~11!

the reflection ratio at locationx with wave attenuationk1 ~as
it occurs in the tube!. The attenuation of the waves is given
by Pr

k1(x,vk)5Pr exp„2k1(L1x)… and Pi
k1(x,vk)

5pi exp„2k1(L2x)…, and therefore

r k1
~x,vk!5r ~vk!exp~22k1x!. ~12!

Because the valuer k1
(x,vk) is measured forN21 different

locationsx both r (vk) andk1 can be estimated using a least-
squares approximation:

„r̂ ~vk!,k̂1…5min~r ~vk!,k1! ( „r k1
~x,vk!

2r ~vk!exp~22k1x!…2. ~13!

After the estimation of the reflection ratios, the absorp-
tion coefficientsa(vk) are obtained from the reflection ra-
tios r (vk) by using the relationa(vk)512r (vk)

2.

III. EXPERIMENTAL RESULTS

In the experiments in this paper a glass tube with a
length of 830 mm, an inner diameter of 8 mm, and a 1.5 mm
tube wall thickness was used. The SLDV~a Polytec
PSV300! was positioned at a standoff distance of 840 mm
from the rigid block. 441 locations on the tube were mea-
sured with a spacing of 1 mm. An overview picture of the
measurement setup is shown in Fig. 2.

At one end of the tube a loudspeaker was attached using
a rubber connecting tube@see a detailed photo in Fig. 3~a!#.
At the other end, different terminations were created.

~1! A rigid termination.
~2! An open termination.
~3! Glass fiber wool in front of a rigid termination@see Fig.

3~b!#.
~4! Carpet attached onto a rigid termination@see Fig. 3~c!#.

The beam was excited with a periodic chirp signal~with
period T5100 ms) and 10 averages were performed. Al-
though the method in this paper could theoretically be used
for frequencies starting fromf l53c/4L5290 Hz up to f u

FIG. 2. Overview of the measurement setup:~a! scanning laser Doppler
vibrometer;~b! loudspeaker;~c! glass tube;~d! rigid support; and~e! rigid
terminations with absorption material~carpet!.

FIG. 3. Details of the measurement setup:~a! Loudspeaker and~b! termi-
nation with carpet.
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5200/d525 kHz ~following the limits in the standard!,3 the
loudspeaker response was only flat enough in the region
from 3 up to 9 kHz. In Fig. 4~a! it can be seen that—if one
uses a rigid termination—the resonance frequencies~which
are multiples ofc/2L5207 Hz) are clearly visible in the Fre-
quency Response Functions FRFs plot~the FRF is the ratio
between the spectrum of the Doppler shifts and the electrical
signals sent to the loudspeaker!. Moreover, the FRFs at a
location 5 mm above the tube is about 20 dB lower, which
indicates that the acoustic isolation of the tube walls is suf-
ficient.

The quality of the measurements is given by the coher-
ence function,12 which is shown in Fig. 5. Although the av-
erage coherence~i.e., averaged over all measurement loca-
tions! in Fig. 5 drops below 0.7 between the resonance
frequencies~which is normal at nodal locations!, the overall
measurement quality is quite good.

In Fig. 6 the decay of the reflection ratio as a function of
the measurement location is given. The solid line in Fig. 6
shows the estimated values determined using the least
squares approximation from Eq.~13!. The estimated value
k150.67 ~at 8523 Hz! corresponded to the value one would
obtain from Eq.~9! when using a tube diameter of 7.5 mm
~instead of the actual value of 8 mm!.

The results of the absorption coefficients for a rigid re-
flector are shown in Fig. 7. The average deviation from the

100% theoretical absorption values is 0.028. It can be re-
marked that because of the use of a least-squares approxima-
tion @see Eq.~13!#, the absorption coefficients in Fig. 7 are
much smoother than the measurement results in Fig. 6.

For an open tube the theoretical reflection ratiosr are
given by13

r 5120.14k0
2d2. ~14!

When comparing these values to the experimentally deter-
mined values using the proposed approach~see Fig. 8! again
about 2% error is present.

Both validation cases on the rigid termination and the
open tube show that the results are quite reliable. In Fig. 9,
absorption coefficient results of the presented method when
applied to commonly used acoustical materials are given~3
cm glass fiber wool and carpet!.

Although in this case no theoretical values are available,
the experimental values agree with data available from ma-
terial databases~however, it has to be stressed that material
manufacturers do not provide high-frequency absorption val-
ues nor do they supply narrow band measurements!. The
results in the experiment in this paper~see Fig. 9! agree quite
well with the values given in the graphs in Ref. 14 for a 2.54
cm ~51 in.! board: approximately 98% at 3 kHz and close to
100% from 4 kHz on~the deviation in the region between 3

FIG. 4. FRF measured in the tube and~solid line! and FRF measured 5 mm
above the tube~dotted line!.

FIG. 5. Coherence of the measurements~average over all 441 measurement
locations!.

FIG. 6. Decay of the identified reflection ratio in function of the distance
from the termination. The solid line gives the approximaton values@see Eq.
~13!# while the dotted line shows the experimentally determined values.

FIG. 7. Absorption coefficient for a rigid termination. The solid line gives
the theoretical values while the dotted line shows the experimentally deter-
mined values.
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and 6 kHz can be due to the fact that the density of the glass
fiber wool is slightly increased when inserting the specimen
in the narrow tube~this could be improved by using a
slightly wider tube!. The results of the carpet measurements
are also in agreement with data from the literature: Everest14

tabulates absorptions values of 0.65 at 4 kHz that agrees well
with what we obtain~however, it has to be remarked that
there is a large variation of the absorption coefficients of
carpet depending on the type of carpet!.

IV. MERITS AND LIMITATIONS OF THE METHOD

The method presented in this paper has the potential to
fill the gap of measuring normal incidence absorption coef-
ficients at high frequencies~up to 20 kHz!. Since broadband
excitation is used measurements with a high-frequency reso-
lution are available. From the validation experiments in-
cluded in the paper it can be concluded that the absorption
coefficient can be obtained with an accuracy of about 3%.
The number of measurement locations that has to be mea-
sured to obtain this accuracy is much higher than in the clas-
sical two-microphone technique. This, however, does not
pose a problem since the scan can be completely automated

~the total measurement time was only 7 min!. Since the
method is noncontacting, there is no interference with the
sound wave in the tube. This also means that the method is
also able to measure the absorption behavior of materials in
hostile environments~e.g., high temperatures, humidity,
etc.!.

The major limitation of the method is the disability to
extract small samples from a material. In the present paper
an adapted tool was developed for this goal~a steel tube with
one of the edges sharpened!. For materials that are difficult
to introduce in the glass tube, the steel tube with material
inside can be directly coupled onto the glass tube. Of course,
the method is limited to materials with a texture, pattern or
roughness that is small compared to the diameter of the tube.
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I. INTRODUCTION

High rate, bandwidth-efficient underwater communica-
tions have traditionally relied on adaptive equalization meth-
ods to overcome the intersymbol interference~ISI! caused by
multipath propagation. Excellent performance of these re-
ceivers comes at a price of high computational complexity.
While processing complexity can be somewhat reduced by
use of sophisticated spatiotemporal multichannel equalizers,1

retrofocusing techniques appear to offer a different approach.
In traditional equalization, all of the signal processing is per-
formed at the receiver side, while the transmitter uses stan-
dard signaling waveforms, which are designeda priori, and,
hence, are not matched to the channel. A different, and pos-
sibly better approach results if signal processing can be split
between the transmitter and receiver. Such an approach
forms the basis of spatiotemporal retrofocusing.

In its simplest form, retrofocusing is achieved by trans-
mitting a time-reversed~or equivalently, phase-conjugated in
the frequency domain! replica of a probe signal received ear-
lier from the source location. This technique has been used
for medical imaging, therapy, and material testing,2 while
more recently, time-reversal has been investigated as a com-
munication technique that offers lower computational com-
plexity as compared to traditional equalization.3–23 However,
in high rate communications time-reversal alone does not
eliminate ISI, the fact that motivates present analysis and the
search for optimal retrofocusing techniques.

A. Previous work

Several research groups have been involved in applica-
tion of time-reversal arrays to undersea acoustic communi-
cations, addressing active phase-conjugation for two-way
communication, as well as passive phase-conjugation for
one-way communication from a single-element source to an
array.

The Scripps group has been engaged in experimental
work, using large arrays to demonstrate spatial and temporal
focusing of phase-coherent communication signals.3–8 Com-
munication begins with a single-element source transmitting
the initial probe to an array. The array then uses the time-
reversed replicas of the received, channel-distorted probe to
generatetransmitfilters that are subsequently used for pulse-
shaping the information sequence that is sent back to the
source. This method of two-way communication is called
active phase-conjugation. In one of the experiments, a 30
element array, operating at a center frequency of 3.5 kHz,
was used to transmit PSK signals pulse-shaped at the trans-
mitter array by a time-reversed replica of the probe signal
received earlier. No signal processing was employed at the
receiver, and transmission at 1 kbit/s over 10 km was re-
ported.

The University of Washington group has addressed ex-
perimentally the technique of passive phase-conjugation,9–13

in which the same principle of time-reversal is used for one-
way communication. In this technique, the single-element
source sends a probe, waits for the channel reverberation to
subside, and then transmits the information-bearing signal to
the array. The received channel-distorted probe is time-
reversed and used at each array element as areceivefilter for
subsequent detection of the information-bearing signal. Peri-

a!Portion of this work was presented at the High Frequency Ocean Acoustics
Conference, March 2004.

b!Electronic mail: millitsa@mit.edu
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odic insertion of the probe signal is necessary to account for
the time-variability of the channel. The technique was dem-
onstrated experimentally using a 14 element array, operating
in the 5–20 kHz band, to transmit data over distances of
about 1 km. Transmission at 2 kbits/s was reported; however,
such transmission could only be sustained for a short period
of time, after which the probe signal had to be retransmitted
to account for the channel time-variability~probe retransmis-
sion effectively reduced the data rate by a factor of 2!. To
recover the loss in data rate, decision-directed phase-
conjugation was used, in which the detected data stream was
used to regenerate the channel estimates. Passive phase con-
jugation was compared to standard equalization, showing
that significant performance degradation, which increases
with signal-to-noise ratio~SNR! and eventually leads to satu-
ration, is the price to be paid for low computational
complexity.14

In parallel with these experimental efforts that empha-
size low-complexity processing using time-reversal, a third
group of researchers at IST, Portugal, focused on analytical
work.15–20 Realizing that probe retransmission considerably
reduces the effective data rate in both active and passive
phase-conjugation, this group proposed the use of adaptive
channel estimation to generate the up-to-date time-reversed
filters directly from the received information-bearing signal,
thus eliminating the need for probe retransmission~inevita-
bly at the expense of increased computational complexity!.
This group also proposed the use of low-complexity adaptive
equalizationin conjunctionwith time-reversal.

As the early experiments devoted to implementing time-
reversal in the ocean and testing the basic concepts have
shown, suppression of multipath effects through time-
reversal can be achieved at the expense of reduced data
throughput and/or the need for a large array. For a better
utilization of channel resources, additional signal processing
is necessary to eliminate ISI and enable high-rate communi-
cations.

Ensuring ISI-free transmission in a system that has mul-
tiple transmit/receive elements is a major asset in a channel
whose bandwidth is severely limited. In particular, it lays
ground for capacity improvement through the use of space-
time coding and multi-input multi-output~MIMO ! signaling.
This technique, developed originally for radio channels, was
shown to increase the fundamental channel capacity in pro-
portion to the number of transmit/receive elements used.24

However, capacity-approaching codes are known only for
ISI-free channels. MIMO signal processing for controlling
the intersymbol and the inter-channel interference in under-
water acoustic systems was addressed in the framework of
multiple-user communications,25 and, more recently, for
single-user communications using multiple transmit
elements.26 Recent experimental results demonstrate large
bandwidth efficiency improvement over acoustic channels,
provided that accurate channel estimation is available and
that residual ISI is kept at a minimum.

B. Problem definition

While recent research demonstrates the potential of
time-reversal in spatial localization of acoustical energy, it

often fails to recognize that time-reversal alone does not pro-
vide temporal focusing necessary to eliminate ISI caused by
multipath propagation. Time-reversal recombines multipath
energy in a manner of matched filtering, whose function is to
maximize the SNR at a given time instant, and not to elimi-
nate ISI. In fact, matched filteringincreasestemporal disper-
sion of the signal, i.e., the duration of the overall impulse
response of the system. While SNR maximization is an ap-
propriate optimization criterion for single pulse focusing, its
application to communication problems, where asequenceof
data-modulated pulses is transmitted at a high rate, must be
approached judiciously. For signals that contain temporal
dispersion, matched filter represents only the front end of the
optimal receiver, and must be followed by a sequence esti-
mator or an equalizer.27

Multipath components that remain after matched filter-
ing contribute to residual ISI, whose severity depends on the
channel. If not equalized, residual ISI may completely pre-
vent detection. Increasing the number of array elements in a
time-reversal array only helps toreduceresidual ISI, but it
does not eliminate it. Hence, if time-reversal is to be used
toward eliminating the multipath distortion without sacrific-
ing the data rate, it must be combined with equalization to
remove residual ISI. However, the advantage of this ap-
proach to standard equalization that uses fixed transmitter
wave forms is not apparent. The use of retrofocusing for
completesuppression of multipath thus remains an open
question.

In this paper, a solution is proposed to the following
problem: If the channel responses between a single element
and an array are known, determine the optimal transmit/
receive technique that the two can use to simultaneously~i!
eliminate ISI and ~ii ! maximize SNR, while maintaining
maximaldata rate in a given bandwidth and satisfying a con-
straint on transmitted energy. Note that because it allows for
transmitter as well as receiver optimization, the solution dif-
fers from standard equalization. Also, because it explicitly
requires minimization of ISI, it differs from time-reversal.
The resulting system doesnot depend on the number of array
elements to minimize the multipath distortion, i.e., it does
not trade the computational complexity for the array size, but
instead provides an answer for a variety of applications that
cannot afford large arrays.

For those applications that also cannot afford processing
power at both ends of the link, a constrained optimization
problem is considered. A complexity restriction, likely to be
imposed on the remote, single-element end, forces its
transmit/receive filters to use no knowledge of the channel.
The resulting one-sided focusing solution sacrifices some of
the performance of the two-sided focusing in exchange for
minimal implementation complexity. Analytical results are
provided to quantify this trade-off.

A related question that emerges during the study of op-
timal focusing is the following: If the requirement for no ISI
is relaxed, and the use of both channel-dependent transmit
filtering and equalization at the receiver is allowed, what is
the optimal system configuration, and how does its perfor-
mance compare to that of optimal focusing? Analytical solu-
tion to this problem provides an upper bound on the perfor-
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mance of all spatiotemporal processing methods.
System optimization is addressed in Sec. II. under vari-

ous optimization criteria. In Sec. III., the performance of
resulting techniques is compared through numerical compu-
tation of the analytical expressions for predicted performance
of a system operating at 10 kbits/s over a 3 kmshallow water
channel. Results demonstrate the benefits of optimal focus-
ing which outperforms time-reversal, and whose perfor-
mance is not contingent on the array size. The conclusions
are summarized in Sec. IV.

Optimal configurations discussed in this paper are in-
tended as a basis for adaptive system implementation in
which channel estimates will replace the unknown, time-
varying responses. An adaptive channel estimation proce-
dure, which uses a low-complexity decision-directed
approach,28 is suitable for this task.

II. SYSTEM OPTIMIZATION

In this section, system optimization is addressed for up-
link and downlink communication~to/from array!, as shown
in Fig. 1. Performance is assessed using SNR as the figure of
merit, and compared to that of time-reversal, standard linear
equalization, and transmit time-reversal in conjunction with
equalization~receive time-reversal is identical to matched
filtering, which, when followed by an equalizer, reduces to

standard equalization!. System optimization is first addressed
under no ISI requirement, while optimization of transmit fil-
tering for use in conjunction with equalization is addressed
subsequently.

A. Transmitter Õreceiver optimization for no ISI
„focusing …

The sequence of data symbolsd(n) is transmitted at a
symbol rate 1/T. Referring to Fig. 1, the problem is to find
the transmit/receive filtersG0( f ) and G1( f ),...GM( f ) such
that the SNR at the receiver is maximized, subject to the
constraint that there is no ISI in the decision variablesd̂(n)
5y(nT), and that finite transmitted energy per symbolE is
used. The channel responsesCm( f ), m51,...,M , and the
power spectral densitySw( f ) of the uncorrelated noise pro-
cesseswm(t), m50,...,M , are assumed to be known.

Let the composite equivalent baseband channel transfer
function be denoted by

F~ f !5G0~ f ! (
m51

M

Gm~ f !Cm~ f !. ~1!

The received signal after filtering is then given by

y~ t !5(
n

d~n! f ~ t2nT!1z~ t ! ~2!

FIG. 1. Uplink ~above! and downlink~below! transmission. An equalizer~dashed box! may or may not be used.
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where the noisez(t) has power spectral density

Sz~ f !5Sw~ f !

3H (
m51

M

uGm
2 ~ f !u for uplink transmission

uG0
2~ f !u for downlink transmission.

~3!

The requirement for no ISI is expressed as

F~ f !5X~ f !, ~4!

where X( f ) is a Nyquist transfer function, i.e., it is band-
limited to u f u,1/T, and its waveform in time,x(t), satisfies
the condition

x~nT!5H x0 for n50

0 otherwise.
~5!

Without the loss of generality, we take thatX( f )5uX( f )u.
For example, X( f ) can be chosen as a raised cosine
spectrum,27 whose bandwidthB is controlled by the roll-off
factor aP@0,1#, B5(1/T)(11a). Whena→0, X( f )→T for
u f u<1/2T, and no excess bandwidth is used, i.e., maximal
symbol rate is achieved for which ISI-free transmission is
possible within the available bandwidth.

When there is no ISI, the received signal, sampled at
timesnT, is given by

y~nT!5d~n!x01z~nT! ~6!

and the SNR is

SNR5
sd

2x0
2

sz
2

. ~7!

wheresd
25E$ud2(n)u% andsz

25*2`
1`Sz( f )d f .

The total transmitted energy is the energy of the signal
u0(t)5(nd(n)g0(t2nT) for the uplink scenario, or the sum
of energies of the signalsum(t)5(nd(n)gm(t2nT), m
51,...,M for the downlink scenario. The power spectral den-
sity of these signals isSum

( f )5(1/T)Sd( f )uGm( f )u2, where
Sd( f ) is the power spectrum of the data sequence.27 If the
transmitted energy per symbol is set toE, assuming uncor-
related data symbols (Sd( f )5sd

2), the energy constraint is
expressed as

E5sd
2

3H E 2`
1`uG0

2~ f !ud f , for uplink transmission

(m51
M E 2`

1`uGm
2 ~ f !ud f , for downlink transmission.

.

~8!

1. Unrestricted optimization (two-sided filter
adjustment)

Let us first consider uplink transmission. Taking into
account the energy constraint, and the no-ISI requirement,
G0( f )5X( f )/(m51

M Gm( f )Cm( f ), the SNR is expressed as

SNR5
Ex0

2

sz
2*2`

1`uG0
2~ f !ud f

5
Ex0

2

*2`
1`

X2~ f !

u(m51
M Gm~ f !Cm~ f !u2

d f*2`
1`Sw~ f !(m51

M uGm
2 ~ f !ud f

.

~9!

This function is to be maximized with respect to the receive
filters Gm( f ), m51,...,M . To do so, we use a two-step pro-
cedure, each step involving one Schwarz inequality. The first
inequality states that

U (
m51

M

Gm~ f !Cm~ f !U2

< (
m51

M

uGm
2 ~ f !u (

m51

M

uCm
2 ~ f !u, ~10!

where the equality holds for

Gm~ f !5a~ f !Cm* ~ f !. ~11!

We note similarly with time-reversal in that receive filters
should be proportional to the phase-conjugate of the channel
transfer functions. However, there is room for additional im-
provement through optimization of the functiona( f ).

Denoting the composite channel power spectral density
by

g~ f !5 (
m51

M

uCm
2 ~ f !u ~12!

and using the inequality~10! we have that

SNR

<
Ex0

2

*2`
1`

X2~ f !

g~ f !(m51
M uGm

2 ~ f !u
d f*2`

1`Sw~ f !(m51
M uGm

2 ~ f !ud f

.

~13!

Applying a second Schwarz inequality to the denominator of
the SNR bound yields

E
2`

1` X2~ f !

g~ f !(muGm
2 ~ f !u

d fE
2`

1`

Sw~ f ! (
m51

M

uGm
2 ~ f !ud f

>F E
2`

1` X~ f !

Ag~ f !
ASw~ f !d fG 2

, ~14!

where the equality holds for

X~ f !

Ag~ f !Sw~ f !
5b (

m51

M

uGm
2 ~ f !u ~15!

andb is a constant. Combining the conditions~11! and~15!
we obtain the optimal value

a~ f !5
1

Ab

1

Sw
1/4~ f !

AX~ f !

g3/4~ f !
. ~16!

The transmit filter is now obtained from the no-ISI condition
~4! as
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G0~ f !5
X~ f !

a~ f !g~ f !
~17!

and the constantb then follows from the energy constraint
~8, uplink!:

E5sd
2bE

2`

1`
ASw~ f !

X~ f !

Ag~ f !
d f . ~18!

The desired filters are given in the following:

G0~ f !5K~ f !AX~ f !g21/4~ f !,

Gm~ f !5K21~ f !AX~ f !g23/4~ f !Cm* ~ f !, m51,...,M

where

K~ f !5A E/sd
2

*2`
1`ASw~ f !

X~ f !

Ag~ f !
d f

Sw
1/4~ f !. ~19!

We can verify that the result reduces to the known case by
settingM51.27

This selection of filters achieves maximal SNR,

SNR25Ex0
2F E

2`

1`
ASw~ f !

X~ f !

Ag~ f !
d fG22

, ~20!

where the index ‘‘2’’ signifies the fact that both sides of the
link adjust their filters in accordance with the channel.

Filter optimization in the downlink transmission case is
accomplished similarly, by a double application of the
Schwarz inequality. The resulting filters are given in the
same form as for the uplink case, except that the factorK( f )
is reciprocal of that given in Eq.~19!. The same maximal
SNR, SNR2 ~20!, is achieved.

2. Restricted optimization (one-sided filter
adjustment)

We now turn to the situation in which one side of the
communication link is restricted to have minimal complexity,
such as when limited processing power is available at one
end of the link. Namely, we constrain the single-element side
to use a filterG0( f ) that is fixed, i.e., it may not be computed
as a function of the channel responses.

To illustrate the optimization procedure, we look at the
downlink transmission case. The no-ISI condition still must
hold, F( f )5X( f ), and to maximize the SNR, this transfer
function should be divided between the transmitter and re-
ceiver so that

G0~ f !5b
AX~ f !

ASw~ f !
, ~21!

whereb is a constant. For this selection, the SNR achieves
the Schwarz inequality~matched filter! bound,

SNR5
sd

2u*2`
1`G0~ f !(m51

M Gm~ f !Cm~ f !u2

*2`
1`Sw~ f !uG0

2~ f !ud f

<sd
2E

2`

1` 1

Sw~ f ! U (m51

M

Gm~ f !Cm~ f !U2

d f . ~22!

Applying the Schwarz inequality~10! to the above integrand
yields

SNR<sd
2E

2`

1` 1

Sw~ f !
g~ f ! (

m51

M

uGm
2 ud f ~23!

with equality holding forGm( f )5a( f )Cm* ( f ), m51,...,M .
Combining this condition with the matched-filter require-
ment ~21! and the no-ISI constraint, we obtain the optimal
value

a~ f !5
1

b

AX~ f !

g~ f !
ASw~ f !. ~24!

The constantb can now be determined from the energy con-
straint ~8, downlink!:

E5sd
2 1

b2 E2`

1`

Sw~ f !
X~ f !

g~ f !
d f . ~25!

The desired filters are given in the following:

G0~ f !5K21~ f !AX~ f !,

Gm~ f !5K~ f !AX~ f !g21~ f !Cm* ~ f !, m51,...,M

where

K~ f !5A E/sd
2

*2`
1`Sw~ f !

X~ f !

g~ f !
d f

Sw
1/2~ f !. ~26!

This selection of filters achieves the maximal SNR
available with one-sided adjustment,

SNR15Ex0F E
2`

1`

Sw~ f !
X~ f !

g~ f !
d fG21

. ~27!

In the uplink transmission case with restricted computa-
tional complexity, the transmit filter is simply chosen as the
standard~e.g., square-root raised cosine! function, and an
analogous optimization procedure results in the following
solution:

G0~ f !5KAX~ f !,

Gm~ f !5K21AX~ f !g21~ f !Cm* ~ f !, m51,...,M

where

K5AE/sd
2

x0
. ~28!

The same SNR, SNR1 ~27!, is achieved.
Comparing the SNR available with and without com-

plexity restriction, we find that SNR1<SNR2. The two
SNRs are equal only wheng( f ) is proportional toSw( f ).

In what follows, we shall focus on the usual case of
white noise,Sw( f )5N0 . Note that the factorsK( f ) then
become constants independent of frequency in both two-
sided and one-sided focusing, and the same set of filters may
be used for uplink and downlink transmission. The SNR ex-
pressions reduce to
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SNR25
E

N0
x0

2F E
2`

1` X~ f !

Ag~ f !
d fG22

~29!

and

SNR15
E

N0
x0F E

2`

1` X~ f !

g~ f !
d fG21

. ~30!

We now want to compare these values of SNR, achieved
through optimal focusing, to the SNR achieved by time-
reversal and methods based on equalization.

B. Time-reversal performance with residual ISI

When no care is taken to ensure focusing, the samples of
the received signal contain residual ISI:

y~nT!5 f ~0!d~n!1 (
kÞn

f ~kT!d~n2k!1z~nT!. ~31!

Assuming uncorrelated data symbols, the SNR is given by

SNR05
sd

2u f 2~0!u

sd
2(kÞ0u f 2~kT!u1sz

2
. ~32!

We look at the following scenarios. On the uplink, the trans-
mitter uses a standard filter,G0( f )5KuAX( f ), and the re-
ceiver usesGm( f )5G0* ( f )Cm* ( f ), m51,...,M . This scenario
is analogous to ideal~noiseless! passive phase-conjugation.
On the downlink, the transmitter usesGm( f )
5KdAX( f )Cm* ( f ), m51,...,M , and the receive filter is sim-
ply G0( f )5AX( f ). This scenario is analogous to active
phase-conjugation. The constantsKu , Kd are determined
from the energy constraint~8!. The resulting SNR is the
same in the uplink and the downlink scenarios, and it is
given by

SNR05

E

N0

E

N0
r1

x0

*2`
1`X~ f !g~ f !d f

, ~33!

where

r5
(kÞ0u f 2~kT!u

u f 2~0!u
5

T*21/2T
11/2TuXg@ f #u2d f

u*2`
1`X~ f !g~ f !d f u2

21 ~34!

and Xg@ f # is used to denote the folded spectrum of
X( f )g( f ):

Xg@ f #5
1

T (
k52`

1`

XS f 1
k

TDgS f 1
k

TD . ~35!

It is interesting to observe that as the noise vanishes, i.e.,
E/N0→1`, unlike with optimal focusing when
SNR1,2→1`, the performance of time-reversal saturates:
SNR0→1/r. The value ofr depends on the channel charac-
teristics, expressed through the functiong( f ), and the sys-
tem bandwidth, expressed through the functionX( f ).

C. Time-reversal performance with equalization

The performance of time-reversal saturates because of
residual ISI. To overcome this limitation, an equalizer may
be used. We look at the downlink scenario, where an optimal,
minimum mean squared error~MMSE! linear processor is
employed. It consists of a receiving matched filter followed
by a symbol rate sampler and a linear MMSE equalizer. For
the received signal samples given in the form~31! with un-
correlated data sequence, the MMSE equalizer has a transfer
function

A@ f #5
sd

2F* @ f #

sd
2uF@ f #u21Sz@ f #

, ~36!

whereF@ f # is the folded spectrum of the overall response
F( f ), andSz@ f # is the power spectral density of the discrete-
time noise processz(nT). The receiving filter is matched to
the overall response,

G0~ f !5 (
m51

M

Gm* ~ f !Cm* ~ f ! ~37!

so that F( f )5uG0
2( f )u, and, hence,Sz@ f #5N0F@ f #. The

equalizer transfer function thus reduces to

A@ f #5

sd
2

N0

11
sd

2

N0
F@ f #

. ~38!

The SNR at the equalizer output is27

SNR5
1

MSE
215F TE

21/2T

11/2T 1

11
sd

2

N0
F@ f #

d fG21

21.

~39!

For the transmit filter selection as in active phase-
conjugation,Gm( f )5KdAX( f )Cm* ( f ), m51,...,M , we have
that

sd
2

N0
F~ f !5

E/N0

*2`
1`X~ f !g~ f !d f

X~ f !g2~ f !. ~40!

This transfer function is used to compute the resulting SNR
~39!:

SNR3,tr5F TE
21/2T

11/2T 1

11
E/N0

*2`
1`X~ f !g~ f !d f

Xg2@ f #

d fG 21

21

~41!

whereXg2@ f # is the folded spectrum ofX( f )g2( f ).
In the uplink transmission case, time-reversal filtering at

the receiver is followed by equalization. Because passive
phase-conjugation is equivalent to matched filtering, and the
transmitter uses a fixed filter, this case is identical to standard
equalization, which is treated next.
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D. Equalizer performance

A standard equalizer does not rely on time-reversal at
the transmitter, but instead uses pre-determined, channel-
independent filters. In the downlink case, the transmit filters
areGm( f )5KdAX( f ), m51,...,M , and we have that

sd
2

N0
F~ f !5

E/N0

Mx0
X~ f !S2~ f !, ~42!

where

S~ f !5U (
m51

M

Cm~ f !U. ~43!

Note that this case may represent a poor system design as
transmission over multiple channels with different delays
creates additional time spreading, and the channel transfer
functions add directly in the above expression, possibly in a
destructive manner. The resulting SNR is computed from Eq.
~39!:

SNR3,down

5F TE
21/2T

11/2T 1

11
E/N0

M*2`
1`X~ f !d f

XS2@ f #

d fG 21

21, ~44!

whereXS2@ f # is the folded spectrum ofX( f )S2( f ).
In the uplink scenario, the MMSE linear processor con-

sists of a bank of matched filters,Gm( f )5G0* ( f )Cm* ( f ), m
51,...,M , as in passive phase-conjugation, whose outputs are
summed, sampled at the symbol rate, and processed by a
linear equalizer. This process is also called multichannel
equalization. The MMSE equalizer is again defined by Eq.
~38! where the overall transfer function is nowF( f )
5uG0

2( f )ug( f ). For the standard transmit filter selection,
G0( f )5KuAX( f ), we have that

sd
2

N0
F~ f !5

E/N0

x0
X~ f !g~ f !. ~45!

The resulting SNR is computed from Eq.~39!:

SNR3,up5F TE
21/2T

11/2T 1

11
E/N0

*2`
1`X~ f !d f

Xg@ f #

d fG 21

21,

~46!

where, as before,Xg@ f # is the folded spectrum ofX( f )g( f ).
Comparing uplink and downlink equalization, we have

that SNR3,up>SNR3,down. The two are equal if the channel
transfer functionsCm( f ), m51,...,M are identical and con-
stant within the signal bandwidth. It is not clear, however,
how SNR3,down compares with SNR3,tr , i.e., what is the ad-
vantage, if any, of using transmit time-reversal in conjunc-
tion with equalization. This question gives rise to a broader
one of optimal transmit filtering for use with equalization.

E. Transmitter Õreceiver optimization for a system with
equalization

So far, we have looked at optimal focusing~filter opti-
mization under no-ISI constraint! and at MMSE equalization
using a priori selected transmit filters. However, it is pos-
sible to look at a system in which both channel-dependent
transmit filteringandequalization are used. In other words, if
the requirement for no ISI is relaxed in the optimal system
design, and the equalizer is allowed at the receiver, the ques-
tion is what transmit/receive filtering should be used to maxi-
mize the SNR. Note that because this optimization criterion
is less restrictive than that of focusing~the no-ISI constraint
has been removed! improved performance may be expected.
Also, performance must be improved with respect to stan-
dard equalization, which represents only a special case of
transmit filter selection.

For any given transmit filtering, an optimal linear re-
ceiver consists of a matched filter~or a bank of matched
filters for the uplink scenario! followed by a symbol-spaced
MMSE equalizer~36!. Both the matched filter and the equal-
izer transfer functions depend on the transmit filter selection,
and consequently, so does the achieved SNR. We want to
find the transmit filter~s! for which the SNR at the equalizer
output ~39! is maximized. Transmit filtering, in turn, will
determine receive filtering and the equalizer.

Let us first consider the uplink case. Maximizing the
SNR is equivalent to minimizing the MSE, which is defined
by the overall transfer functionF( f )5uG0

2( f )ug( f ). We as-
sume that the system operates in minimal bandwidthB re-
quired to support ISI-free transmission at symbol rate 1/T,
i.e., G0( f ) is zero for u f u.1/2T. Then, the optimization
problem is to find the functionG0( f ) for which

MSEup5TE
21/2T

11/2T 1

11
sd

2

N0T
uG0

2~ f !ug~ f !

d f ~47!

is minimized, subject to the constraint on transmitted energy,

sd
2E

21/2T

1/2T

uG0
2~ f !ud f5E. ~48!

In the downlink case, the MSE is defined by the overall
transfer functionF( f )5u(m51

M Gm( f )Cm( f )u2, and we want
to find a set of functionsGm( f ), m51,...,M for which

MSEdown5TE
21/2T

11/2T 1

11
sd

2

N0T
u(m51

M Gm~ f !Cm~ f !u2

d f

~49!

is minimized, subject to the constraint on transmitted energy,

sd
2E

21/2T

1/2T

(
m51

M

uGm
2 ~ f !ud f5E. ~50!

Realizing that the downlink MSE is bounded by

MSEdown>TE
21/2T

11/2T 1

11
sd

2

N0T
ua2~ f !ug~ f !

d f , ~51!
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which is achieved forGm( f )5a( f )Cm* ( f ), m51,...,M , the
downlink optimization problem can be reduced to the same
form as that of the uplink problem. Namely, if we define

F~ f !5
sd

2

N0T
3H uG0~ f !u2 for uplink transmission

ua~ f !u2g~ f ! for downlink transmission,

u f u<
1

2T
~52!

then

MSE5TE
21/2T

1/2T 1

11F~ f !g~ f !
d f ~53!

is to be minimized with respect to a real, non-negative func-
tion F( f ), subject to the constraint that

TE
21/2T

1/2T

F~ f !d f5
E

N0
. ~54!

Using the Lagrange method, we form

L~F!5TE
21/2T

1/2T 1

11F~ f !g~ f !
d f

1lFTE
21/2T

1/2T

F~ f !d f2
E

N0
G , ~55!

wherel is a constant. Differentiating the above function with
respect toF, and setting the derivative equal to zero, pro-
vides the following solution:

F~ f !5
1

g~ f ! F 1

Al
Ag~ f !21G , f PB05F2

1

2T
,

1

2TG .
~56!

Substituting this solution into the constraint~54! we obtain

1

Al
5K05

E

N0
1T*21/2T

1/2T 1

g~ f !
d f

T*21/2T
1/2T 1

Ag~ f !
d f

. ~57!

To ensure a valid solution forF( f ), we must verify that
K0>1/Ag( f ), ; f P@21/2T,1/2T#. This condition will hold
if K0>1/Agmin, where gmin is the smallest value ofg( f )
within the available bandwidth,

gmin5 min
f PB0

$g~ f !%. ~58!

If this is not the case, the expression~56! does not represent
a valid solution. We then modify the solution as follows:

F~ f !5H 1

g~ f !
@KLAg~ f !21# f PBL,B0

0 otherwise

, ~59!

whereKL is determined from the energy constraint~54!,

KL5

E

N0
1T*BL

1

g~ f !
d f

T*BL

1

Ag~ f !
d f

~60!

and BL is the maximal bandwidth for whichKL>1/Ag( f ),
; f PBL .

To gain insight into this definition, we note that when-
ever it is decided a priori thatF( f ) is zero for some fre-
quency regionB̄L ~the complement ofBL within B0), the
MSE ~53! can be expressed as

MSE5TE
B̄L

d f1TE
BL

1

11F~ f !g~ f !
d f ~61!

and the energy constraint becomes

TE
BL

F~ f !d f5
E

N0
. ~62!

The solution~59! then representsF( f ) for which the second
MSE term is minimized subject to the energy constraint. In
order to minimize the first MSE term as well, the smallest
possible frequency regionB̄L ~i.e., the largestBL) should be
chosen, hence the definition ofBL .

We further define the set of frequenciesBL to be

BL5$ f PB0 :g~ f !>gL%, ~63!

wheregL is the smallest value ofg( f ) within B0 , for which
KL>1/AgL,

gL5 min
f PB0 :KL>1/AgL

$g~ f !%. ~64!

WhenBL is defined via the thresholdgL , then this threshold
should be minimized. Separation of the frequency regionsBL

andB̄L based on thresholding of the channel functiong( f ) is
intuitively satisfying, because it states that if transmit energy
is limited, it should not be wasted on those regions where
g( f ) is low.

The solution forKL can be obtained numerically, start-
ing with BL5B05@21/2T,1/2T#. If the resultingKL5K0

>1/Agmin, thenF( f ) has a full nonzero solution~56!. If this
is not the case,KL is computed from Eq.~60! iteratively,
increasinggL from the initial valuegmin by a small amount
DgL in each step, until the conditionKL>1/AgL is met. The
search forgL then stops, and the solution forF( f ) follows
from Eq. ~59!.

The desired transmit/receive filters are given in the fol-
lowing:

uplink: G0~ f !5KAF~ f !,

Gm~ f !5KAF~ f !Cm* ~ f !, m51,...,M ,

downlink: Gm~ f !5KAF~ f !g21/2~ f !Cm* ~ f !,

m51,...,M ,

G0~ f !5KAF~ f !g1/2~ f !,

where
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K5AN0T/sd
2. ~65!

The equalizer transfer function~up to the normalizing con-
stantsd

2/N0) is the same for uplink and for downlink trans-
mission:

A@ f #5
1

11F~ f !g~ f !
, u f u<

1

2T
. ~66!

This system achieves the SNR,

SNR45H 12TE
BL

d f1FTE
BL

1

Ag~ f !
d fG 2

3F E

N0
1TE

BL

1

g~ f !
d fG21J 21

21. ~67!

In the case whenBL5B0 , it is easily shown that

SNR45SNR21
SNR2

SNR1
21>SNR2. ~68!

Thus, this signaling scheme outperforms optimal focusing.
The question, of course, is how great is the difference in
performance.

III. PERFORMANCE COMPARISON

In this section, we use an illustrative example to com-
pare the performance of various techniques discussed: opti-
mal focusing with two-sided filter adjustment, optimal focus-
ing with one-sided filter adjustment, time-reversal, time-
reversal in conjunction with equalization, standard
equalization~with fixed transmit filters!, and equalization us-
ing optimized transmit filters. Performance is evaluated
through numerical computation of the analytical SNR ex-
pressions for a particular channel model.

A. Channel model

The channel model is based on geometry of shallow
water multipath. We look at repeated surface-bottom reflec-
tions and take into account a certain number of multipath

arrivals,P. Each multipath component is characterized by a
gain cp , delaytp , and angle of arrivalup , which are com-
puted from the propagation path lengthl p . The path gain
magnitude is computed asucpu5Gp /AA( l p), whereGp<1
may be used to model loss due to reflection~we choose each
reflection to introduce a& loss in amplitude! and A( l p) is
the nominal acoustic propagation loss,A( l p)5 l p

k@a( f c)# l p,
calculated assuming practical spreading,k51.5, a carrier fre-
quency f c515 kHz, and absorption according to Thorp.
@For f c in kHz, a( f c) is given in dB/km as
10 loga( fc) 5 0.11f c

2 / (1 1 f c
2) 1 44f c

2 / (41001 f c
2) 1 2.75

31024f c
210.003.] The path gain phase is computed as

/cp522p f ctp . Observed across the array, there is a phase
delay wp52p(d/lc)sinup between the elements spaced by
d, wherelc5c/ f c , and c51500 m/s is the nominal sound
speed. In reference to the first element, the channel transfer
functions are given by

Cm~ f !5 (
p50

P21

cm,pe2 j 2p f tp,

where

cm,p5cpe2 j ~m21!wp, m51,...,M . ~69!

As an example, we use a channel of depth 75 m, range of 3
km, and the system mounted near the bottom. Three propa-
gation paths are taken into account~direct, surface reflected,
and surface-bottom-surface reflected!. Figure 2 shows the re-
sulting multipath profile of the channel. We note that the total
multipath spread is 10 ms, which is on the order of that
observed experimentally.

The channel functiong( f ) is shown in Fig. 3 forM
54 andM532. Shown on the same plot is the desired sys-
tem responseX( f ) chosen as a raised cosine with roll-off
factor close to 0, which provides maximal bit rate for ISI-
free transmission in a bandwidthB51/T. The symbol dura-
tion is chosen to beT50.2 ms, corresponding to the band-
width of 5 kHz and transmission at 10 kbits/s if 4-PSK is
used, or 15 kbits/s if 8-PSK is used. The impulse response of

FIG. 2. Multipath characteristics of the example chan-
nel: path gain magnitudesucpu and angles of arrivalup

are shown at corresponding delaystp ~reference delay
is t050).
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the overall system obtained with time-reversal is also shown,
and it is evidently far from ideal. As the number of array
elements is increased,g( f ) tends to flatten out, resulting in
better, but not complete suppression of multipath through
time-reversal.

B. Performance analysis

Figure 4 summarizes performance results for the two
examples. Let us focus on theM54 case. We first confirm
that two-sided focusing@Eq. ~29!, solid curve labeled ‘‘D’’ #
outperforms one-sided focusing@Eq. ~30!, dashed curve la-
beled ‘‘D’’ #, but more interestingly, we observe that the dif-
ference in performance is small. This is an encouraging ob-

servation from the viewpoint of designing a practical system
with restricted processing complexity. The performance of
time-reversal@Eq. ~33!, dashed curve# is inferior to optimal
focusing and to all other schemes at practical values of SNR.
By practical, those values are meant that yield at least several
dB of output SNR, as this is required for an adaptive system
to perform in a decision-directed manner. The loss of time-
reversal becomes quite large even at a moderateE/N0 of
10–15 dB, and the performance saturates thereafter at a
value 1/r determined by the channel~34!. Some of the loss is
recovered by the use of an equalizer in conjunction with
transmit time-reversal@Eq. ~41!, curve labeled ‘‘1’’ #. How-
ever, it is interesting to observe that this system compares
poorly with the standard equalizer that uses square-root
raised cosine transmit filters and equal energy allocation

FIG. 3. Composite channel power spectral densityg( f ), and the impulse
response of time-reversal which corresponds toX( f )g( f ). Multipath coef-
ficients are normalized such thatM(pucp

2u51, and half-wavelength spacing
between array elements is used.

FIG. 4. Performance of various techniques on the example channel: output
SNR vsE/N0 for fixed number of array elementsM.
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across the array@Eq. ~44!, dashed curve labeled ‘‘s’’ #. Stan-
dard downlink equalization is inferior to its uplink counter-
part @Eq. ~46!, solid curve labeled ‘‘s’’ #, which offers a con-
sistently good performance. Note that this performance is
closely matched by one-sided focusing at moderate to high
SNR. Finally, we confirm that equalization using optimized
transmit filters@Eq. ~67!, curve labeled ‘‘* ’’ # provides an
upper bound on the performance of all other schemes. More
important, we observe that this scheme offers negligible im-
provement over focusing, which allows a much easier imple-
mentation.

With M532, the performance of time-reversal im-
proves; however, the saturation effect is still notable. None-
theless, it has to be noted that at low and moderateE/N0 up
to about 10 or 15 dB, with the increased number of elements,
time-reversal becomes the technique of choice as it offers
near-optimal performance at minimal computational com-
plexity. Equalization in conjunction with transmit time-
reversal now outperforms standard downlink equalization,
while the performance of both focusing methods, as well as
that of standard uplink equalization, tends to the same opti-
mal curve. Comparing the performance achieved with 32 and
with 4 elements demonstrates that optimal focusing is much
less sensitive to the array size than either of the techniques
based on time-reversal~recall also that the power in the
channel is kept constant with changingM!.

Performance sensitivity to the array size is summarized
in Fig. 5, which shows the output SNR as a function ofM for
a given symbol SNRE/N0 . Two values ofE/N0 are taken as
an example, 10 and 20 dB. In each instance, we note supe-
riority of focusing methods over time-reversal. Performance
of focusing methods shows fast improvement with initial in-
crease inM, and a small increment thereafter. Hence, good
performance can be achieved without unduly increasing the
number of array elements. For example, if one-sided focus-
ing is used, andE/N0>10 dB, increasing the number of el-
ements beyond 6 offers less than 3 dB total improvement in
performance. In contrast to this situation, time-reversal
steadily gains in performance within the range ofM shown;
however, it fails to achieve the performance of focusing
methods. Most important, we observe that at moderate to
high symbol SNR, one-sided focusing needs a relatively
small number of array elements to approach the optimal per-
formance.

Results of Fig. 5 also offer an interesting comparison
between standard equalization and equalization in conjunc-
tion with transmit time-reversal. Using time-reversal at the
transmitter offers an improvement provided thatM is greater
than a certain number. In the example considered, this num-
ber is 11 atE/N0 of 10 dB, and 8 atE/N0 of 20 dB.

So far, we have considered up toM532 elements, but it
is interesting to observe the performance of time-reversal
with a further increase inM, to see what array size is needed
to bring its performance to that of other techniques. Figure 6
shows the performance of time-reversal for an extended
range ofM. Shown on the same plot is the performance of
optimal focusing, which, on this scale, is indistinguishable
from the system bound or multichannel equalization. An in-
teresting effect is immediately apparent: the performance of

time-reversal does not consistently improve with increasing
M ~as does the performance of focusing techniques and up-
link equalization! but instead exhibits an oscillatory behav-
ior, tending to the optimum only asM→`. The values ofM
for which the performance is best are those values for which
it happens so that the composite channel functiong( f ) flat-
tens out almost completely, i.e.,g( f )'1. At these values of
M, time-reversal approaches the performance bound. How-
ever, due to the nature of the functiong( f ), the performance
does not remain at optimum, but deviates from it with an
increase inM. This fact underlines the suboptimality of sys-
tem design based on time-reversal only. In practice, it could
be difficult to rely on finding the optimal number of elements
every time the array is deployed and system configuration
changes.

FIG. 5. Performance of various techniques on the example channel: output
SNR vsM for fixed symbol SNRE/N0 .
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Finally, we investigate performance sensitivity to the
changes in multipath composition and the array element
spacing, both of which influence the channel functiong( f ).
Figure 7 shows performance results obtained for the same
channel model, but with six, instead of three multipath com-
ponents taken into account. The total multipath spread is now
somewhat greater than 60 ms, with the additional arrivals’
strength approximately 9, 12, and 15 dB below the principal
arrival. The performance differs little as compared to the
three-path channel. If anywhere, the difference can be seen
when only a few elements are used—the performance of
time-reversal is then worse on the six-path channel, while
that of other techniques is better. More important, we ob-

serve that the same conclusions regarding performance com-
parison between different techniques hold in the presence of
extended multipath. To assess performance sensitivity to
changes in relative strength of the multipath arrivals, a hy-
pothetical case of a lossless six-path channel was investi-
gated. Suffice it to say that the same general conclusions
were made in this case.

The effect of changing the array element spacing is il-
lustrated in Fig. 8. This figure shows performance results for
the original three-path channel, but withd51.41lc instead
of d5lc/2. Evidently, the performance of time-reversal
shows more sensitivity to the changes in the array element
spacing than the other techniques~the same would be true
for changes in the carrier frequency!. The optimum is now
approached with a smaller number of elements~this number
corresponds to the same total array length, i.e., 40 elements
spaced bylc/2 or 14 elements spaced by 1.41lc in the ex-
ample considered!. However, the improvement in perfor-
mance is not consistent with an increase in the element spac-
ing. For a given number of elementsM.1, performance
improves with an initial increase in element spacing, but ex-
hibits an oscillatory behavior afterwards. For example, with
M54, performance starts to degrade after element spacing
increases beyond 5lc . With elements spaced by 10lc , at
E/N0520 dB, the output SNR does not exceed a value of
about 8 dB if more than two elements are used in a time-
reversal array. Compared to this situation, performance of
retrofocusing techniques shows negligible sensitivity to the
changes in element spacing.

IV. CONCLUSION

A number of techniques have been investigated for com-
munication over an underwater acoustic link where one end
is equipped with a single transmit/receive element and an-
other with an array. To achieve maximal bit rate within a
fixed bandwidth, an optimization criterion of maximizing the

FIG. 6. Performance of time-reversal and optimal focusing for extended
range ofM.

FIG. 7. Output SNR vsM for the six-path channel model,d5lc/2.

FIG. 8. Output SNR vsM for the three-path channel model,d51.41lc .
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data detection SNR, while eliminating or minimizing the re-
sidual ISI was chosen. Transmit/receive filters were obtained
analytically for uplink and downlink transmission, with vary-
ing degrees of system complexity. The so-obtained optimal
techniques were compared to standard time-reversal and
equalization.

Because it ignores residual ISI, time-reversal exhibits
performance saturation, and strongly depends on the use of a
large array. When this can be afforded~e.g., in a network
whose base station uses an array to isolate multiple users!
time-reversal offers a solution for minimal-complexity pro-
cessing. With a smaller array, however, standard equalization
outperforms time-reversal, and the use of equalization in
conjunction with transmit time-reversal does not guarantee
performance improvement over standard equalization, unless
the number of elements exceeds a certain value. The pro-
posed method of spatiotemporal retrofocusing guarantees
maximal SNR and elimination of ISI for an arbitrary array
size. It outperforms time-reversal at the expense of additional
filtering. The filters needed for optimal focusing include
phase-conjugation augmented by a channel-dependent scal-
ing function. If filter adjustment is constrained to the array
side only, one-sided focusing offers an excellent trade-off
between complexity and performance. Its performance has
only a small loss with respect to the two-sided focusing, and
it stays close to that of uplink multichannel equalization. It
thus represents a solution for systems that cannot deploy
large arrays and have limited processing power. In addition,
when two-way communication is to be established over a
white-noise channel, the same set of filters can be used for
transmission and reception.

The system analysis was completed by optimizing both
ends of an equalization based system. While it is unlikely
that a practical system would be based on this approach due
to the difficulty of finding optimal filters, it provides an up-
per bound on the performance of all other techniques. Re-
sults demonstrate that optimal focusing performs very close
to this bound.

Future work will concentrate on an experimental valida-
tion of spatiotemporal focusing aided by adaptive channel
estimation. Two types of errors will guide the system perfor-
mance: the error due to noise and the error due to time-
variability of the channel. In particular, the latter may prove
as the limiting factor for the performance of an acoustic sys-
tem with a long round-trip delay and high rate of channel
variation. Future analytical work will address system optimi-
zation with imperfect channel knowledge.
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The feasibility is considered of synthesizing a spatially correlated random pressure field having
specified statistical properties. Of particular interest is the use of a near-field array of acoustic
sources to synthesize a pressure field whose statistical properties are similar to either a diffuse
acoustic sound field or to that generated by a turbulent boundary layer~TBL!. A formulation based
on least-squares filter design is presented. Initially, the more fundamental question is addressed of
how many uncorrelated signal components are required to approximate the pressure field. A
one-dimensional analysis suggests that two uncorrelated components per acoustic wavelength are
required to approximate a diffuse pressure field. Similarly, for a TBL pressure field, about one
uncorrelated component per correlation length is required in the spanwise direction and about two
uncorrelated components per correlation length are required in the streamwise direction. These
estimates are in good agreement with theoretical predictions for an infinite array, based on the
Fourier transform of the spatial correlation function. When a full simulation is performed, including
the acoustic effect of an appropriately positioned array of monopole sources, it is found that the
number of acoustic sources required to reasonably approximate the diffuse or TBL pressure field is
only slightly greater than the lower bound on this number, set by the number of uncorrelated
components required. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850231#

PACS numbers: 43.60.Fg, 43.28.Lv, 43.55.Br, 43.50.Nm@DKW# Pages: 1186–1201

I. INTRODUCTION

In this article a formulation is presented for using an
array of acoustic sources to simulate the spatial correlation
properties of a random pressure field, as specified by the
spectral density matrix between the elements of an array of
acoustic sensors. It is used in the subsequent sections to as-
sess the feasibility of using such an array of sources close to
a surface to generate a random pressure field with similar
spatial statistical properties to those of either a diffuse acous-
tic sound field, or the pressure field generated by a turbulent
boundary layer.

A diffuse acoustic field is normally defined as being due
to an infinite number of uncorrelated plane waves, generated
by remote acoustic sources, which, on average, provide equal
incident energy from all directions.1,2 It is characterized be-
low in terms of its two-dimensional spatial correlation struc-
ture, which is the same in free space or when uncorrelated
waves in a half-space fall on an infinite rigid surface.3 Labo-
ratory tests of the sound transmission properties of building
structures are often conducted using random noise in a sound
transmission suite. The sound field in the reverberant source
room of a sound transmission suite is assumed to be diffuse
for these measurements, but this is only a reasonable ap-
proximation for excitation frequencies above the room’s

Schröder frequency.4,5 Below this frequency, individual
modes of the source room can dominate the pressure field,
which is then not diffuse. The use of a near-field array of
acoustic sources, next to the structure being tested, to gener-
ate a diffuse pressure field in this low-frequency region has
been considered by Bravo and Elliott6 and in the present
article we present a general theoretical background that can
be used to better understand this problem.

The pressure field generated on the surface of a structure
by a turbulent boundary layer~TBL! is also random in both
time and space. In a fully developed turbulent boundary
layer, the pressure fluctuations over a small region are sta-
tionary in time and homogeneous in space and can be char-
acterized by their power spectral density at a point and their
cross-spectral density between two separate points.7,8 It is
important to be able to measure the response of structures to
TBL excitation, particularly in aeronautical applications, and
this is currently achieved either with flight tests or in low
noise wind tunnels. Both of these test methods are expensive
and time consuming. These difficulties have led to the mea-
surement of the acoustic properties of aircraft structures in
sound transmission suites, although this is known to under-
estimate their sound reduction properties when exposed to
TBL pressure fluctuations, as will be illustrated below.

Previously, Fahy9 has considered the problem of simu-
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lating TBL pressure fluctuations using jet noise, a siren tun-
nel, a loudspeaker or a shaker, but concluded that none of
these single sources could reproduce the decay characteris-
tics or spatial correlation properties in a TBL. Although there
is a brief discussion in this paper about the use of an array of
shakers, the electrical and mechanical difficulties of imple-
menting such a system were considered, in 1966, to be such
that it would be a difficult practical proposition. Robert and
Sabot10 have taken another approach to the laboratory simu-
lation of TBL-excited structures, by noting that the modes of
a structure are excited almost independently by such an ex-
citation, and that there is generally a relatively small number
of significantly excited structural modes. They considered
the use of an array of appropriately-driven shakers acting on
the panel, driven so that each structural mode was excited to
the required extent. This approach assumes that the mode
shapes of the structure are known and so, in practice, some
preliminary modal analysis would have to be performed be-
fore the drive signals to the shakers could be determined.
Dodds11 has also considered combining together four inde-
pendent random signals to generate the actuator drive signals
in the problem of simulating the partially correlated displace-
ments exciting the four wheels of a vehicle when driven over
a rough road. These studies are related to the simulation of
multiple channels of partially correlated random data, as de-
scribed, for example, by Shinozuka,12 Mignolet and
Spanos,13 and Soize and Poirion.14 This data is typically used
for numerical modelling of the dynamic response of struc-
tures, particularly nonlinear structures, to excitations due to
the wind, earthquakes, and road excitation. Although the ba-
sis of the simulation method varies between these authors,
they all begin the analysis with a factorization of the spectral
density matrix of the target data, as used later in Sec. IV, and
implicitly assume that the multiple channels of the simulated
random data are generated by combining together an equal
number of uncorrelated random signals.

The direct simulation of a spatially correlated random
pressure field with a dense array of acoustic sources is con-
sidered here, by arranging for the sources to be mutually
correlated so that they reproduce the spatial correlation prop-
erties of the target pressure field. The price that must be paid
for such a general approach, however, is the large number of
sources required for an accurate simulation, particular at high
frequencies, as we shall see below. It is shown that the over-
all problem can be broken down into two parts. The first is
concerned with the number of statistically uncorrelated sig-
nals required to accurately model the target spectral density
matrix, which is related to the proper orthogonal decompo-
sition ~POD! of the pressure field. The second part is con-
cerned with the invertibility of a matrix of physical responses
between the acoustic sources and the sensors, over which the
correlation properties of the target pressure field are repro-
duced.

II. SPATIAL CORRELATION FUNCTIONS

The spatial correlation structures of a diffuse acoustic
field are compared with that of a simple model of a TBL
pressure field at high subsonic Mach number, and the differ-
ent effects that these two pressure fields have in exciting the

response of a simple panel is discussed. The spatial correla-
tion structure of the acoustic diffuse field, which is homoge-
neous and isotropic,3 leads to an expression for the cross-
spectral density between the pressures at two points, A and
B, as

SAB~v!5Spp~v!
sinkvr

kvr
, ~1!

whereSpp(v) is the power spectral density of the pressure at
any point, r is the distance between the two measurement
points, A and B, in any direction andkv is the acoustic wave
number given bykv5v/c0 wherec0 is the speed of sound,
which is taken later to be 343 ms21.

A widely used model for the correlation structure of a
fully developed TBL, which will be used for illustration
here, is that due to Corcos.7 This predicts that the cross-
spectral density between the pressures at two points, A and
B, on a rigid surface is given by

SAB~v!5Spp~v!e2ur xu/Lxe2ur yu/Lye2 j vr y /Uc, ~2!

where differences between thex andy coordinates of points
A and B are denotedr x and r y . Spp(v) is again the power
spectral density at any point,Lx is the correlation length in
the spanwise direction,Ly is the correlation length in the
streamwise direction,Uc is the convection velocity, and an
ej vt time dependence has been assumed. It should be empha-
sized that this is an empirical model and, in contrast to the
diffuse field, has not been derived from a theoretical under-
standing of the underlying physical phenomena. It should
also be noted that the simulation of the random pressure field
would not reproduce all the physics of a thin plate interacting
with a turbulent flow, in particular the aeroelastic–
mechanical coupling, as described, for example, by Clark
and Frampton,15 is not included.

The random pressure field is thus modeled as being ho-
mogeneous, but nonisotropic, and the Corcos model assumes
that the variation of the correlation structure in the spanwise
and streamwise directions is independent. In the simulations
below the correlation lengths were assumed to be inversely
proportional to frequency, and to have the form7

Lx5
axUc

v
, ~3!

Ly5
ayUc

v
, ~4!

whereax anday are constants, which were taken to be 1.2
and 8 in the simulations described below. The convection
velocity was also assumed to be 135 ms21, which corre-
sponds to a free-stream velocity of about 225 ms21 and a
Mach number ofM'0.66. Other authors have suggested dif-
ferent formulations for the correlation lengths in Eqs.~3! and
~4!, particularly at low frequencies~see, for example, Refs.
16 and 17! but still use the exponential decay of the spatial
correlation in Eq.~2!. In the limiting case of smallr x andr y ,
it is known that viscous effects round off the cusp in the
exponential peak of the correlation function in Eq.~2!,18 but
in the frequency range of interest here, this occurs over a
much smaller length scale than the correlation length. The
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normalized spatial correlation structure of the Corcos TBL
model in the streamwise and spanwise direction for the con-
ditions above is compared with that for the acoustic diffuse
field in Fig. 1.

Figure 2 shows the calculated value of the total kinetic
energy of a 0.7 m30.5 m30.003 m simply supported alumi-
num panel, calculated from the sum of the squared mode
amplitudes, when subject to either the diffuse or TBL models

of the random excitation fields.19,20The streamwise direction
of the TBL was assumed to be parallel to the longer dimen-
sion of the panel. The power spectral density at any one point
in the pressure fields,Spp(v) in Eqs. ~1! and ~2!, was as-
sumed to be independent of frequency, and equal in the two
cases. It can be seen that the TBL pressure field is consider-
ably less efficient at exciting the vibration of the panel, with
the average level of the kinetic energy being about 15 dB

FIG. 1. Normalized magnitude of the spatial correlation function of an acoustic diffuse field~dashed line! and of the Corcos model of a TBL pressure field
in the spanwise~thin solid line!, and streamwise~thick solid line! directions, plotted as a function of separation distance normalized by the acoustic
wavelength,l52p/kv .

FIG. 2. Spectral density of a panel’s kinetic energy when subject to an acoustic diffuse field~thick line!, and a Corcos model of the TBL pressure field at
M'0.66 ~thin line! having the same mean-square pressure.
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below that of the diffuse field at low frequencies, and about
20 dB below the diffuse field level at 1500 Hz. These differ-
ences in level can partly be explained in terms of the relative
widths of the spatial correlation functions shown in Fig. 1,
particularly the fact that the width of the spatial correlation
function for the TBL in the spanwise direction is about one-
tenth that of the diffuse field.19,20

III. DENSITY OF THE UNCORRELATED COMPONENTS

Figure 3 illustrates a one-dimensional array ofNS acous-
tic sensors, which in this case are microphones, mounted on
a rigid surface and subject either to the pressure field gener-
ated by the target random pressure field, left-hand picture, or
an array ofNA acoustic actuators, which are represented as
loudspeakers in the right-hand picture. The actuators are as-
sumed to be driven by the output of a matrix of filters,W,
which are themselves excited by an array ofNR reference
signals,x. Figure 4 shows the equivalent block diagram for
this system, in whichG is the matrix of responses from each
actuator to each sensor in Fig. 3, and the original set of
desired sensor signalsd is assumed to be generated from the
set of reference signals in a way that will be explained in
Sec. III.

The statistical properties of the target pressure field at
the sensor positions can be characterized by the elements of
the spectral density matrix,

Sdd5E@ddH#, ~5!

whered is the vector of Fourier transforms, at a single fre-
quency, of one record of the outputs from the microphone
array, subject to excitation by the desired random pressure
field, E denotes the expectation operator over the ensemble
of records,21 and H denotes the Hermitian, complex conju-
gate, transpose. The diagonal elements ofSdd correspond to
the power spectral densities of the outputs from each indi-
vidual sensor and the off-diagonal elements to the cross-
spectral densities between the outputs of pairs of sensors.
The frequency dependence ofSdd and the other variables
used below, has been suppressed for notational convenience.

The use of a finite number of discrete measurements
allows the problem of approximating the continuous pressure
field to be treated using linear algebraic methods, but does
assume that the measurements are made on a sufficiently
dense grid to accurately sample the correlation properties of
the random pressure field under consideration. The number
of sensors required to accurately represent diffuse and TBL
pressure fields has been discussed by Mauryet al.22 It should

FIG. 3. The outputs from an array of microphones on a panel excited by either a target pressure field~left-hand picture!, which define the desired signals,d,
for a simulation of the pressure field using an array of acoustic sources~right-hand picture!, for which the outputs of the microphone array isy.

FIG. 4. Block diagram for the calculation of the least-squares control filters designed to reproduce the desired pressures,d.
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be noted, however, that since, in the formulation below, the
random pressure field to be reproduced is defined entirely by
its spectral density matrix at the sensor positions, the field is
not restricted to being homogeneous in the most general
case.

In this section a reduced-rank model for the spectral
density matrix for the target pressure field,Sdd , will be con-
sidered. IfSdd , which is anNS3NS matrix, can be approxi-
mated to acceptable accuracy with a model of rankNU , then
this must be the number of uncorrelated components under-
lying the pressure field. Moreover, if the number of reference
signals is made equal to this number of uncorrelated compo-
nents, then the rank of the spectral density matrix for the
signals driving the actuator array,Suu , can be no larger than
NU , and soNU also defines the lower bound on the number
of actuators required to reproduce the pressure field to the
specified accuracy. In practice it may not be possible to re-
alize such a set of actuators, and when practical actuators are
used, a larger number may be required. This is further ex-
plored in Sec. IV.

Consider the eigenvalue/eigenvector decomposition, at
each frequency, of the Hermitian spectral density matrix for
the NS outputs of the microphone array, excited by the pres-
sure field to be reproduced,

Sdd5QLQH, ~6!

which can also be written as

Sdd5(
i 51

NS

l iqiqi
H , ~7!

whereqi are the columns of the eigenvector matrixQ, andl i

are the real, positive diagonal elements of the eigenvector
matrix L, ordered such thatl i.l i 11 . This expansion of the
spectral density matrix for the discrete set of pressure mea-

surements is analogous to the proper orthogonal decomposi-
tion described, for example, by Berkoozet al.23

The best least-squares approximation toSdd with a rank
of NU , Sd̂d̂ , is now obtained by taking theNU terms with the
largest eigenvalues in Eq.~7! and so has the spectral density
matrix

Sd̂d̂5(
i 51

NU

l iqiqi
H . ~8!

Defining a vector of error signals to be

e5d2d̂, ~9!

where d̂ is the vector of approximated pressure signals, the
sum of the mean square errors is equal to

Je5trace~See!. ~10!

The ratio of this sum of mean square errors to the sum of the
mean square values ofd, Jd5trace(Sdd), is then equal to

Je~Nu!

Jd
5

(
i 5NU11

NS

l i

(
i 51

NS

l i

. ~11!

This expression allows the accuracy of the reduced rank
approximations to be quantified. Figure 5 shows the magni-
tude of the eigenvalues of theSdd matrix calculated from a
simulation of a diffuse field measured with 100 microphones
in a linear array that extends over ten wavelengths.

If the microphones used to characterize the pressure
field in Fig. 3 are uniformly separated, and the field is ho-
mogeneous, then the matrixSdd has a Toeplitz form, and as
the number of microphones becomes very large, such a ma-

FIG. 5. The eigenvalues of the spectral density matrix calculated for a linear array of 100 microphones exposed to a diffuse acoustic soundfield~dots! together
with the theoretical form of this function for an infinite array~solid!.
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trix becomes asymptotically equivalent to a circulant
matrix.24 Since the eigenvectors of a circulant matrix are
Fourier components, the eigendecomposition ofSdd for a
homogeneous pressure field will tend to a spatial Fourier
transform. The Fourier transform of the spatial correlation
function for an acoustic diffuse field, Eq.~1!, is proportional
to

F~k!51, uku<kv

50, uku.kv , ~12!

where k is the spatial wave number andkv is v/c0 , as
above. This wave number spectrum is also plotted in Fig. 5,
wherek/kv5 i /2Nl , i is the index for the eigenvalues, and
Nl is the number of wavelengths in the analysis window,
which is 10 in this case. It can be seen that the theoretical
prediction of the eigenvalue distribution, calculated from the
wave number spectrum of an infinite array, is reasonably
good, and predicts the fall-off in value after the 20th eigen-
value.

Figure 6 shows, in dB, the ratio of the mean square error
involved in taking a reduced-rank approximation to theSdd

matrix for the simulation of the diffuse acoustic field to the
mean square value of the original field, Eq.~11!, as a func-
tion of the number of uncorrelated components being consid-
ered, divided by the number of wavelengths over the array. It
is clear that a 10 dB reduction in the mean square error can
be obtained with about two uncorrelated components per
wavelength. The solid line in Fig. 6 is the theoretical predic-
tion of the error for an infinite array, obtained by integrating
the spatial Fourier transform above over a finite range ofk, to
give Je and over allk, to giveJd , so that

Je~NU!

Jd
512

NU

2Nl
, NU<2Nl ,

~13!
50, NU.2Nl ,

whereNU is the number of uncorrelated components andNl

is the number of wavelengths in the analysis window. This
slightly underpredicts the actual error, because of the finite
size of the array, but is clearly a good guide to the number of
uncorrelated components required. The modeling error when
the diffuse pressure field is simulated with an array of loud-
speakers is also shown in Fig. 6, as will be discussed in Sec.
IV.

Similar simulations for a one-dimensional microphone
array of 100 microphones over 10 correlation lengths of a
TBL pressure field in the spanwise direction give the eigen-
value distribution shown in Fig. 7. Also plotted is the theo-
retical prediction for these eigenvalues, obtained from the
spatial Fourier transform of the infinite spatial correlation
function in thex direction, from Eq.~2!, which is propor-
tional to

F~kx!5
1

11~kxLx!
2

, ~14!

whereLx is the spanwise correlation length and in this case
kxLx52p i /10. Maury et al.22 have also derived the wave
number spectrum for a finite-size array and show that the
array must cover at least six correlation lengths for the result
to approach that of an infinite array. Figure 8 shows the
normalized mean square error in taking a reduced-rank ap-
proximation toSdd for the spanwise TBL pressure field, plot-

FIG. 6. The normalized mean square error associated with a reduced-rank approximation to the diffuse field spectral density matrix, calculated for the 100
microphone array, as a function of the number of uncorrelated components per wavelength~dots!, and the theoretical form of this error for an infinite array
~solid line!. Also shown is the error when synthesizing the pressure field with an equal number of acoustic monopoles~circles!, as described in Sec. IV.
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ted against the number of uncorrelated components per cor-
relation length. Also plotted is the theoretical prediction of
the normalized error for an infinite array, obtained by inte-
gratingF(kx) over a finite range ofkx , to give

Je~NU!

Jd
512

2

p
tan21F2pNU

Nc
G , ~15!

whereNU is the number of uncorrelated components andNc

FIG. 7. The eigenvalues of the spectral density matrix calculated for a linear array of 100 microphones exposed to a TBL pressure field in the spanwise
direction ~dots! together with the theoretical form of this function for an infinite array~solid!.

FIG. 8. The normalized mean square error associated with a reduced-rank approximation to the spectral density matrix for a TBL pressure field in the
spanwise direction, calculated for the 100 microphone array, as a function of the number of uncorrelated components per correlation length~dots!, and the
theoretical form of this error for an infinite array~solid line!. Also shown is the error when synthesising the pressure field with an equal number of acoustic
monopoles~circles!, as described in Sec. IV.
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is the number of correlation lengths within the window. This
theory predicts that about one uncorrelated component per
correlation length is required to obtain a 10 dB reduction in
the mean square error, which is close to the simulation re-
sults.

Finally, the solid line in Fig. 9 shows the theoretical
prediction for the eigenvalue spectrum obtained by taking
the Fourier transform of the spatial correlation of the TBL
pressure field in the streamwise direction, in Eq.~2!, which is
proportional to

F~ky!5
1

11~kyLy2ay!2
, ~16!

whereLy is the correlation length anday is the constant in
Eq. ~4!, and in this casekyLy52p i /10. The eigenvalues
from the simulation cannot be directly compared with this
theory because when they are calculated numerically, they
are generally ordered from largest to smallest. Instead the
eigenvalues of the asymptotically equivalent circulant matrix
have been calculated, and are plotted in Fig. 9, which are
again in reasonable agreement with the theoretical predic-
tion. By integratingF(ky) over a finite range ofky , the
theoretical form for the normalized mean square error in-
volved in approximatingSdd for a large array of sensors in
the streamwise direction is obtained as

Je~NU!

Jd
5

12
2

p
tan21F2pNU

Nc
2ayG

11
2

p
tan21@ay#

. ~17!

This is plotted in Fig. 10, together with the results of the
numerical simulation over ten correlation lengths. It can be

seen that the theory predicts that about two uncorrelated
components per correlation length are required to obtain a 10
dB reduction in the mean square error, and this is in reason-
able agreement with the simulations. Thus, about twice as
many uncorrelated components per correlation length are re-
quired to reproduce the TBL pressure field in the streamwise
direction compared with the spanwise direction. This is be-
cause of the presence of the convective peak in the wave
number spectrum, as seen in Fig. 9.

IV. SIMULATION OF THE PRESSURE FIELD WITH
ACOUSTIC SOURCES

Having presented a method for determining the number
of uncorrelated components necessary to represent a random
field at a number of sensors, in this section we will examine
how such a random field can be reproduced using a finite
number of acoustic sources. The number of uncorrelated
components sets a lower bound on the number of acoustic
sources required.

The vector ofNS output spectra from the sensor array,
when excited by the set of acoustic sources shown on the
right-hand part of Fig. 3, can be written as

y5GWx, ~18!

wherex is the vector ofNR reference signal spectra used to
generate the inputs to theNA actuators via the matrix of filter
frequency responses denotedW, andG represents the matrix
of physical frequency responses from theNA sources to the
NS sensors, including the acoustic propagation effects. It will
be assumed that the reference signals are white, have unit
variance, and are mutually uncorrelated, in which case their
spectral density matrix is equal to the identity matrix

FIG. 9. The eigenvalues of the circulant equivalent of the spectral density matrix calculated for a linear array of 100 microphones exposed to a TBL pressure
field in the streamwise direction~dots! together with the theoretical form of this function for an infinite array~solid!.
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Sxx5E@xxH#5I . ~19!

The spectral density matrix of the microphone outputs when
subject to the sensor array can thus be written as

Syy5GWWHGH. ~20!

Figure 4 shows the block diagram, used to design the
responses of the filter matrix,W. It has been assumed that
the set of desired signals at the sensors,d, has been gener-
ated by passing the same set of independent white reference
signals discussed above,x, through the filter matrixP.
Clearly the waveforms of the random pressures in the target
pressure field are unknown, but if the spectral density matrix
of the sensor outputs,Sdd , can be made equal to that of the
target pressure field, then the pressure fields are statistically
equivalent.

In order to derive the properties of the filter matrixP in
Fig. 4, we again consider the eigenvalue/eigenvector decom-
position of the spectral density matrix for the measured pres-
sures when exposed to the desired pressure field;

Sdd5QLQH, ~21!

whereQ is the matrix of eigenvectors andL the diagonal
matrix of real, positive eigenvalues. If the vector of target
pressures is generated fromx, as in Fig. 4, then

d5Px, ~22!

so that

Sdd5PPH, ~23!

where Eq.~19! for Sxx has again been used.

SinceL1/25(L1/2)H, then Eq.~21! can be written as

Sdd5~QL1/2!~QL1/2!H, ~24!

and the statistical properties of the signals,d, generated in
Fig. 4 are identical to those of the target pressure field if the
number of reference signals is equal to the number of sen-
sors,NR5NS , so thatP is a square matrix, andP is given by

P5QL1/2. ~25!

In principle, the number of reference signals could be
reduced to the number of uncorrelated components, in which
caseP could be calculated from the eigenvalue/eigenvector
decomposition ofSd̂d̂ in Eq. ~8!, but we are interested below
in determining the minimum number of sources indepen-
dently of the minimum number of correlated components,
and so we retain the full number of reference signals. The
matrix of filter responses,W, is now calculated which mini-
mizes the mean square difference between these desired sig-
nals and the sensor outputs due to the acoustic sources in
Fig. 3. The vector of error signals, defined as the difference
between the desired output signals,d, and the generated out-
put signals,y, in Fig. 4, can be written as

e5~P2GW!x. ~26!

If these error signals can be made small, then the pres-
sure signals generated by the actuator array must be similar
to those of the target pressure field. The magnitude of these
error signals can be quantified using a norm of their spectral
density matrix, which, sinceSxx5I , can be written as

See5GWWHGH2GWPH2PWHGH1PPH. ~27!

FIG. 10. The normalized mean square error associated with a reduced-rank approximation to the spectral density matrix for a TBL pressure field in the
streamwise direction, calculated for the 100 microphone array, as a function of the number of uncorrelated components per correlation length~dots!, and the
theoretical form of this error for an infinite array~solid line!. Also shown is the error when synthesizing the pressure field with an equal number of acoustic
monopoles~circles!, as described in Sec. III.
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The matrix of control filtersW is now calculated that
minimizes the quadratic cost function,Je , equal to the sum
of the mean square value of the errors, which is equal to

Je5trace~See!. ~28!

It is shown by Elliott25 that the complex matrix contain-
ing the derivatives ofJe with respect to the real and imagi-
nary parts of each element ofW, WR , andWI , is equal to

]Je

]WR
1 j

]Je

]WI
52GHGW22GHP. ~29!

Assuming thatGHG is nonsingular and setting Eq.~29!
to zero allows the optimum least-squares matrix of control
filters to be calculated as

Wopt5@GHG#21GHP5G†P, ~30!

whereG† denotes@GHG#21GH, which is the pseudoinverse
of the matrixG. The frequency response matrix would prob-
ably not be causal, but could be made causal for a real-time
implementation by including delays in all elements, which
will not affect the statistical properties of the reproduced
pressure field. In practice, the drive signals to the actuators
could be generated off-line and just played out during syn-
thesis, in which case the filter matrix would not need to be
made causal. It is important, however, that the same geomet-
ric and physical conditions are maintained during reproduc-
tion as were present when the frequency responses contained
in G were measured. The resulting minimum value of the
norm ofSee, obtained by substituting Eq.~30! into Eq.~27!,
is

Je,min5trace@~ I2GG†!Sdd#. ~31!

This can be divided by the trace ofSdd , referred to above as
Jd , to give a normalized value of the minimum mean square
error involved in the simulation, which is a useful way of
quantifying the degree to which the statistical properties of
the target pressure field have been reproduced by the acous-
tic array.

V. EXAMPLES OF SIMULATION WITH MONOPOLE
ACOUSTIC SOURCES

One practical actuator arrangement that could be used to
simulate a given random pressure field is an array of loud-
speakers, which can be modeled as monopole acoustic
sources. The number of monopoles required to achieve a
given accuracy of simulation will be investigated by again
considering a one-dimensional array, as shown in Fig. 11.
The simulation of an acoustic diffuse field is considered first.

In this computer simulation there are again assumed to
be 100 microphones evenly spaced over a length scale,
which includes 10 acoustic wavelengths, but nowNA loud-
speakers are evenly spaced at a heighth above the surface on
which the microphones are positioned. The loudspeaker ar-
ray is assumed to be driven by the outputs of a matrix of
control filters, whose responses are adjusted to minimize the
sum of the mean-square differences between the 100 micro-
phone outputs and those due to a corresponding diffuse field
excitation, as discussed in Sec. III. A series of simulations
has been performed in which the loudspeakers have been
modeled as acoustic monopole sources radiating over an in-
finite rigid surface on which the microphone array has been
mounted, and their number,NA , and their height above the
microphone array,h, has been varied.

Figure 12 shows the variation of the normalized residual
mean-square error as a function of the height of the loud-
speaker array, divided by the acoustic wavelengthl, for dif-
ferent numbers of loudspeakers in the array,NA . With NA

516, the mean-square error falls with height, but little re-
duction in mean-square error is achieved. When a larger
number of loudspeakers is used,NA524, which can achieve
a more appreciable reduction in mean-square error, these re-
ductions are relatively independent of the height of the loud-
speaker array, provided it is greater than about 0.3l, but have
a minimum whenh'0.4l. The control filters are clearly
able to compensate for the matrix of acoustic responses be-
tween the loudspeakers and microphones, provided the loud-
speakers are not too close to the microphones, in which case
some microphone outputs are overwhelmingly dominated by
the near-field responses of the adjacent loudspeakers. There
are numerical conditioning problems if the loudspeakers are
too far from the microphones, however, and a reasonable
height, h, appears to be about half the separation distance
between the loudspeakers.

Similar graphs are obtained when simulations are per-
formed to simulate the random TBL pressure field along a
one-dimensional array in either the spanwise or streamwise
directions.22 Although the number of loudspeakers required
to achieve a given reduction in the error changes in these
cases, near-optimal reductions are achieved when the dis-
tance of the sources from the microphone array is again
about one-half the separation distance between the loud-
speakers. The magnitude of the mean square error reduction,
for this separation distance from the monopoles to the micro-
phones, has been plotted as a function of the number of
monopoles in the acoustic actuator arrays for the acoustic
diffuse in Fig. 6 and for the TBL pressure fields in the span
and streamwise directions in Figs. 8 and 10, respectively.

It is interesting to note that the normalized mean square
error involved in simulating any of these one-dimensional
random pressure fields with an array of suitably positioned
monopole sources is only slightly larger than that when the
reduced rank approximation toSdd is considered with an
equal number of uncorrelated components. The number of
sources in a one-dimensional array of acoustic monopoles
thus appears to approach the minimum possible number of
uncorrelated sources required. The quality of the synthesis
can also be assessed by plotting the correlation functions

FIG. 11. A one-dimensional array of loudspeakers, modeled as acoustic
monopoles, at a heighth above a rigid surface on which is mounted an array
of microphones, whose outputs are arranged to be as close as possible to the
target random pressure field.
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resulting from simulations with various numbers of mono-
poles per wavelength for the acoustic diffuse field, in Fig. 13,
and with various numbers of monopoles per correlation
length for the TBL pressure field in the spanwise and stream-
wise directions, in Figs. 14 and 15, respectively. The spatial
correlation structures are reasonably well reproduced when
the normalized mean square error is below210 dB, although

the peak value for the reproduced TBL pressure field still
does not reproduce the sharp cusp of the Corcos model,
which may not be physically realistic in any case, as dis-
cussed in Sec. II.

Although the current theory allows clear conclusions to
be drawn about the number of sources required to simulate
diffuse or TBL pressure fluctuations along a one-dimensional

FIG. 12. The normalized mean-square error for simulations in which various numbers of acoustic sources,NA , were used to reproduce a diffuse pressure field,
as a function of the normalized distance of the sources from the microphone array,h/l0 .

FIG. 13. The target spatial correlation function of the acoustic diffuse field~solid line!, and that of the approximate pressure field generated using 1.8
monopoles per acoustic wavelength~dotted line!, 2 monopoles per acoustic wavelength~dashed line!, and 2.2 monopoles per acoustic wavelength~thin solid
line!, plotted as a function of normalized separation distance from the center microphone, divided by the acoustic wavelength. The numbers in brackets are
the changes in mean square error associated with each number of monopoles.
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sensor array, the theoretical results do not generalize easily to
two-dimensional arrays. It is still possible, however, to use
the theory outlined in Sec. III to calculate the best least-
squares approximation to a given random pressure field over
a two-dimensional array of microphones. Figure 16, for ex-
ample, shows the results of a simulation in which a 535
array of monopoles has been used to generate a least squares
approximation to a diffuse or a TBL pressure field over a
1003100 array of microphones on the surface of the 0.7
m30.5 m30.003 m panel, as in the simulation used to gen-
erate in Fig. 2. The overall kinetic energy of the panel is
again plotted as a function of frequency, with that generated
by the pressure field synthesized with the monopole array
shown dotted, and that due to the theoretical pressure fields,
whose spatial correlation functions are given by Eqs.~1! and
~2!, shown solid.

It can be seen that the panel’s response to the diffuse
pressure field is reproduced reasonably well by the monopole
array up to about 800 Hz. At this frequency the largest spac-
ing between the monopoles is about one-third of the acoustic
wavelength, in reasonable agreement with the maximum
separation of one-half wavelength predicted by the one-
dimensional theory. In current sound transmission suites, the
Schröder frequency of the reverberant source room is typi-
cally well below 800 Hz. These simulations suggest that a
much smaller and more heavily damped source room could
be employed in sound transmission suites if a near-field
loudspeaker array was used to reproduce the diffuse incident
pressure field up to several hundred Hertz, and the naturally
diffuse nature of the reverberant sound field in the source
room was used to generate the incident pressure field only
above this frequency.

The panel’s response to the simulated TBL excitation is
very similar to that of the ideal theoretical model only up to
about 200 Hz, however. At this frequency the separation dis-
tance between the monopoles is about four-fifths of a corre-
lation length in the spanwise direction, whereas the one-
dimensional theory above would suggest that the maximum
separation would be equal to the correlation length. Once
again the one-dimensional theory provides a reasonable
guide to the number of acoustic sources required, although
the small spanwise correlation lengths severely limit the fre-
quency range over which a 535 array can adequately repro-
duce the TBL pressure field.

VI. INITIAL EXPERIMENTAL RESULTS

As a preliminary investigation of the practical problems
associated with simulating various random pressure fields
with an array of loudspeakers, an enclosure was
constructed26 that housed 16 loudspeakers and 32 micro-
phones, as illustrated in Fig. 17. The top of the enclosure had
internal dimensions of approximately 4303430 mm. The 74
mm diameter loudspeakers were mounted in a four by four
array so that their cones were about 40 mm below a 1 mm
thick aluminum panel, which could be mounted on top of the
enclosure, but is not shown in Fig. 17, on whose lower sur-
face the pressure field was to be generated. About 10 mm
below the panel, a grid of brass rods was mounted, onto
which were attached 32 miniature electret microphones. The
frequency response from each loudspeaker to each micro-
phone was measured up to about 1 kHz, with the panel in
place, to form the experimental version of the matrixG in
Eq. ~18!, both with and without acoustic damping material in

FIG. 14. The target spatial correlation function of the TBL pressure field in the spanwise direction~solid line!, and that of the approximate pressure field
generated using 0.5 monopoles per correlation length~dotted line!, 1 monopole per correlation length~dashed line!, and 1.5 monopoles per correlation length
~thin solid line!, plotted as a function of the normalized separation distance from the center microphone, divided by the correlation length. The numbers in
brackets are the changes in mean square error associated with each number of monopoles.
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the enclosure and mechanical damping material on the plate.
The ratio of the predicted minimum mean square error when
simulating various random sound fields at the 32 micro-
phones, as specified by the matrixSdd , was then calculated
from Eq. ~31! and divided by the trace ofSdd to give the
normalized error, as above. For the undamped enclosure the
normalized error increased significantly at frequencies corre-
sponding to the coupled natural frequencies of the panel and
acoustic enclosure. At these frequencies it is very difficult for
the loudspeakers to generate anything but the pressure field

corresponding to modal response. When the system is more
heavily damped, these resonances are still apparent in the
individual responses ofG, but they are not evident in the
graphs of normalized error, indicating that they have been
equalized by the optimum controller in Eq.~30!. Figure 18
shows the normalized error calculated from the measuredG
matrix and Eq.~31! for the damped enclosure when attempt-
ing to simulate a perfect acoustic diffuse field~thick line! and
a pressure field corresponding to the TBL, whose properties
are described in Sec. II~thin line!.

FIG. 15. The modulus and the phase of the target spatial correlation function of the TBL pressure field in the streamwise direction~solid line!, and that of the
approximate pressure field generated with an array of monopoles when using 1 monopole per correlation length~dotted line!, 2.2 monopoles per correlation
length ~dashed line! and 3 monopoles per correlation length~thin solid line!, plotted as a function of the normalized separation distance from the center
microphone, divided by correlation length. The numbers in brackets are the changes in mean square error associated with each number of monopoles.
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It is clear from Fig. 18 that in the case of the diffuse
field, the simulation error is relatively low up to about 600
Hz, at which frequency the separation between the loud-
speakers is about one-third of an acoustic wavelength,
whereas in the case of the TBL pressure field, the simulation
error is somewhat higher, and rises significantly at about 200
Hz, at which frequency the loudspeaker separation distance
is about four-fifths of the correlation length in the spanwise

direction. The experimental results are thus in broad agree-
ment with the simulation results presented in Sec. V, pro-
vided lightly damped resonances are avoided.

VII. CONCLUSIONS

The framework presented allows the feasibility to be
assessed of generating a pressure field with a given spatial

FIG. 16. Spectral density of a panel’s kinetic energy, normalized by the excitation spectrum, for an acoustic diffuse field excitation~solid bold curve!, for a
TBL excitation~solid thin curve!, and for a reproduced acoustic diffuse field generated with an array of 535 monopoles close to the panel~dotted bold curve!
and for a reproduced TBL excitation generated with the same array of monopoles~dotted thin curve!.

FIG. 17. Photograph of an experimental implementation using 16 loudspeakers and 32 microphones to simulate various random pressure fields on the lower
face of a panel, which is normally attached to the top of the enclosure.
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correlation structure using an array of acoustic actuators. The
pressure field is specified in terms of the spectral density
matrix of the outputs of an array of sensors, which can be
calculated from a theoretical model of the spatial correlation
structure of the pressure field to be synthesized, or measured
in an experimental application.

The formulation allows a lower bound to be calculated
on the number of actuators required to accurately generate a
given pressure field, which is equal to the number of uncor-
related components required to approximate the statistical
properties of the field to a required degree of accuracy. A
one-dimensional simulation suggests that two uncorrelated
components per wavelength are required to approximate a
diffuse acoustic field. This is in good agreement with the
theoretical prediction obtained from a wave number decom-
position of the diffuse field, which indicates that exactly two
uncorrelated components per wavelength are required for an
infinite array. For the Corcos model of the TBL pressure
field, this number scales with the correlation length, and for
a 10% mean square error in the simulation, about one uncor-
related component per correlation length is required in the
spanwise direction and about two per correlation length are
required in the streamwise direction. Although a mean-
square error criterion has been used here, other error criteria
could be used in this formulation, emphasizing different as-
pects of the spatial correlation structure. The level of error
criterion that is acceptable will depend on the use to which
the simulation is to be put. If the target pressure field is
calculated from a model, the accuracy of this model must
also be taken into account when assessing the physical sig-
nificance of the error criterion.

The framework has been used to assess the feasibility of
synthesizing a diffuse sound field with an array of acoustic
sources close to a surface. Such an arrangement may be use-
ful to replace the source room in sound transmission tests, or
at least to significantly reduce its size. The number of appro-
priately placed sources required per wavelength to achieve a
good reproduction of the spatial correlation function is al-

most the same as the number of uncorrelated components in
the pressure field.

When simulations are performed to reproduce TBL pres-
sure fields with acoustic monopoles, the number of mono-
poles required to reproduce the pressure field is again ap-
proximately equal to the number of uncorrelated
components. The simple Corcos model predicts that the cor-
relation length is inversely proportional to frequency, and so
the number of sources required to reproduce such a TBL
model rises rapidly with frequency. Simple calculations sug-
gest that the number of loudspeakers required to synthesize
pressure fields due to a TBL at high subsonic Mach numbers
may be technologically feasible up to a few hundred Hertz. A
number of practical issues need to be addressed before such
a simulation technique can be used with any confidence in
practice, but a preliminary experimental study provides re-
sults that are in broad agreement with the simulations, pro-
vided lightly damped resonances in the driving acoustic field
are avoided.
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This paper develops a theoretical background for the interpretation of the time reversal~TR!
processes applied to the refocalization of acoustic waves in dispersive media with multimode
propagation of waves. Two parameters are introduced in order to measure the efficiency of signal
recompression in TR processes: spatial and temporal efficiencies. It is demonstrated that the signal
recompression enhances when the medium is highly dispersive, when there are several modes
involved in the process, and when the angular aperture of the TR mirror is appreciable. These results
are applied to Lamb waves recompression in thin plates and focalization efficiencies in longitudinal
and transversal directions are deduced. Finally, these theoretical results are compared with the
experimental ones obtained for different plate thicknesses. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Fink and collaborators have successfully developed time
reversal processes in several branches of acoustics.1–5 The
technological progress in transducer manufacturing and in
emission-reception electronic devices offers a very wide field
of applications of the acoustical time reversal mirror~TRM!.
For example, we can improve the refocalization processes in
multi-scattering media by using TRM, showing that the mul-
tiscattering media behave like a convergent lens after the
time reversal process. Inside a multiscattering medium, the
TRM seems to have a greater aperture than it actually has. In
particular, previous works demonstrate that time reversal
~TR! refocalization is very strong, even in presence of mul-
tiple scattering.3,4

By using a similar effect, important improvements on
TR focalization were achieved in guided waves and closed
cavities. The multiple reflections on the boundaries of the
guide or cavity increase the apparent size of the TRM.5–7

There are experimental works about time reversal refo-
calization and time recompression in Lamb waves.8,9 Lamb
waves are strongly dispersive in thin plates and its wave
packet propagates like a superimposing of several modes.10

In this work, we quantitatively study the TR process in
dispersive media with multimode propagation. We apply our
conclusions to Lamb waves propagation.

We use a transfer function for Lamb waves, which we
found in a previous work,11 and we apply it to define a TR
transfer function for two-dimensional waves in dispersive
media with multimode propagation.

In order to study the refocalization processes, we de-
velop and apply the equations in the vicinity of the focal
point. This allows us to defineefficiency parametersto
evaluate the performance of the TR refocalization process.

Finally, we compare our theoretical results with the experi-
mental ones obtained for different plate thicknesses.

II. TIME REVERSAL ACOUSTICS IN DISPERSIVE
MEDIA

A. Transfer function for time reversal operation

The temporal Fourier transform of a linear acoustical
signal coming from a source pointr50 is, in a given point
rn ,

S~v,urnu!5H~v,urnu!E~v!, ~1!

wherev is the angular frequency,H(v,urnu) is the transfer
function for the propagation from0 to rn , andE(v) is the
Fourier transform of the signal emitted in the origin.

Let a small transducer~size,l! of TR be placed atrn .
This ideal transducer reads and emits acoustical signals like a
punctual one. We have an array of transducers and we sup-
pose that each transducer has the same acousto-electrical re-
sponse,h(v) being its transfer function. The electrical signal
read by thenth transducer in the frequency domain is

S~e!~v,urnu!5h~v!H~v,urnu!E~v!. ~2!

In order to perform the TR process, we take the complex
conjugate of the Fourier transform of the original signal in
the frequency domain~which is delayed in a timet to guar-
antee the causality1!. Therefore, the electrical signal, time-
reversed by the transducer atrn , is

STR
~e!~v,urnu!5exp~ ivt!S~e!* ~v,urnu!

5exp~ ivt!h* ~v!H* ~v,urnu!E* ~v!, ~3!

where the asterisk stands for the complex conjugate.
The transducer’s outgoing acoustical signal atrn is

STR~v,urnu!5h~v!STR
~e!~v,urnu!

5exp~ ivt!uh~v!u2H* ~v,urnu!E* ~v!. ~4!a!Electronic mail: ismael@fisica.edu.uy
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The returned signal in a generic pointr requires another
propagationH(v,ur2rnu) from the transducer placed atrn to
the observation point atr . Applying Eq. ~4!, we obtain the
Fourier transform of the acoustical signal in the pointr as

STR
~n!~v,ur u!5H~v,ur2rnu!STR~v,urnu!

5exp~ ivt!uhu2H~v,ur2rnu!

3H* ~v,urnu!E* ~v!. ~5!

Because of the linearity of the involved equations, if we
have an array of small TR transducers in several pointsrn ,
then, the total signal atr is

S~v,r !5(
n

STR
~n!~v,ur u!

5exp~ ivt!uhu2(
n

H~v,ur2rnu!

3H* ~v,urnu!E* ~v!. ~6!

The sum in Eq.~6! depends on the location of the origi-
nal source point~the origin0!, the location of the observation
point ~r !, and the distribution of the TR transducers in the
array ~the TR mirror!. We define thetime reversal transfer
functionas

HTR~v,r !5exp~ ivt!uhu2(
n

H~v,ur2rnu!H* ~v,urnu!.

~7!

Using definition~7!, we can write Eq.~6! as

S~v,r !5HTR~v,r !E* ~v!. ~8!

B. Maximum amplitude of TR refocalization process

The signal for which Eq.~6! gives its respective Fourier
is

s~r ,t !5E
2`

`

S~v,r !exp~2 ivt !dv

5E
2`

`

uS~v,r !uexp@ iwS~v,r !2 ivt#dv, ~9!

wS(v,r ) being the phase ofS.
If the signals has a central frequencyv0 , we rewrite

Eq. ~9! by multiplying and dividing its second term by
exp@iwS(v0,r )2 iv0t#. By doing so, it becomes

s~r ,t !5a~r ,t !exp@ iwS~v0 ,r !2 iv0t#, ~10!

a(r ,t) being the modulated amplitude, which results in

a~r ,t !5E
2`

`

uS~v,r !uexp@ iwS~v,r !2 iwS~v0 ,r !#

3exp@2 i ~v2v0!#dv. ~11!

Then, we introduce the shifted frequencyV5v2v0 in
Eq. ~11!, writing it as

a~r ,t !5E
2`

`

uS~v01V,r !uexp@ iwS~v01V,r !

2 iwS~v0 ,r !#exp@2 iV#dV. ~12!

If we consider that the signal’s bandwidth is not large
enough, we can use the development ofwS(v01V,r ) until
the second order inV. This is

wS~v01V,r !'wS~v0 ,r !1S ]wS

]v D
v0

V1
1

2 S ]2wS

]v2 D
v0

V2.

~13!

After substituting Eq.~13! in Eq. ~12!, we can write it as

a~r ,t !5E
2`

`

uS~v01V,r !uexpH i F S ]wS

]v D
v0

2tGVJ
3expF i

2 S ]2wS

]v2 D
v0

V2GdV. ~14!

Equation~14! gives the maximum amplitudeam(r ) for
each pointr , in the exact same instant in which the compo-
nents of the superimposing are in phase~stationary phase
method12,13!. In other words, when the chosen timet satisfies

S ]wS

]v D
v0

2t50. ~15!

Substituting condition~15! in Eq. ~14!, we obtain the
signal’s maximum amplitude for each pointr as

am~r !5E
2`

`

uS~v01V,r !uexpF i

2 S ]2wS

]v2 D
v0

V2GdV.

~16!

The integration of Eq.~16! can be performed if we ap-
proach the spectrumuSu of the signal as a Gaussian distribu-
tion aroundv0 . This is,

uS~v01V,r !u5uS~v0 ,r !uexpS 2
V2

2D2D , ~17!

D being the half bandwidth.
Inserting Eq.~17! in Eq. ~16!, performing the integra-

tion, and taking the modulus ofam squared, we obtain

uam~r !u252p
D4uS~v0 ,r !u2

A11D4S ]2wS

]v2 D
v0

2 . ~18!

At this point, we write the TR transfer functionHTR and
the Fourier transformE of the emitted signal as

HTR~v,r !5uHTR~v,r !uexp@ iwTR~v,r !#,

E~v!5uE~v!uexp@ iwE~v!#. ~19!

Then, the modulus and the phase ofS in Eq. ~8! are,
respectively,

uS~v,r !u5uHTR~v,r !uuE~v!u,
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wS~v,r !5wTR~v,r !2wE~v!. ~20!

The spectrum ofuHTR(v,r )uuE(v)u has a maximum in
the central frequencyv0 , and its half bandwidth isD.

Substituting the modulus ofS from Eq.~20! in Eq. ~18!,
the maximum amplitude results in

uam~r !u252p
D4uHTR~v0 ,r !u2uE~v0!u2

A11D4S ]2wS

]v2 D
v0

2 . ~21!

Equation~21! features the dependence of the TR refo-
calization process on two parameters: the modulusuHTRu of
the TR transfer function and its phasewTR. The calculation
of the explicit expressions for these parameters allows the
analysis and improvement of the efficiency in the refocaliza-
tion process.

C. Time reversal mirror for two-dimensional acoustic
waves

In order to apply Eq.~21! to surface waves or Lamb
waves in thin plates, we must work with two-dimensional
waves propagation. For these kinds of waves, the array of
transducers can be considered as linear~Figs. 1 and 2!. This
array of transducers generates a time reversal mirror that is
placed both perpendicular and symmetrical respect to thez
axis. The punctual acoustic source is in the originr50.

The transfer function of propagation for two-
dimensional waves in the free space is11

H~v,r !5Q~v!
exp@ ik~v!ur u#

Aur u
, ~22!

where Q~v! is a filter factor that depends on the excited
mode, in multimode propagation.k(v) is the wave number
at frequencyv.

Substituting Eq.~22! in Eq. ~7!, we obtain

HTR~v,r !5exp~ ivt!uhu2uQ~v!u2

3(
n

exp@ ik~v!~ ur2rnu2urnu!#

Aur2rnuurnu
. ~23!

In order to study the refocalization properties of the TR
process, the vicinity of the original source point~r50! re-
sults of special interest. Then, in Fig. 3 we observe that the
conditionur u!ur2rnu is satisfied and hence we can approxi-
mate the results

ur2rnu2urnu'2ur ucosun ,
1

Aur2rnuurnu
'

1

urnu
. ~24!

Considering the approximation resulting from Eq.~24!,
the TR transfer function in Eq.~23! is

HTR~v,r !'exp~ ivt!uhu2uQ~v!u2

3(
n

exp@2 ik~v!ur ucosun#

urnu
. ~25!

The sum in Eq.~25! extends over allN elemental trans-
ducers of the array in Fig. 3.

If the size of each elemental transducer is small enough
~strictly, smaller than half a wavelength!, we can approxi-
mate the sum in Eq.~25! by an integral over the total angular
apertureg of the time reversal mirror~Fig. 4!.

FIG. 1. The time reversal mirror~TRM! is an array of transducers driven by
a time reversal engine. It performs the time reversal process of an acoustical
signal emitted in a point of a plate. The acoustical source could be, for
example, a focalized laser impact.

FIG. 2. The time reversed signal detected in the neighborhood of the source
point ~origin of coordinates!. The vectorr is a general position where the
returned signal is evaluated.

FIG. 3. Schematic representation of the experimental setup. The acoustical
source is placed at the origin of coordinates. The linear array of N small
transducers performs the two-dimensional time reversal process of an acous-
tical signal emitted in the point0.
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Let dL be the size of each transducer. In Fig. 4 we can
see

dun5
dL

urnu
. ~26!

Substitutingurnu from Eq. ~26! in Eq. ~25!, we approxi-
mate the time reversal transfer function as

HTR~v,r !'
uhu2

dL
exp~ ivt!uQ~v!u2

3E
u02g/2

u01g/2

exp@2 ik~v!ur ucosu#du, ~27!

whereu0 is the angular position with respect to thez axis of
the observation pointr in Fig. 4. g is the angular aperture
with respect to the original source point of the time reversal
mirror.

III. MULTIMODE WAVES PROPAGATION

A. Lamb waves

Lamb waves, as guided waves in thin plates, present
multimode propagation.10 Equation~27!, for the time rever-
sal transfer function, remains for each modem as

HTR
~m!~v,r !'

uhu2

dL
exp~ ivt!uQm~v!u2

3E
u02g/2

u01g/2

exp@2 ikm~v!ur ucosu#du. ~28!

Due to the linearity of the processes, the time reversal
transfer function for all propagating modes is

HTR~v,r !5(
m

HTR
~m!~v,r !. ~29!

Substituting Eq.~28! in Eq. ~29!, we obtain

HTR~v,ur u!'
uhu2

dL
exp~ ivt!E

u02g/2

u01g/2H(
m

uQm~v!u2

3exp@2 ikm~v!ur ucosu#J du, ~30!

where summation extends over all modesm, with their re-
spective weight factorsuQm(v)u2.

These filter factorsQm(v) arise from the Green func-
tions for Lamb waves11 calledHxx

(m)(v) in the referred paper.
They can be calculated in function of the amplitude of the
normal displacementW(m)(v) on the plate surface, and in
function of the average flow power per unit length14 Pm(v)
for each modem, as

Qm~v!5
ipv

2Pm~v!
uW~m!~v!u2. ~31!

The sum in Eq.~30! is a complex number. We can write
it as

(
m

uQm~v!u2 exp@2 ikm~v!ur ucosu#

5Q~v,r !exp@2 if~v,r !#. ~32!

In the vicinity of the origin we verify the condition
km(v)ur u!1. Therefore, we insert the second-order approxi-
mations in Eq.~32!

exp@2 ikmur ucosu#'12 ikmur ucosu2 1
2km

2 ur u2 cos2 u,

exp@2 if#'12 if2 1
2f

2. ~33!

Equating the imaginary parts in Eq.~32! to the second
approximation order, we have, for the phasef,

Qf5(
m

uQmu2kmur ucosu. ~34!

We define theaverage wave numberfor multimode
propagation as

k̄~v!5
1

(muQm~v!u2 (m uQm~v!u2km~v!, ~35!

and theaverage square wave numberas

k2~v!5
1

(muQm~v!u2 (m uQm~v!u2km
2 ~v!. ~36!

Then, Eq.~34! can be expressed as

Qf5(
m

uQmu2k̄~v!ur ucosu. ~37!

On the other hand, equating the real parts in Eq.~32!,
and keeping the development up to the second order, we
obtain

Q5(
m

uQmu2S 12
1

2
sk

2UrU2 cos2 u D , ~38!

sk being the standard deviation of thekm values. This is,

sk
2~v!5k2~v!2 k̄2~v!. ~39!

We substituteQ from Eq. ~38! in Eq. ~37!, and we keep
the development up to the second order. The resulting phase
becomes

f' k̄~v!ur ucosu. ~40!

FIG. 4. Angular parameters of the TR mirror in order to calculate the total
signal returned in the pointr .
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The final expression for summation~32! over all propa-
gating modes is

(
m

uQm~v!u2 exp@2 ikm~v!ur ucosu#

5(
m

uQmu2S 12
1

2
sk

2UrU2 cos2 u Dexp~2 i k̄ur ucosu!.

~41!

In order to be coherent, we must express the second
member of Eq.~41! up to the second order inur u. This is

(
m

uQm~v!u2 exp@2 ikm~v!ur ucosu#

'VS 12
k̄21sk

2

2
ur u2 cos2 u2 i k̄ur ucosu D , ~42!

where we have abbreviated the positive amount

V5(
m

uQm~v!u2. ~43!

Inserting result~42! in Eq. ~30! and performing the in-
tegration, we obtain an expression for the time reversal trans-
fer function as

HTR~v,ur u!'
uhu2 exp~ ivt!

dL
VgF12 i k̄ur ucosu0

sin~g/2!

g/2

2
k̄21sk

2

4
ur u2S 11cos 2u0

sing

g D G . ~44!

We want to use Eq.~21! in order to calculate the maxi-
mum amplitude in the time reversal refocalization process.
So, we must express Eq.~44! as

HTR5uHTRuexp~ iwTR!. ~45!

According to Eq.~44!, and preserving the development
up to the second order inur u, we obtain

wTR~v,r !'vt2 k̄~v!ur ucosu0

sin~g/2!

g/2
, ~46!

and

uHTRu2'uhu4S Vg

dL D 2

~12eSur u2!, ~47!

eS being

eS5
k̄21sk

2

2 S 11cos 2u0

sing

g D2 k̄2 cos2 u0Fsin~g/2!

g/2 G2

.

~48!

B. Focalization efficiencies

Using Eq.~46!, the second derivative of the total phase
wS of Eq. ~20! with respect tov is

]2wS

]v2
'

d2k̄

dv2
cosu0

sin~g/2!

g/2
1

d2wE

dv2
. ~49!

At this point, we are in a good position to evaluate the
maximum amplitude of the time reversal focalization process
for surface waves, in dispersive media with multimode
propagation. Substituting Eqs.~49! and~47! in Eq. ~21!, this
last one results in

uam~r !u25uam~0!u2
12eSur u2

A11eTur u2
, ~50!

where

uam~0!u252puhu4S Vg

dL D 2

D4uE~v0!u2, ~51!

and

eT5D4F S d2k̄

dv2D
v0

cosu0

sin~g/2!

g/2
1S d2wE

dv2 D
v0

G 2

. ~52!

v0 is the central frequency of the wave packet, andD is its
half bandwidth.

The positive parameterseS andeT defined in Eqs.~48!
and ~52!, respectively, determine the efficiency of the refo-
calization process. According to Eq.~50!, the greater these
parameters are, the sharpest the focalization peak centered in
r50 is.

We call the parametereS defined in Eq.~48! spatial
efficiency of focalization, and we call the parametereT de-
fined in Eq.~52! temporal efficiency of focalization.

The name for the parametereS , spatial efficiency, arises
from its strong dependence on diffraction effects due to the
finite size of the time reversal mirror. If we approximate the
angular aperture tog'0 in Eq. ~48!, then we have

eS5sk
2 cos2 u0 . ~53!

For a one-mode propagation only, we havesk50 in Eq.
~53!, and there is no chance of focalization by this means.

The name for the parametereT , temporal efficiency,
arises from its dependence on the dispersive properties of the
medium. If it is nondispersive, the dispersion curveskm(v)
are straight lines and the second derivative is zero in Eq.
~52!. There is no temporal focalization if the phasewE ap-
proaches to a linear function in the vicinity ofv0 .

C. Longitudinal and transversal focalizations

We call the analysis of temporal and spatial efficiencies
along thez axis in Fig. 1longitudinal focalization~see Fig.
5!. This is obtained by insertingu050, p in Eq. ~48! for the
spatial efficiency, and in Eq.~52! for the temporal efficiency.

Hence, Eq.~48! for spatial and longitudinal focalization
efficiency becomes

eS, long5
k̄21sk

2

2 S 11
sing

g D2 k̄2Fsin~g/2!

g/2 G2

. ~54!

In order to obtain the temporal and longitudinal focal-
ization efficiency, let us point out that if the central fre-
quencyv0 of the wave packet is also the peak of the power
spectrum of the emitted signalE(v), then its phasewE(v)
has an inflexion point in v0 . This means that
(d2wE /dv2)v0

50 in Eq. ~52!. Substituting thereu050, p,
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the temporal and longitudinal focalization efficiency be-
comes

eT, long5D4S d2k̄

dv2D
v0

2 Fsin~g/2!

g/2 G2

. ~55!

We call the analysis of temporal and spatial efficiencies
along thex axis in Fig. 1transversal focalization~see Fig.
5!. We obtain this by substitutingu056p/2 in Eq. ~48! for
the spatial efficiency, and in Eq.~52! for the temporal effi-
ciency. In the same conditions in which (d2wE /dv2)v0

50,
these equations become

eS,trans5
k̄21sk

2

2 S 12
sing

g D , ~56!

for the spatial and transversal focalization efficiency, and

eT,trans50, ~57!

for the temporal and transversal focalization efficiency.
Even though in the most common cases, the angular

apertureg of the TR mirror with respect to the focal point is
small, it is not negligible. We can use a second-order ap-
proximation for the developments

sing

g
'12

g2

6
, Fsin~g/2!

g/2 G2

'12
g2

12
. ~58!

With these approximations, Eqs.~54! and ~55! for lon-
gitudinal efficiencies become

eS, long5sk
2S 12

g2

12D'sk
2,

eT, long5D4S d2k̄

dv2D
v0

2 S 12
g2

12D'D4S d2k̄

dv2D
v0

2

. ~59!

Approximations~58! for small aperture inserted in Eqs.~56!
and ~57! yield the transversal efficiencies

eS,trans5
k̄21sk

2

12
g2, eT,trans50. ~60!

Relationships~59! and~60! are the most useful in order
to evaluate the performance of the TR refocalization process
for two-dimensional and dispersive waves with multimode
propagation. These parameters determine the sharpness of
the focalization peak in Eq.~50!. Figure 5 shows those peaks
~qualitatively! in longitudinal and transversal cases.

When there is only one efficiently returned mode, then
k̄(v)5k(v) and sk50. Equation~59! for longitudinal fo-
calization efficiencies becomes

eS, long50, eT, long~v0!5D4S d2k̄

dv2D
v0

2

. ~61!

Equation ~60! for transversal focalization efficiencies
becomes

eS,trans5
k2~v0!g2

12
, eT,trans50. ~62!

The possibility of longitudinal refocalization by a TR
process depends on the dispersion of the returned mode at
the central frequency, as Eq.~61! determines. If such mode is
not dispersive enough at the frequencyv0 , the longitudinal
focalization is very poor. On the other hand, the transversal
focalization depends on the angular aperture of the TR mir-
ror and on the wave numberk, as Eq.~62! shows.

IV. EXPERIMENTAL RESULTS

Maximum amplitude experimental values of time re-
versed Lamb waves in thin plates were obtained by Ing and
Fink.8,9 Lamb waves are generated on aluminum plates of
three different thicknesses~1.1, 1.5, and 2.9 mm! using a
short-time-duration~80 ns! laser impact in ablation regime.
We apply our results to the 1.1 mm plate. The device used to
detect Lamb waves is a transducer array of 32 elements
coupled to a Lucite wedge. The array has a central frequency
of 4 MHz and a half bandwidth nearly 1 MHz.

FIG. 6. Longitudinal time reversal focalization in an aluminum plate of 1.1
mm thickness. Experimental measures from Ing and Fink—Refs. 8 and 9
~circles!, our theoretical result~thick continuous line!, and the near focal
point approximation~thin continuous line!.

FIG. 5. Transversal and longitudinal focalizations in two-dimensional TR
processes.
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Each elemental transducer measures 10 mm in height
and 1.085 mm in pitch. The total width of the array is 33.7
mm and the laser impact point is placed 255 mm away from
the transducer. Then, the angular apertureg of the TR mirror
is

g'
33.7

255
'0.13. ~63!

In the referred papers, the authors verify that the mainly
returned mode in each plate is the first symmetricalS0 . So,
we can evaluate numerically Eq.~30! in order to obtain the
time reversal transfer functionHTR as a function ofv, for
longitudinal focalization (u050) and for the only modeS0 .
We also assume that the acousto-electrical transfer functionh
is a constant.

If we suppose that the laser impact excitation behaves
like a d-Dirac, then we consider its spectrumE* (v) as a
constant. We apply Eq.~8! in order to evaluate the spectra
S(v,r ) of the time-reversed signals for each pointr ~in lon-
gitudinal direction!, we perform an inverse Fourier transform
to obtain temporal signalss(r ,t) and we pick up the maximal
amplitudesa(r ).

Figure 6 shows theoretical results~thick continuous line!
and experimental results~circles!. The near focal point ap-
proximation~thin line! is valid only in the neighborhood of
the focus~63 mm!, as we should expect. Nevertheless, a
more accurate calculation using Eqs.~30! and~31! gives the
thick line. In order to apply such equations, we suppose that
only the first symmetrical and first antisymmetrical mode are
returned.

As the mainly returned mode in the plate is the first
symmetricalS0 , we are under the conditions expressed by
Eqs.~61! and~62!. First, we observe that the only longitudi-
nal focalization in Eq.~61! is the temporaleT, long. Equation
~50!, with eS50, shows that the maximum amplitude has a
‘‘Lorentzian’’ profile in the vicinity of the focal point, as
shown in Fig. 7. This should be the characteristic behavior
wheneT@eS .

On the other hand, Eq.~62! shows that spatial focaliza-
tion is present only in the transversal direction. Substituting
eT50 in Eq. ~50!, we observe that the maximum amplitude
has a ‘‘parabolic’’ profile in the vicinity of the focal point.
This should be the characteristic behavior wheneT!eS .

The second derivativek9(v) for the modeS0 is shown
in Fig. 8 for each one of the three plates of different thick-
nesses: 1.1, 1.5, and 2.9 mm. In the central frequency of 4
MHz, the absolute magnitude ofk9 is greater for the thinnest
plate, and it almost vanishes for the thickest plate. From
what is implied in Eq.~61!, we can predict that the longitu-
dinal focalization will be better for the thinnest plate and
poorer for the thickest one.

We can see in Fig. 8 that the second derivative of theS0

wave number is nearlyd2k/dv2'0.01ms2/mm for the 1.1
mm plate in the central frequency of 4 MHz. The half band-
width is nearly 1 MHz, thenD'2p31 MHz'6 ms21 in Eq.
~61!. From these equations, the longitudinal focalization ef-
ficiencies areeS50, eT'0.16 l/mm2. We plot in Fig. 6 maxi-
mal amplitudes obtained with Eq.~50! ~thin continuous line!.
Obviously, this equation is only valid in the neighborhood of
the origin ~Fig. 9!.

FIG. 7. Maximal amplitude in TR focalization around the focal point.
‘‘Lorentzian’’ profile ~when the temporal focalization is dominant!, and
‘‘parabolic’’ profile ~when the spatial focalization is dominant!.

FIG. 8. Second derivative of theS0 wave number in
function of the frequency, for three aluminum plates of
different thickness.
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V. CONCLUSIONS

This work aims at generating a procedure to anticipate
the efficiency of the time reversal refocalization process in
dispersive media with multimode propagation. The main re-
sults are the equations to calculate the longitudinal and trans-
versal focalization efficiencies, with small aperture TR mir-
rors, since these are the common experimental conditions.

In the longitudinal focalization~along the propagation
axis!, we find that the time reversal refocalization is better as
both the standard deviationsk among exciting modes and
the dispersion properties of the medium~through the second
derivative ofk̄) are higher. The amountsk increases with the
frequency because of the generation of new modes. Never-
theless, we must point out that the behavior of the dispersion
curves tends to be linear for lower modes, when the product
frequency3thickness is high, as Fig. 8 shows. Therefore, the
second derivative of the mean valuek̄ tends to vanish, and
the longitudinal focalization efficiency mainly comes from
the amountsk .

We can improve the longitudinal focalization efficiency
by sending a short pulse~large bandwidthD!. One of the
most important contributions of this work is demonstrating
that there is another way to perform the improvement. This
can be done by returning as many modes as possible in the
TR process, generating an increase in the amountsk .

On a different front, we can deduce from the equations
for longitudinal focalization efficiencies that the angular ap-
ertureg of the TR mirror is not significant.

Another important contribution of this work is showing

that, in transversal focalization efficiencies, the greater the
amounts ofk̄ andsk are, the better the time reversal refocal-
ization process is. Both said amounts increase when the cen-
tral frequency of the returned signal increases~Fig. 8!. The
first one increases because thek values for each of the dif-
ferent modes increase with the frequency. The second one
increases because of the generation of new modes.

We also observe that the role of the angular apertureg of
the TR mirror is significant for the transversal focalization
efficiency. This is an expected result since the transversal
focalization strongly depends on the diffraction effects, for
all wave propagation phenomena. The new feature of our
results is that the other way to enhance the transversal focal-
ization is to increase the frequency.

In the common cases in which the TR process can return
only one Lamb mode, the standard deviationsk is zero. In
these cases we must choose an adequate central frequency
for the TR mirror operation. In order to enhance the longitu-
dinal focalization, we must work at the frequency in which
the graph of the dispersion curvek(v) has the greatest cur-
vature~highly dispersive region! for the used mode. In order
to enhance the transversal focalization, we must choose the
greatest possible angular apertureg of the TR mirror.
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The sensitivity of listeners to changes in the center frequency of vowel-like harmonic complexes as
a function of the center frequency of the complex cannot be explained by changes in the level of the
stimulus@Lyzenga and Horst, J. Acoust. Soc. Am.98, 1943–1955~1995!#. Rather, a complex pattern
of sensitivity is seen; for a spectrum with a triangular envelope, the greatest sensitivity occurs when
the center frequency falls between harmonics, whereas for a spectrum with a trapezoidal envelope,
greatest sensitivity occurs when the center frequency is aligned with a harmonic. In this study, the
thresholds of a population model of auditory-nerve~AN! fibers were quantitatively compared to
these trends in psychophysical thresholds. Single-fiber and population model responses were
evaluated in terms of both average discharge rate and the combination of rate and timing
information. Results indicate that phase-locked responses of AN fibers encode phase transitions
associated with minima in these amplitude-modulated stimuli. The temporal response properties of
a single AN fiber, tuned to a frequency slightly above the center frequency of the harmonic complex,
were able to explain the trends in thresholds for both triangular- and trapezoidal-shaped spectra.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1856391#

PACS numbers: 43.64.Bt@WPS# Pages: 1210–1222

I. INTRODUCTION

The cues used by listeners to detect spectral changes in
vowels have been studied for many years. However, the cues
embedded in vowel signals and the mechanisms used by the
auditory system to encode and process these cues are still not
completely clear. Formant frequencies characterize the basic
shape of the speech spectrum and are important for phonetic
identification ~Rabiner and Schafer, 1978!. Estimating the
ability of the auditory system to resolve changes in formant
frequency is a first step in understanding speech processing
in the auditory system. Psychophysical experiments have es-
timated formant-frequency discrimination ability~Flanagan,
1955; Mermelstein, 1978; Sinnott and Kreiter, 1991;
Kewley-Port and Watson, 1994!; however, reported thresh-
olds of the formant-frequency discrimination tasks have dif-
fered among studies because of the complexity of the stimuli
and differences in experimental procedures. For example,
Mermelstein~1978! found that the threshold for discriminat-
ing changes in the first formant at 350 Hz was 50 Hz, which
is much higher than the result of Flanagan~1955!, who re-
ported discrimination thresholds for the first formant~at 300
Hz! of 12 to 17 Hz.

Lyzenga and Horst~1995! conducted an interesting set
of experiments concerning the ability to discriminate

changes in the center frequency of bandlimited harmonic
complexes~Fig. 1!, which are a convenient simplification of
synthetic vowel signals. Figure 2~a! shows Lyzenga and
Horst’s ~1995! results for triangular spectra with different
spectral slopes; the highest thresholds for discrimination of
center frequency are near the center frequencies of 2000 and
2100 Hz, when the peak of the spectral envelope is near a
harmonic frequency@e.g., Fig. 1~b!#. The center-frequency
discrimination threshold is lowest@Fig. 2~a!, center
frequency52050 Hz# when the peak of the spectral envelope
is between two harmonic components@Fig. 1~a!#. In contrast,
the thresholds were lowest for the discrimination task with a
trapezoidal spectral envelope@Figs. 1~c!, ~d!# when the cen-
ter frequency was near a harmonic frequency@Fig. 2~b!, cen-
ter frequency52000, 2100, or 2200 Hz; Fig. 1~d!#.

In the same study, just noticeable differences~jnd’s! for
the center frequency of the spectral envelope were measured
with a randomly varied signal level~Lyzenga and Horst,
1995!. The roving-level paradigm makes signal level less
reliable as a cue to detect frequency change. Thresholds with
and without the roving signal level show similar trends
across frequency~Fig. 2, dotted and dashed lines!, with
slightly elevated thresholds for the roving condition. The ra-
tio of roving versus nonroving jnd’s~keeping all the other
parameters the same! is about 1.5 in most cases~Lyzenga
and Horst, 1995!. This result suggests that the auditory sys-
tem does not rely on level cues to encode the center fre-
quency of harmonic complexes.

a!Author to whom correspondence should be addressed. Electronic mail:
lacarney@syr.edu
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In the current study, thresholds for center-frequency dis-
crimination were estimated based on the response patterns of
a computational model for a population of auditory-nerve
~AN! fibers. A general approach to quantifying the ability of
AN population responses to explain psychophysical thresh-
olds was proposed by Siebert~1965!, who combined an ana-
lytical model of the peripheral auditory system with an ideal
central processor to predict performance limits in psycho-
physical tasks. The discrimination ability of the ideal central
processor can be estimated with methods from the theory of
statistical hypothesis testing. Heinzet al. ~2001a! adopted
Siebert’s ideal-processor mechanism and combined it with a
detailed computational AN model in a study of monaural
level and frequency discrimination. In this study, the Heinz
et al. ~2001a! approach was applied to the problem of center-
frequency discrimination of harmonic complexes, and model
predictions were compared with the psychophysical results
of Lyzenga and Horst~1995!. Predictions based on average
rate of the AN responses were compared with predictions
based on both average rate and the fine structure of the AN
response patterns~i.e., the timing information!. The Tan and
Carney~2003! computational AN model was used to simu-
late responses of the population of AN fibers to the
harmonic-complex signals.

A study of the coding mechanisms used by the periph-
eral auditory system is important to understand how speech
signals are encoded. The purpose of this project is to explore
the cues used by the auditory system in formant-frequency
discrimination tasks. The study was not designed to identify
the neural processing mechanism that achieved the best per-
formance ~i.e., lowest threshold!; rather, the goal was to
identify neural cues and mechanisms that can explain the
performance of listeners. Thus, predicting the trends in the
psychophysical results was the focus, not the absolute values
of the thresholds. In general, the model thresholds were bet-
ter than psychophysical thresholds, but model thresholds
could be modified by the addition of internal noise~i.e., ran-

domness of the neural discharges! or by assuming that fewer
AN model fibers were engaged in the task.

II. METHODS

A. Stimuli

Two center-frequency discrimination experiments by
Lyzenga and Horst~1995! were simulated using bandlimited
harmonic complexes with a fundamental frequency of 100
Hz ~Fig. 1!. Stimulus parameters were the shape~triangle or
trapezoid!, the slope (G5100, 200, or 400 dB/oct!, and the
center frequency of the spectral envelope~from 2000 to 2100
Hz for the triangular envelope and from 2000 to 2200 Hz for
the trapezoidal envelope!. In the first experiment, the spectral
envelope was triangular on a log–log scale@Figs. 1~a!, ~b!#.
In the second experiment, the spectral envelope was trap-
ezoidal on a log–log scale, with a 200-Hz-wide constant-
level plateau@Figs. 1~c!, ~d!#. The fundamental frequency
was always 100 Hz, and all frequency components of the
complexes had a starting phase angle of zero degrees. Signal
duration in each trial was 250 ms, including 25-ms onset and
offset ramps shaped by a raised cosine.

As in the physiological experiments, the frequencies of
the harmonic components~Fig. 1, vertical lines! were held

FIG. 2. Human thresholds for center-frequency discrimination of the
harmonic-complexes~from Lyzenga and Horst, 1995; reprinted with permis-
sion! with ~a! triangular spectrum envelope and~b! trapezoidal spectrum
envelope. Each row corresponds to the thresholds for a different slope of the
harmonic envelope:G5100, 200, and 400 dB/oct from top to bottom. The
solid lines@~a!, lower two panels# are predictions based on the change in the
overall level of the stimuli. The dashed lines with triangle signs are human
thresholds for the experiments described in the text. The dotted lines with
circles are human thresholds with a random within-trial rove of the stimulus
level ~Lyzenga and Horst, 1995!.

FIG. 1. Examples of the harmonic-complex spectra, with a triangular enve-
lope ~a!, ~b! or a trapezoidal envelope~c!, ~d!. All spectra have a fundamen-
tal frequency of 100 Hz. The bold circles on top of each spectrum indicate
the center frequency. The spectra on the bottom row~b!, ~d! are centered at
2000 Hz, while the spectra on the top row~a!, ~c! are centered at 2020 Hz
~shifted 20 Hz away from 2000 Hz!.
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constant throughout all simulations. The task was to dis-
criminate changes in the center frequency~Fig. 1, circles! of
the spectral envelope~Fig. 1, dashed lines!. The magnitudes
of the harmonic components changed as the center frequency
of the spectrum envelope shifted to lower or higher frequen-
cies. For example, the center frequency of the harmonic
complex in Fig. 1~b! was 2000 Hz. When this center fre-
quency shifted to a frequency slightly higher than 2000 Hz
~e.g., 2005 Hz!, the magnitude of all the components with
frequencies higher than 2000 Hz increased, and the magni-
tude of all the components with frequency lower than 2000
Hz decreased. When the center frequency decreased slightly,
the magnitudes of the components with frequencies lower
than 2000 Hz increased, and the magnitudes of the compo-

nents with frequencies higher than 2000 Hz decreased.
To better understand the features of the harmonic com-

plexes and the performance predicted by the AN population
model, it was useful to consider simpler signals with fewer
components in addition to the harmonic complexes described
above. The simplified signal also made mathematical analy-
sis more tractable. We will illustrate stimuli with center fre-
quencies of 2000 and 2050 Hz because there are large dif-
ferences in psychophysical thresholds for these two center
frequencies~Fig. 2; Lyzenga and Horst, 1995!. Figure 3
demonstrates simplified versions of the stimuli in Fig. 1 with
triangular~left! and trapezoidal spectra~right!. For the trian-
gular spectrum with center frequency at 2050 Hz@Fig. 3~a!#,
only the two harmonic components closest to the center of
the envelope were included. In this case, the simplified signal
combined two sinusoids with the same amplitude. This com-
bination of signals can be represented as a sinusoidal signal
modulated by a cosine

(1)

The cosine modulator serves as the envelope of the sig-
nal. An interesting feature of this simplified signal is that at
the zero-crossing point of the cosine signal~when the cosine
signal changes from positive to negative or from negative to
positive!, there is a 180-deg phase change in the fine struc-
ture of the harmonic complex’s temporal waveform.

Figure 4 shows the simplified signals in the time do-
main. In Fig. 4~a!, the thick solid line is the simplified two-
component signal with center frequency at 2050 Hz@corre-
sponding to the spectrum in Fig. 3~a!#, and the thin solid line
is the simplified signal with center frequency at 2060 Hz

FIG. 3. Simplified harmonic-complex signals:~a! triangular envelope with
center frequency at 2050 Hz;~b! triangular envelope with center frequency
at 2000 Hz;~c! trapezoidal envelope with center frequency at 2050 Hz;~d!
trapezoidal envelope with center frequency at 2000 Hz. The component
amplitudes correspond to those in the 400-dB/oct slope condition.

FIG. 4. Time-domain waveforms for the simplified
harmonic-complex signals with triangular spectra.~a!
Stimulus with center frequency of 2050 Hz;~b! stimu-
lus with center frequency of 2000 Hz. In each panel, the
thick solid line illustrates a signal without the center-
frequency shift and the thin solid line illustrates a signal
with a 10-Hz center-frequency shift. The dotted lines
are reference sinusoidal signals of 2050 Hz~a! and
2000 Hz~b!.
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~shifted 10 Hz from 2050 Hz!. The dotted line in Fig. 4~a! is
a pure sinusoidal signal at 2050 Hz, inserted to provide a
visual reference. By comparing the thick and the thin solid
lines with the dotted reference line in Fig. 4~a!, the 180-deg
phase transition that occurs at zero crossings of the envelope
can be observed. On the right side of the marker~the down-
ward arrow!, the thick and the thin solid lines have the same
phase as the dotted sinusoidal reference signal. On the left
side of the marker, the thick and the thin solid lines have a
180-deg phase difference from the dotted reference line. The
phase transition in the thick solid line differs slightly from
that in the thin solid line. The thin solid line has a relatively
slower phase shift; that is, the phase shift in the thin solid
line starts earlier and ends later than in the thick solid line.
This difference in the phase transient provides information
for center-frequency discrimination, assuming that the AN
response phase locks to the fine structure of the sound stimu-
lus.

Figure 3~b! shows the simplified triangular spectrum
used for a center frequency of 2000 Hz; three harmonic com-
ponents were kept in this case. Because of the existence of
the center component, the combination of these three har-
monic components does not have the 180-deg phase change
in the time domain. As described below, the presence or ab-
sence of this 180-deg phase shift can explain threshold dif-
ferences between these stimulus conditions.

In Fig. 4~b!, the thick solid line is the simplified three-
component signal with center frequency at 2000 Hz@corre-
sponding to the spectrum in Fig. 3~b!#, and the thin solid line
is the simplified signal with center frequency at 2010 Hz
~shifted 10 Hz from 2000 Hz!. The dotted line is a pure
sinusoidal signal~2000 Hz! which is included to provide a
visual reference. It is clear that the result of the 10-Hz shift
of the triangular spectral envelope is primarily a magnitude
change in the time domain.

The same simplification strategy was applied to the

stimuli with trapezoidal spectra@Figs. 3~c!, ~d!#, except that a
larger number of components was required in the simplified
signals for the trapezoidal spectrum. The central four com-
ponents were kept for the stimulus with center frequency of
2050 Hz @Fig. 3~c!#, and the central five components were
kept for center frequency of 2000 Hz@Fig. 3~d!#. Figure 5~a!
~thick solid line! shows the simplified four-component sig-
nals with a center frequency of 2050 Hz@i.e., between two
harmonic components, Fig. 3~c!# and 2060 Hz~thin solid
line, a 10-Hz deviation from 2050 Hz! in the time domain.
The reference sinusoid at 2050 Hz~dotted line! is included to
illustrate the 180-deg phase reversals~arrow! in both signals;
the time courses of phase reversals differ slightly between
the two stimuli. Figure 5~b! shows simplified five-component
signals with center frequency at 2000 Hz~thick solid line!
and 2010 Hz~thin solid line, with a 10-Hz deviation from
2000 Hz! in the time domain. The arrows in Fig. 5~b! indi-
cate two abrupt 180-deg phase reversals in the thick solid
line, whereas the phase reversals in the thin solid line are
relatively smooth. Over the same period of time, there are
more phase reversals in the five-component stimulus~twice
between 0.05 and 0.06 s! than in the four-component stimu-
lus ~once between 0.05 and 0.06 s!. For the same difference
in center frequency~10 Hz!, the time over which the phase
shift takes place is longer for the stimulus with a center fre-
quency at a harmonic frequency@Figs. 3~d!, 5~b!# than for
the stimulus with a center frequency between harmonic fre-
quencies@Figs. 3~c!, 5~a!#. These differences are potential
explanations for the relatively lower discrimination threshold
for center frequency at 2000 Hz as compared to 2050 Hz for
the trapezoidal spectra@Fig. 2~b!; Lyzenga and Horst, 1995#.
The simulations below allowed quantification of the informa-
tion in these differences and direct comparison between pre-
dicted thresholds based on a physiological model and actual
thresholds.

This description of the stimuli with simplified spectra

FIG. 5. Time-domain waveforms for the simplified
harmonic-complex signals with trapezoidal spectra.~a!
Stimulus with center frequency of 2050 Hz;~b! stimu-
lus with center frequency of 2000 Hz. In each panel, the
thick solid line illustrates a signal without the center-
frequency shift and the thin solid line illustrates a signal
with a 10-Hz center-frequency shift. The dotted lines
are reference sinusoidal signals of 2050 Hz~a! and
2000 Hz~b!.
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was included to facilitate the description and discussion of
the possible cues in the stimuli. The threshold predictions
shown in the figures below were based on the original sig-
nals, unless specifically stated otherwise.

B. Nonlinear AN population model

The simulations of AN responses in this project were
based on a nonlinear computational AN model~Tan and Car-
ney, 2003! designed to simulate the time-varying discharge
rate of AN fiber responses in cat to arbitrary sound stimuli.
This AN model has compression, two-tone suppression, and
an instantaneous frequency~IF! glide in its reverse-
correlation function~e.g., Carneyet al., 1999!. This model
was selected for this study to allow investigation of the po-
tential contributions to the results of compression and the
frequency glide, which interact in a nonlinear fashion. Both
the compressive nonlinearity and the IF glide can be ‘‘turned
on and off’’ by manipulating the parameters of the model.
Threshold predictions based on a model without these fea-
tures were not significantly different from those reported
here; thus, these model features were not critical for the pre-
dictions described~see Tan@2003#, Chap. 5, for more detail!.
In addition, the simulations presented here were repeated us-
ing another nonlinear AN model~Heinzet al., 2001c!, which
has sharper tuning that is based on estimates of human audi-
tory filters. Threshold predictions based on the Heinzet al.
~2001c! model only differed from those presented here in
one case~discussed below!, despite the sharper tuning of the
AN fibers. This result was expected because the information
in the rates of high-spontaneous AN fibers to wideband har-
monic complexes presented at mid to high levels are not
greatly effected by the AN filter bandwidth, nor are the tem-
poral response properties~such as phase locking! that are
critical for the temporal representations. Thus, the trends in
the threshold predictions presented here were robust across
different versions and configurations~e.g., linear versus non-
linear! of the AN model.

The AN model population was based on a subset of the
total 30 000 AN fibers in human~Rasmussen, 1940!, which
were assumed to have characteristic frequencies~CFs!
evenly distributed on a log scale from 20 to 20 000 Hz using
a simplified version of the human cochlear map of Green-
wood ~1990!. Calculations presented here were based on 50
AN models with CFs evenly distributed on a log scale from
1500 to 3000 Hz~CFs beyond this range were not considered
for efficiency in computation!, or on subsets of these fibers.
The 50 model fibers represented approximately 10% of
the 30 000 AN fibers ~@log~3000/1500!/log~20 000/20!#
3100%510%!, which corresponded to a subpopulation of
3000 fibers. Thus, each of the 50 AN models represented
about 60 AN fibers, for a total of 3000 fibers in the 1500–
3000-Hz range.

C. Statistical methods

The predictions of the jnd’s in center frequency were
made based on the assumption that the observations of the
population AN-model response was a set of independent
nonstationary Poisson processes~Siebert, 1968!. An ideal

central processor was assumed to optimally use the informa-
tion encoded in the response pattern of each AN model fiber,
and the threshold of this central processor was estimated.
The bound on the variance of the estimate of a variable can
be described by the Crame´r–Rao bound~Cramér, 1951; van
Trees, 1968!. The variances i of the estimate of any signal
parameter~e.g., Fc , the center frequency of the harmonic
complex! based on the observation from theith AN fiber is
bounded by~Siebert, 1965, 1968!

1

s i
2
<E

0

T 1

r i~ t ! F]r i~ t !

]Fc
G2

dt, ~2!

wherer i(t) is theith AN fiber’s instantaneous discharge rate,
T is the duration of the stimulus, andFc is the center fre-
quency of the harmonic complex. Note that Siebert’s strategy
for estimating the jnd is based on descriptions of the instan-
taneous rate,r i(t), for each model AN fiber in response to
each stimulus. Simulations of individual AN discharge times
are not required; the randomness of AN responses from trial
to trial is incorporated in the assumption that the AN re-
sponses are Poisson in nature.

Equation~2! represents the normalized sensitivity of the
ith AN fiber to a change in the center frequency change of
the signal. By assuming that the discharge patterns of all AN
fibers are statistically independent~Johnson and Kiang,
1976!, the bound of the variance of the observation based on
the AN population’s response pattern can be found by sum-
ming the bounds for each single AN fiber; i.e., 1/sall

2
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2. The jnd of the ideal central processor correspond-
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2 51 can then be found~Siebert, 1965!

as follows:
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Equation~3! describes the jnd of an ideal processor that uses
both rate and timing information~i.e., ‘‘all information,’’
Heinz et al., 2001a!. If only the average-rate information of
the AN model responses is used, Eq.~3! can be simplified to
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F ]Yi

]Fc
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, ~4!

whereYi5*0
Tr i(t)dt is the expected number of spikes~rep-

resenting the average-rate information! from the ith model
AN fiber in one trial.

The calculation of the partial derivative was approxi-
mated by calculating the ratio between the change in the
response due to a small change in the center frequency of the
signal and the small change in the center frequency~e.g.,
Heinz et al., 2001a!

]r i~ t !

]Fc
>

r i~ tuFc1DFc!2r i~ tuFc!

DFc
. ~5!

In this study, the approximation of the partial derivative was
computed usingDFc51 Hz.
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The computer programs used for the simulations pre-
sented here are available at http://web.syr.edu/;lacarney

III. RESULTS

A. Predictions for signals with triangular spectra

Figures 6~a!–~c! shows the predictions of the AN popu-
lation model thresholds for center-frequency discrimination
of the harmonic complexes with triangular spectra. Center-
frequency discrimination thresholds~jnd’s! are plotted as a
function of the center frequency of the spectral envelope.
Each panel corresponds to predictions for one value of the
spectral slope; psychophysical thresholds from Lyzenga and
Horst ~1995! are replotted~thick lines!, along with their pre-
dictions based on changes in overall stimulus level@Figs.
6~b!, ~c! dashed lines#. Model predictions were based on ei-
ther the combined rate and timing information of the AN
model population response~asterisks! or only on rate infor-
mation ~circles!. The predictions based on the combination
of rate and timing information for all three spectral slopes
showed the general trend of those observed for human lis-
teners. That is, rate-and-timing-based thresholds plotted as a
function of center frequency showed a ‘‘trough,’’ or were
lowest when the center frequency was between two harmon-

ics ~2050 Hz! and highest when the center frequency fell on
a harmonic~2000 and 2100 Hz!. Model threshold predictions
based only on rate information were relatively flat as a func-
tion of center frequency~circles!. In contrast, Lyzenga and
Horst’s ~1995! prediction based on the level of the signals
~dashed lines!1 showed apeakin the thresholds at 2050 Hz.

Rate-based predictions for an AN model with sharper
tuning~Heinzet al., 2001c! also had a small peak at 2050 Hz
~not shown!. The sharper tuning in the Heinzet al. AN
model enhanced the energy-based information in the stimu-
lus, which resulted in predictions that had the wrong trend
~i.e., a peak rather than a trough in threshold plotted as a
function of center frequency.! Predictions for the rate-and-
timing-based predictions of the model with sharper tuning
had trends that agreed with the human data~i.e., a trough
rather than a peak in the predicted thresholds as a function of
center frequency! and were not significantly different from
predictions for the Tan and Carney~2003! model used in this
study. This was expected because the temporal response
properties of AN fibers are not strongly affected by reason-
able differences in bandwidth of tuning for this type of
stimulus.

Explanations for the trends in the model thresholds are
provided by examining the sensitivity of different members
of the model AN population. Figure 7 shows the normalized
sensitivity2 ~in units of 1/Hz2! as a function of model-AN CF
for the triangular spectrum with a slope of 400 dB/oct. Each
row corresponds to one spectral-envelope center frequency.
The normalized sensitivity for each AN model fiber based on
both rate and timing information@left column, Eq.~2!# is

FIG. 6. Thresholds of the AN population model for discrimination of the
center frequency of harmonic-complex signals with triangular spectra~a!,
~b!, ~c! and trapezoidal spectra~d!, ~e!, ~f!. Each panel corresponds to one
slope of the spectrum envelope (G5100, 200, and 400 dB/oct from top to
bottom!. The lines with circles are predictions based on only average-rate
information of the AN population responses. The lines with asterisks are
predictions based on both rate and temporal information. The dashed lines
~b!, ~c! are threshold predictions based on the change in the overall level of
the stimuli with triangular spectra; these predictions clearly have incorrect
trends in threshold as a function of center frequency as compared to the
psychophysical results~Lyzenga and Horst, 1995!. The predictions for tri-
angular spectra based on the combination of rate and timing information
~asterisks! showed the desired trends~i.e., lowest thresholds for center fre-
quencies between harmonics! for all three spectral slopes.

FIG. 7. Sensitivity of model fibers to the changes of the triangular
harmonic-complex center frequency as a function of model fiber CF. The
left column ~a!–~e! shows predictions based on rate information; the right
column~f!–~j! shows predictions based on both rate and timing information.
Each row corresponds to one harmonic-complex center frequency~2000 to
2100 Hz with a step size of 25 Hz!. The lines are based on the original
stimuli ~for all center frequencies! and the asterisks are based on the sim-
plified signals~shown for 2000, 2050, and 2100 Hz only!.
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defined as*0
T@1/r i(t)#@@]r i(t)#/]Fc#

2dt. The normalized
sensitivity based on average-rate information~right column!
is defined as 1/Yi@]Yi /]Fc#

2 @see Eq.~4!#. Predictions based
only on average rate ignore timing information; therefore, as
expected, the normalized sensitivity based on average rate is
always lower than the normalized sensitivity based on both
rate and timing information~note the different ordinate
scales in Fig. 7!.

The solid lines in all ten panels of Fig. 7 were computed
with the stimuli that were used in the psychophysical study
~Fig. 1!; the asterisks are results based on the simplified har-
monic complex signals~Fig. 3!. The results for the simplified
signals were nearly identical to those for the original signals,
suggesting that the simplified signals contained the cues that
dominated the predicted thresholds. To compare the results
across different center frequencies, the sensitivity profiles of
the AN population are plotted together in Fig. 8~a! ~rate-
based sensitivity! and Fig. 8~b! ~rate and timing!. There is
always a drop in sensitivity based on average-rate informa-
tion for fibers with CFs near 2050 Hz@Fig. 8~a!#. In contrast,
the sensitivity based on rate plus temporal information of
fibers with CFs near 2050 Hz varies depending upon the
stimulus center frequency@Fig. 8~b!#; these fibers have rela-
tively low sensitivities for some center frequencies yet are
the most sensitive fibers in the population for other center
frequencies.

When only rate information is used, the overall sensi-
tivities ~combined across CFs! for center frequency at 2000
Hz @Fig. 8~a!; dotted line# and 2100 Hz~asterisks! are ap-
proximately the same as that for center frequency of 2050 Hz
~circles!. Thus, the threshold based only on rate information
is relatively flat as a function of center frequency@cf. Figs.
6~a!–~c!#. When both rate and timing information are in-
cluded, the overall sensitivity for the stimulus with center
frequency at a harmonic frequency~2000 or 2100 Hz! is
lower than the overall sensitivity for center frequency at
2050 Hz, where a peak is observed in the sensitivity pattern
~circles!. Thus, the population threshold based on both rate
and timing information is higher for center frequencies of
2000 and 2100 Hz than for 2050 Hz@cf. Figs. 6~a!–~c!#.

The general trends for the AN population model predic-
tions based on rate and timing information qualitatively
match those in the psychophysical results@Figs. 6~a!–~c!#.
That is, the presence of peaks or troughs in the predictions is
in agreement with the experimental results. However, there
are more detailed trends in the psychophysical results that
were explored further using the responses of subpopulations
of AN fibers. For example, human thresholds are not sym-
metric around the lowest point on the threshold versus center
frequency curve@Figs. 6~a!–~c!, thick lines#; thresholds at
2025 Hz are always lower than those at 2075 Hz. The popu-
lation model results based on both rate and timing informa-
tion @Figs. 6~a!–~c!, asterisks# show a slight trend that agrees
with this aspect of the psychophysical data. Figure 8~b!
shows a substantial difference in model sensitivity profiles
between results for stimulus center frequencies of 2025 and
2075 Hz. This difference is effectively reduced in the overall
population sensitivity due to the presence of the sidebands in
the profiles. These profiles suggested that predictions based
on a smaller population of AN model fibers, centered at
about 2050 Hz, would have a larger difference in threshold
across center frequencies. Predictions based on a restricted
population of AN fibers are also interesting to consider be-
cause it is reasonable to assume that the brain encodes infor-
mation in a specific frequency region~i.e., near one formant
frequency! based on information from a subset of AN fibers
rather than from the entire population.

Thresholds for different subsets of model AN fibers are
further explored in Fig. 9. Predictions based on model fibers
with CFs between 1500 and 3000 Hz~asterisks! are com-
pared to those for CFs limited to 1900–2200 Hz~squares!.
Predictions are also shown for two single-fiber models: in
one case, the model fiber used for each center frequency was
the CF with the highest sensitivity to changes in that center
frequency~circles!. The other single-fiber model was based
on the response of the model AN fibers with CF at 2106 Hz
~diamonds!. This CF was chosen as the member of the loga-
rithmically spaced population that showed trends in sensitiv-
ity, when both rate and timing information were used, that
most closely matched the trends in the psychophysical re-
sults. Predicted thresholds for the neighboring fiber in the
AN population ~CF52077 Hz! were very similar ~not
shown!, indicating that the predicted thresholds were not
highly sensitive to the precise choice of CF.

Figures 9~a!–~c! show results based only on rate infor-

FIG. 8. ~a! Normalized sensitivity patterns for triangular spectra with a
slope of 400 dB/oct at various center frequencies based on average-rate
information of AN model responses.~b! Normalized sensitivity patterns for
triangular spectra at various center frequencies based on rate and timing
information of AN model responses. This figure illustrates how information
used by the model to discriminate the triangular spectrum stimuli is distrib-
uted across fibers with different CFs. Rate-only and rate-plus-timing infor-
mation is distributed differently, especially for fibers tuned near the center
frequency of the spectrum.
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mation. The predictions based on the small population with
CFs between 1900 and 2200 Hz~marked by squares! show
the correct trend~i.e., lowest threshold at 2050 Hz and high-
est thresholds at 2000 and 2100 Hz!. However, the threshold
difference in this prediction~e.g., about a factor of 2 forG
5400 dB/oct.) is much smaller than the difference in the
psychophysical results~e.g., about a factor of 10 forG
5400 dB/oct.). The two single-fiber model predictions based
only on the rate information fail to predict the general trend
of the psychophysical results.

Figures 9~d!–~f! show predictions based on both rate
and timing information. The predictions based only on the
set of model fibers with CF at 2106 Hz~diamonds! show a
shape that is most similar to the detailed trends seen in the
psychophysical results, with the lowest threshold at 2050 Hz,
the lowest threshold and the highest threshold differing by
approximately a factor of 10~for G5400 dB/oct), and an
asymmetrical threshold function~the threshold at 2075 Hz is
higher than the threshold at 2025 Hz!. The other predictions
also show trends similar to those in the psychophysical data;
however, they either do not have the asymmetry~squares and
circles! or they have a relatively small difference between
the lowest and highest thresholds~asterisks! as compared to
the psychophysical results.

B. Predictions for signals with trapezoidal spectra

Figures 6~d!–~f! compare model predictions with psy-
chophysical results for center-frequency discrimination of
stimuli with trapezoidal spectral envelopes of different
slopes. The experiments using trapezoidal stimuli~Lyzenga
and Horst, 1995! included a center-frequency range equal to
two times the fundamental frequency, with the thresholds
showing the same patterns in the frequency range from 2100
to 2200 Hz as in the range from 2000 to 2100 Hz. The model
predictions are illustrated only for the range from 2000 to
2100 Hz; by illustrating this frequency range, the contrast
between the results for the triangular and trapezoidal spectra
is clearer. The changes in threshold across center frequency
are relatively small for trapezoidal stimuli that have low
spectral slopes@G5100 and 200 dB/oct, Figs. 10~a!, ~b!, ~d!,
~e!#. For these slope conditions, predictions based on both
rate-alone and rate-and-timing are also relatively flat as a
function of center frequency; neither model captures the
small changes in threshold across center frequency for these
slope conditions. For the condition that resulted in relatively
large changes in threshold at different center frequencies
@G5400 dB/oct, Figs. 10~c!, ~f!# both the rate-based and
rate-and-timing-based predictions have the general trends
seen in the psychophysical results, with the highest thresh-
olds for center frequency 2050 Hz and lower thresholds for
center frequencies of 2000 and 2100 Hz. As was the case for
the triangular spectra~Fig. 7!, predictions based on the sim-
plified versions of the trapezoidal spectra were similar to
those for the complete stimuli~not shown!, suggesting that
the cues contained in the simplified stimuli were responsible
for the model thresholds.

The results for the stimuli with 400-dB/oct slopes@Figs.
10~c!, ~f!# were further examined by again looking at profiles
of sensitivity versus model AN CF~Fig. 11!. Figure 11~a!

FIG. 9. Thresholds for triangular spectra with various subsets of AN model
fibers based on average-rate information~a!–~c! or both rate and timing
information ~d!–~f!. Each row corresponds to spectral envelopes with a
given slope (G5100, 200, and 400 dB/oct from top to bottom!. Human
thresholds~Lyzenga and Horst, 1995! are shown as the solid line with no
symbols. The selections of the CFs of AN model fibers for the small-
population predictions are distinguished by different symbols. The line with
circles is based on the model fiber with the highest sensitivity at each center
frequency.~The selection of this best model fiber could change for different
center frequencies.! The line with diamonds is based on a single AN model
fiber with CF equal to 2106 Hz.
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shows sensitivities based on the average-rate information;
the integral of the sensitivity over model CF for the stimulus
with center frequency of 2050 Hz@Fig. 11~a!, line with
circles# is lower than for center frequencies of 2000~dashed
line! and 2100 Hz~line with asterisks!. Therefore, the thresh-

old at 2050 Hz is highest based on the rate information of the
large population of AN model fibers@CFs of 1500–3000 Hz;
asterisks in Fig. 10~c!#.

Figure 11~b! shows the sensitivity patterns based on both
rate and timing information; the overall sensitivity for the
stimulus with center frequency of 2050 Hz is lower than that
for the other center frequencies, and thus the highest thresh-
old appears at 2050 Hz for the prediction based on all the
model fibers with CFs between 1500–3000 Hz in Fig. 10~f!
~asterisks!.

Figure 10 also shows predictions based on smaller AN
populations. For both the rate-only and the rate-and-timing
predictions for the 400-dB/oct slope condition, the trends of
the prediction based on the model fibers with CF from 1900–
2200 Hz ~squares! and the prediction based on the single-
model CF with highest sensitivity for each stimulus~circles!
were most similar to the general trend of the prediction based
on the larger population of model fibers@Figs. 10~c!, ~f!#.
The thresholds based on a single-model fiber with a CF equal
to 2106 Hz was also calculated~diamonds!. For the rate-only
prediction, the trend of this prediction is wrong~i.e., the
highest threshold occurs at 2000 Hz!. The prediction based
on a single CF at 2106 Hz, using both rate and timing infor-
mation, is the best match to the trends in the psychophysical
results@Fig. 10~b!#, including the asymmetry in thresholds
across stimulus center frequency. It is interesting that the
same CF channel~the model fiber with CF equal to 2106 Hz!
resulted in the best match to psychophysical results for both

FIG. 10. Thresholds for the trapezoidal spectra based on average rate infor-
mation only~a!–~c! and based on both rate and timing information~d!–~f!.
Each row corresponds to spectral envelopes with a given slope (G5100,
200, and 400 dB/oct from top to bottom!. The thick solid lines illustrate
human thresholds. Different symbols distinguish the model predictions with
different selections of model CF range.

FIG. 11. Sensitivity patterns as a function of model-fiber CF for the trap-
ezoidal spectra with a spectral slope of 400 dB/oct.~a! Sensitivity based on
only average-rate information and~b! based on both rate and timing infor-
mation. Different harmonic-complex center frequencies are distinguished by
different symbols. This figure illustrates how the information used by the
model to discriminate changes in center frequency of stimuli with trapezoi-
dal spectra is distributed across fibers tuned to different frequencies. As was
true for triangular spectra~Fig. 8!, the differences between the rate and
rate-and-timing based models is largest for fibers with CFs near the center
frequency of the stimulus spectrum.
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the triangular and trapezoidal spectra for the rate-and-timing-
based predictions.

IV. DISCUSSION

In this study, harmonic-complex frequency-dis-
crimination experiments were simulated with a computa-
tional AN model, and the thresholds of an optimal detector
for the frequency-discrimination tasks were evaluated. The
model performance was quantified using only average-rate
information or using both rate and timing information.

Lyzenga and Horst~1995! showed predictions based on
the overall level change in the stimuli for the harmonic-
complex frequency discrimination. Their threshold predic-
tions based on stimulus level and the threshold predictions
here based only on model AN rate information both dis-
agreed with the trends in human thresholds for harmonic-
frequency discrimination. Predictions based on combined
rate and timing information generally agreed with the trends
in psychophysical thresholds.

A method of simplifying the harmonic-complex spec-
trum was useful for identifying potential timing cues en-
coded in the harmonic complexes. The simplified signals had
phase-transition cues that qualitatively explained the general
trends in the thresholds. For the triangular spectrum, when
the center frequency~2050 Hz! was between two harmonic
components, the speed of the 180-deg phase transition pro-
vided timing information that distinguished this stimulus
from one with a center frequency at a harmonic component
~2000 or 2100 Hz!. For the trapezoidal spectrum, the phase
transients occurred more often in stimuli with center fre-
quency at 2000 or 2100 Hz than in the stimulus with center
frequency at 2050 Hz. The rate-and-timing predictions ap-
parently take advantage of this phase-transition cue and
show the same trends as in human thresholds, for both the
simplified stimuli and for the full harmonic complexes.

Figure 12 illustrates the representation of the phase-
transition cue in the response of a model AN fiber with a CF
of 2106 Hz, which was the fiber used for the single-channel
model predictions@Figs. 9, 10, diamonds#. In Fig. 12~a!, the
responses of this AN model fiber to harmonic complexes
~triangular spectrum,G5400 dB/oct) with center frequen-
cies of 2050 Hz~thick line! and 2060 Hz~thin line! are
compared to a sinusoid signal~dashed line!. The 180-deg
phase reversal that was illustrated for the simplified stimulus
@Fig. 4~a!# was also observed in the responses of the model
AN fiber. Figure 12 shows the normalized changes in the
response of the AN model fiber due to a 10-Hz center-
frequency change in the harmonic complex; i.e., the differ-
ence in the thin and the thick solid lines in Fig. 12~a! nor-
malized by the thick solid line

Rdiff~ t !5
1

r CF52106~ tu f 52050!

3F r CF52106~ tu f 52060!2r CF52106~ tu f 52050!

206022050 G2

.

~6!

Rdiff(t) illustrates the change in sensitivity as a function
of time to the 10-Hz shift in center frequency due to this
model AN fiber’s response. The integral ofRdiff(t) over time
is the normalized sensitivity of this AN model fiber to the
center frequency change. Figure 12~b! shows thatRdiff(t) has
relatively high values during the 180-deg phase reversal.
This observation, along with the results in Figs. 9 and 10,
supports the suggestion that the phase transitions provide
temporal information that is consistent with the sensitivity of
listeners in the harmonic-complex center-frequency discrimi-
nation task.

This study showed that fibers from a single-frequency
channel provided the best prediction of the trends of thresh-
old across center frequency for both the triangular spectrum
and the trapezoidal spectrum for the slope condition that re-
sulted in the most significant threshold changes. This single-
frequency channel is on the high-frequency side of the
harmonic-complex envelope at the lowest center frequency.
This is in agreement with a suggestion of Van Zanten~1980!
that the temporal modulation transfer function~TMTF! for
noise stimuli with various bandwidths and center frequencies
is governed by the signal contents within the highest fre-
quency bands of the stimuli.

FIG. 12. The phase transition in the triangular spectrum stimulus@see Fig.
4~a!# is preserved in the response of an AN model fiber. In panel~a!, the
dashed line is a reference signal~sinusoid, 2050 Hz!. The thick and the thin
solid lines are responses of an AN model fiber~CF52106 Hz! to harmonic
complexes with triangular spectra with slopes of 400 dB/oct. and center
frequencies at 2050 and 2060 Hz, respectively. Panel~b! shows the differ-
ence between the responses to the harmonic complexes with and without the
10-Hz center-frequency change normalized by the response to the harmonic
complex without the 10-Hz frequency shift. The largest differences in the
AN model response between stimuli with different center frequencies occur
near the time of the phase transition, when the stimulus envelope has the
smallest amplitude. See the text for more detail.
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Model results based on a small number of AN fibers
with CFs near the signal frequency are intuitively more real-
istic because these models require less neural processing than
models based on large populations of AN responses, such as
spread-of-excitation models. If the stimuli are narrow-band
signals, most of the AN fibers outside the small population
centered at the target frequency generally would have re-
duced sensitivity to changes in the stimulus, especially at
low sound-pressure levels. If the stimuli are broadband sig-
nals~such as speech, or narrow-band signals in the presence
of noise!, the responses of AN fibers outside the small popu-
lation are likely to be dominated by stimulus components
other than the target component. In addition, when the task in
a psychophysical experiment is to discriminate changes of
more than one frequency component~e.g., at several formant
frequencies!, it is reasonable to assume that the auditory sys-
tem discriminates the change at each formant frequency
based on the information from AN fibers tuned near that
formant frequency. Previous models based on temporal infor-
mation in the form of first-order intervals also concluded that
a suboptimal model based on relatively few AN fiber re-
sponses over limited time windows provided better predic-
tions of psychophysical data for frequency discrimination of
pure tones than did a model based on the complete responses
of a large population of fibers~Goldstein and Srulovicz,
1977; Srulovicz and Goldstein, 1983!.

Our predictions based on rate and timing in the re-
sponses of a few model fibers had trends more similar to
those in human thresholds than did predictions based on a
larger population for the triangular spectrum@Figs. 9~d!–~f!#,
but the improvement was not as significant for the trapezoi-
dal spectrum@Figs. 10~d!–~f!#. The reason for this difference
may be that the trapezoidal spectrum had a 200-Hz plateau
and thus had a larger bandwidth than the triangular spectrum.
More AN fibers are likely to be involved in the discrimina-
tion task for this type of spectrum.

The assumption of an ideal central processor is not
physiologically realistic, as it requires the central nervous
system to have a perfect memory for the response patterns to
each stimulus. A more realistic temporal processing strategy,
across-CF coincidence detection, was also investigated~Tan,
2003!. Across-CF coincidence detection did not effectively
explain trends in thresholds. Across-CF coincidence detec-
tion is most effective for across-channel temporal cues~e.g.,
Heinz et al., 2001b! and would not be expected to be effec-
tive for within-channel temporal cues, such as the phase-
transition cues in the harmonic complexes~Figs. 4, 5!. Other
mechanisms for extracting temporal cues, such as tuning in
the modulation-frequency domain or interval-based codes,
should be further explored in future studies. A recent physi-
ologically based model for extraction of envelope cues pro-
vides one possible mechanism that should be tested in future
studies for its potential to explain the psychophysical results
studied here~Nelson and Carney, 2004!.

Included in Lyzenga and Horst’s study~1995! were the
first steps in a series of studies that examined models to test
the adequacy of various cues and decoding mechanisms to
explain their data. These models included a profile compari-
son model and one based on amplitude-modulation detection

thresholds. They concluded that an excitation-profile com-
parison model, which roughly predicted the lowest threshold
for both spectra shapes, best predicted their data. However,
their explanation required the assumption that the excitation
difference included only negative values for responses to the
trapezoidal envelope, whereas both positive and negative
values had to be included for the triangular envelope~Fig. 10
of Lyzenga and Horst, 1995!. It is interesting that they were
able to explain their data with this model; however, it is
difficult to envision a simple, physiologically based model
designed to explain results for both types of stimuli that
would respond as their profile-comparison model requires.
They also suggested that the results for the triangular spec-
trum can be partially explained by sensitivity to amplitude-
modulation depth~Fig. 9 of Lyzenga and Horst, 1995!; how-
ever, this theory cannot explain why the threshold trends
differ as a function of center frequency between the triangu-
lar and trapezoidal spectra.

Lyzenga and Horst~1997! extended their earlier study
and concluded that phase cues influence the threshold in the
frequency region near 2000 Hz. They observed that when the
fundamental frequency is 100 Hz, three harmonic compo-
nents fall into one critical band~roughly 250-Hz wide! and
thus the excitation-profile model cannot explain the data be-
cause it is insensitive to the relative phase relations of the
harmonic components. They also calculated the envelope-
weighted or intensity-weighted averaged instantaneous fre-
quency~EWAIF or IWAIF; Feth, 1974!, and concluded that
EWAIF and IWAIF showed little correspondence with the
psychophysical data. Additionally, Lyzenga and Horst~1997!
pointed out that the occurrence of peaks in the second-order
derivative of the triangular-spectrum signal’s temporal enve-
lope clearly depended on the center frequency of the har-
monic complex, as well as on the phase relation of the har-
monic components. These results indicate the potential
importance of temporal cues in explaining discrimination
thresholds.

As an extension of Lyzenga and Horst’s~1997! analysis
of envelope-based cues, theunweightedchange in the aver-
aged instantaneous frequency~AIF! was calculated for the
harmonic complexes

DAIF5U E
0

T

f 1~ t !dt2E
0

T

f 2~ t !dtU, ~7!

whereT is the duration of the stimulus,f 1(t) is the instan-
taneous frequency of the stimulus at a particular center fre-
quency~2000, 2025, 2050, 2075, or 2100 Hz!, and f 2(t) is
the instantaneous frequency of the stimulus at a center fre-
quency that has a 10-Hz shift from the center frequency for
f 1(t). If the auditory system usedDAIF to decode the center-
frequency change, then the size ofDAIF should be propor-
tional to the relative sensitivity of the auditory system to the
center-frequency change, and the reciprocal ofDAIF should
be proportional to threshold. TheDAIF and its reciprocal are
shown in Fig. 13. The reciprocal ofDAIF shows general
trends as a function of center frequency that are similar to
human thresholds, and thus the changes in the mean value of
the instantaneous frequency could roughly account for the
trends of the performance. BecauseDAIF is defined as the
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instantaneous-frequency difference between two stimuli av-
eraged over the duration of the stimulus, it is ‘‘averaged
timing information’’ and thus is a suboptimal decoding
mechanism for timing information.

As described above, the AN model discharge rate,r i(t),
preserved the 180-deg phase transition~Fig. 12!, which is
closely related to the signal’s instantaneous frequency. Thus,
the predicted threshold trend might be able to match that of
human thresholds better if a decoding mechanism that can
extract thisDAIF information from the AN model output is
adopted.

The results above also suggest that the timing informa-
tion related to phase transitions was greatest near the minima
of the signal envelope@Fig. 12~b!#. However, both EWAIF
and IWAIF assign the greatest weights to the instantaneous
frequencies at the maxima of the signal envelope. This dif-
ference explains why EWAIF and IWAIF do not account for
the center-frequency discrimination results, whereas the un-
weighted AIF better replicates the general trends in the re-
sults.

The simulations of AN fiber responses in this study were
all based on a nonlinear AN model~Tan and Carney, 2003!.
Only AN fibers with high spontaneous rate were considered,
and the parameters of the AN model were based on physi-
ological data of cat and gerbil. This peripheral model prob-
ably does not provide an accurate representation of the re-
sponse properties of human AN fibers. However, replacing
the peripheral filters with more sharply tuned fibers@e.g.,
using the AN model of Heinzet al. ~2001c! which has filters
based on Glasberg and Moore’s~1990! estimates of auditory
filters# did not change the trends illustrated in any of the

rate-and-timing predictions and only introduced a slight el-
evation in threshold for triangular spectra with center fre-
quency of 2050 Hz, which worsened the agreement between
model and psychophysical results. In addition, the trends in
the results presented here were not affected by either the
compressive nonlinearity or the glide in the instantaneous
frequency of the impulse response that are included in the
AN model used in this study~Tan, 2003!.

One goal of this study was to improve our understanding
of speech processing in the auditory periphery. The harmonic
complex is a convenient, but highly simplified version of a
vowel signal. Future work should pursue quantitative studies
of neural coding with stimuli more similar to natural speech.
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The nonlinear auditory phenomena of compression, suppression, and distortion are known to have
a cochlear-mechanical origin. An instantaneous nonlinear transfer function is often assumed to
underlie these phenomena, but there are experimental indications that auditory nonlinearity is
sluggish rather than instantaneous. This study analyzes the consequences of such sluggishness, using
automatic gain control~AGC! as a model noninstantaneous nonlinearity. The distinctive
characteristic of AGC, its delayed action, is shown to produce a number of observable and
measurable effects that distinguish AGC from instantaneous nonlinearities. A major class of such
AGC-specific effects concerns the phase of aural distortion products. For example, the phase of the
cancellation tone in the classical psychoacoustic cancellation paradigm is linearly related to the
frequency spacing of the primary tones in an AGC, as opposed to the square-law relationship
produced by an instantaneous nonlinearity. These and other predictions are confronted with
experimental data from the literature. The impact of putative AGC-related delays on the
interpretation of distortion product otoacoustic emissions~DPOAEs! is discussed. Detailed
suggestions are made for experiments specifically aimed at determining whether cochlear
nonlinearity is instantaneous or delayed. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1856375#
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I. INTRODUCTION

In order to deal with a dynamic range of 100 dB or
more, the mammalian auditory system utilizes compressive
transformations at several stages of processing~for a review,
see Cooper, 2004!. Since the pioneering work of Rhode
~1971! it has become clear that a significant degree of com-
pression is already achieved at the stage of mechanical vi-
bration in the cochlea. Basilar membrane~BM! vibrations in
response to tones grow at compressive rates that can be as
low as 0.2 dB/dB and the dynamic range over which com-
pression is significant can be as large as 80 dB~for a review,
see Robles and Ruggero, 2001!. Closely related to the com-
pressive response to single tones are the suppression of the
response to one tone by another~two-tone suppression! and
the creation of distortion products~DPs!. These different
manifestations of cochlear nonlinearity have been exten-
sively studied in psychophysics, neurophysiology, and
cochlear-mechanics. In addition, DPs can be measured in the
ear canal as distortion-product otoacoustic emissions
~DPOAEs!.

Cochlear nonlinearity is commonly identified with an
instantaneous compressive transfer of the waveform~e.g.,
Patuzzi, 1996!. Accordingly, the key element of many nu-
merical models of auditory nonlinearity is a sigmoidally
shaped transfer function~e.g., Weiss and Leong, 1985! and
various attempts have been made to derive the shape of this
transfer function from mechanical measurements~Geisler
and Nutall, 1997! or from otoacoustic emissions~Bian et al.,
2002!. Several facts, however, are not easily reconciled with
the purported instantaneous character of cochlear nonlinear-

ity. For example, instantaneous nonlinearities produce har-
monic distortion whereas BM responses to sounds at low and
moderate intensities show little harmonic distortion com-
pared to intermodulation distortion of the same order~Coo-
per, 1998!.

Particularly in the domain of suppression there are sev-
eral indications that auditory nonlinearity is sluggish rather
than instantaneous. Suppressors reduce the BM response to
characteristic-frequency tones, but the temporal pattern of
BM motion shows that suppression cannot follow the sup-
pressor waveform in a cycle-by-cycle fashion for suppressors
above 7 kHz~Cooper, 1996!. Stated differently, there is a dc
component of suppression that is not matched by an ac com-
ponent~Geisler and Nutall, 1997!. Consistent with such slug-
gishness is the nonzero ‘‘reaction time’’ of suppression ob-
served in a recent study of auditory nerve responses of the
cat~van der Heijden and Joris, 2005!. That study showed that
two-tone suppression below 10 kHz does not operate instan-
taneously, but instead lags excitation by several hundred mi-
croseconds. The suppression of otoacoustic emissions in hu-
mans also lags the onset of the suppressor, although the
interpretation of this latency is hampered by uncertainties on
the travel times of emissions. Ruggero and Rich~1983!
found a latency of 1.2 ms between the suppressor onset and
its effect on a spontaneous emission at 7.5 kHz. Bianet al.
~2004! used a low-frequency bias tone to suppress DPOAEs
around 4 kHz and found that suppression lags the bias cycle
by 1.2–1.4 ms. These findings are consistent with a sluggish
type of nonlinearity, although Bianet al. preferred an inter-
pretation of their data in terms of hysteresis. Unfortunately,
either interpretation is uncertain in the absence of detailed
knowledge on other sources of delay such as travel times.a!Electronic mail: marcel.vanderheyden@at#med.kuleuven.ac.be
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While these indications against the instantaneous char-
acter of auditory nonlinearity may not be decisive, they do
encourage the study of alternative views. One of those alter-
natives is automatic gain control~AGC!. The potential oc-
currence of AGC in cochlear mechanics has previously been
discussed by Lyon~1990! and by Zwislockiet al. ~1996!.

In the present study I donot analyze how AGC might be
realized in the mechanics of the cochlea: no specific
‘‘model’’ of cochlear AGC is proposed. Instead, I simply
assume that AGC plays a role in cochlear mechanics and
analyze the implications for a number of nonlinear auditory
phenomena. The aim of this approach is to produce specific
predictions that can be tested empirically. I start by showing
that AGC accounts for suppression and distortion products
equally well as does an instantaneous nonlinearity, and that
AGC reproduces many of the seemingly complex features of
cochlear nonlinearity such as the nonmonotonic behavior of
combination tones with primary level. I then analyze a num-
ber of measurable effects that distinguish the operation of
AGC from that of instantaneous compression. Each of these
effects stems from the delayed action of AGC.

II. THEORY AND DISCUSSION

A. Basic concepts and terminology

This paper deals with the dynamic character of auditory
nonlinearity and, more specifically, with the contrast between
instantaneous compression and ‘‘slower’’ types of compres-
sion. For the slower types of compression I will use the
generic term AGC, in keeping with Zwislockiet al. ~1996, p.
621!, who write: ‘‘AGC is used by us according to the clas-
sical concept that designates a dynamical process with a fi-
nite time constant, usually longer than the period of oscilla-
tion of the controlled signal. Accordingly, instantaneous
nonlinearity is excluded.’’

The distinctive feature of AGC is the adjustment of the
gain based on anintegratedmeasure of stimulus intensity,
i.e., one that depends on a finite interval of recent stimulus
history. The integration process will usually cause a delay
between the fluctuations in stimulus intensity and the ensu-
ing gain adjustments.1 The mere existence of this delay or
‘‘reaction time’’ of the AGC causes measurable effects that
are analyzed presently. Though the exact implementation of
the AGC is irrelevant for that analysis, it is instructive to
discuss an example.

A typical AGC system contains an amplifier whose out-
put is rectified and lowpass filtered~leaky integrator!, and
fed back to adjust the gain the amplifier. The time constant~s!
of the lowpass filter determine the net delay between stimu-
lus fluctuations and the adjustment of the gain. Clearly, a
very high cutoff of the filter~small time constant! results in
an ‘‘almost instantaneous’’ control of the gain. Hence the
difference between instantaneous nonlinearity and AGC is
gradual rather than categorical. On the other hand, time con-
stants that exceed the period of the stimulus cause a dynamic
behavior that is qualitatively different from that of instanta-
neous nonlinearities~Zwislocki et al., 1996!.

The mathematical analyses of this study are based on an
AGC scheme that is idealized in two respects. First, the gain

is controlled on the basis of the envelope of the input; sec-
ond, the delayed action of the AGC is realized by a simple
retardation of the envelope. The choice of envelope as the
measure of momentary stimulus intensity has a distinct, re-
strictive, effect on the distortion spectrum because the enve-
lope lacks all waveform fine structure. The gain-controlling
signals of more realistic AGC systems~e.g., the one based on
a leaky integrator! may contain a fine-structure residue
~ripple!, yielding less restrictive distortion spectra. Thus the
absence or presence of certain components in the distortion
spectrum do not directly translate into evidence for or against
AGC.

The second idealization, the representation of the AGC-
induced delay by a single quantity, ignores the potential in-
terplay of multiple time constants such as ‘‘attack time’’ and
‘‘release time.’’ It also ignores any dynamical aspects that
may cause the delay to depend on the rate of intensity fluc-
tuations. This simplification is justified to the extent that the
gain adjustments sufferssomenonzero delay re the stimulus
envelope, which is sufficient to distinguish the AGC from
instantaneous nonlinearity.

Before plunging into mathematical detail, it is useful to
sketch how AGC can account for the well-known nonlinear
phenomena of compression, suppression, and distortion. An
AGC system lowers its gain with increasing stimulus inten-
sity. When the input consists of a single tone, this leads to a
compressive I/O function. An idealized, envelope-based,
AGC produces no harmonic distortion because the envelope
does not contain the stimulus frequency~for a single tone,
the envelope is constant, leading to a constant gain!.

When multiple components are present, the gain will be
dominated by the strongest one~s!, obviously leading to sup-
pression. To understand how AGC produces odd-order com-
bination tones, it helps to view the adjustment of the gain as
a form of amplitude modulation. A two-tone input with an-
gular frequenciesv1 andv2 has an envelope that oscillates
at the beat frequencyvB5v22v1 . A sufficiently fast AGC
will adjust the gain based on this periodic envelope. Thus the
two-tone stimulus is amplitude-modulated by a modulator
containing components atvB and its harmonicskvB . This
modulation produces sidebands at frequenciesv16kvB and
v26kvB . In a more familiar notation, the DPs occur at
frequencies (k11)v12kv2 and (k11)v22kv1 . These are
precisely the odd-order distortions that play a dominant role
in the cochlea. Their privileged role stems from the ideal-
ized, envelope-based, character of the AGC. In nonidealized
systems, stimulus frequencies may pervade the gain-
controlling signal, producing a wider class of distortions in-
cluding harmonics, difference tones, and other intermodula-
tion products.

In order to produce the odd-order distortions, the gain
control mechanism must be able to follow the beating be-
tween the primaries. Interestingly, any temporal limitation of
the AGC will result in an upper limit to the amplitude fluc-
tuations it can follow. Such limitations would provide a natu-
ral explanation for the decline of DP generation with increas-
ing primary spacing. The interpretation of this decline is
problematic in the context of instantaneous nonlinearities be-
cause suppression does not decline at large primary spacing,

1224 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Marcel van der Heijden: Cochlear gain control



showing that a wide frequency separation in itself does not
prevent the nonlinear interaction between the primaries.2

B. Effect of AGC on a two-tone stimulus

Mathematically, AGC is described by the stimulus trans-
formation:

y~ t !5G~ t !x~ t !, ~1!

wherex(t) andy(t) denote the input and output waveforms,
and G(t) is the time-varying gain. The gain is adjusted ac-
cording to the ‘‘momentary intensity’’ of the stimulus, which
is ideally represented by the envelopeE(t) of the input.
Thus:

y~ t !5G~E!x~ t !, ~2!

in which the time-dependence ofE is suppressed to avoid
cluttering of parentheses. For the transformation to be com-
pressive,G must be a monotonically decreasing function of
E, andG must not fall off faster than 1/E ~or else the output
level would decrease with increasing input level!:

dG/dE,0; ~3a!

G~E!.1/E. ~3b!

A typical example is a power-law transformation:

G~E!5Eb21, ~4!

where 0,b,1 ~in practical calculations, the singularity at
E50 must be removed, see the Appendix!. For a single-tone
input, the envelope is flat and equal to the amplitude of the
tone. Equation~4! then produces an I/O function with a slope
of b dB/dB. Thusb is the index of compression. For a two-
tone input, on the other hand, the envelope is fluctuating. The
envelope of an inputA cosv1t1Bcosv2t is

E~ t !5~A21B212AB cosvBt !1/2, ~5!

wherevB5v22v1 , the angular beat frequency. In general,
for any prescribed gain functionG(E), the substitution of
Eq. ~5! into Eq. ~2! yields an exact expression for the output
of the AGC, which can then be analyzed in terms of suppres-
sion and distortion. It is instructive to writeG(t) as a Fourier
seriesSGk(t) and to focus on the leading terms. For the
power-law function of Eq.~4! this expansion is treated in the
Appendix, yielding

G05~A21B2!2a,

G1~ t !522G0c1~a,R!cosvBt,

G2~ t !52G0c2~a,R!cos 2vBt, ~6!

¯

Gk~ t !5~21!k2G0ck~a,R!coskvBt,

wherea5~12b!/2, R5AB/(A21B2), and the positive co-
efficientsck(a,R) are defined in Eq.~A10! and further clari-
fied and illustrated in the Appendix. The particular choice of
the gain function of Eq.~4! is reflected in the dependence on
a of the above components. The dependence on the primary
amplitudes enters Eq.~6! via G0 and R. The alternation of
signs (21)k of the components is largely independent of the

details of the gain function; it is merely related to its
asymptotic behavior~cf. Schroeder, 1969!. Note in passing
that the expression forG0 ~the dc component of the gain!
entails the dc component of the mutual suppression of the
primaries.

It must now be taken into account that an AGC needs
some time to evaluate the stimulus level: the stimulus has to
be integrated over a stretch of time. As explained earlier, I
incorporate this lag by a single ‘‘AGC-related delay’’tAGC

and do not worry at this point how it depends on other pa-
rameters. It is crucial, however, thattAGC represents thein-
herentdelay of the AGC mechanism as opposed to cochlear
travel times and/or ‘‘filter delays.’’3

The stage is now set for an evaluation of the distortion
spectrum. Each componentGk of Eq. ~6! contributes to the
modulation of the primaries atv1 andv2 , thereby producing
sidebands at frequenciesv1,26kvB . In detail, the DPs stem
from multiplying the retarded gain functionsGk(t2tAGC)
with each of the primariesA cosv1t andB cosv2t. Two spec-
tral series emerge:

Sk~ t !5~21!kAG0ck~a,R!cos$v1t1kvB~ t2tAGC!%,
~7a!

Tk~ t !5~21!kBG0ck~a,R!cos$v2t1kvB~ t2tAGC!%,
~7b!

where k5...,21,0,1,... ~the k50 terms correctly describe
the components at the primary frequencies at the output of
the AGC!. The spectral series of Eq.~7! are overlapping:Sk

and Tk21 contribute to one and the same DP. Because the
amplitude of the DP decreases with orderk, and becausek
differs by 1 between the two contributions at any given fre-
quency, a single DP is usually dominated by one of the con-
tributions. DPs below the primary frequencies are dominated
by contributions fromSk , k,0, while DPs above the pri-
mary frequencies are dominated byTk , k.0.

We now generalize the distortion spectrum of Eq.~7! to
include travel timest1 and t2 of each of the primaries to-
ward the site of nonlinear interaction, and the travel timetDP

of the DP from the interaction site toward the site where it is
measured. Mathematically, this corresponds to a two-tone in-
put A cosv1(t2t1)1Bcosv2(t2t2) and the substitutiont
→(t2tDP) in the final expression. It is convenient to express
the travel times of the primaries in an average travel timetPR

and a travel-time disparitydt as follows:

tPR5~t21t1!/2, dt5~t22t1!.

The physical origin of the travel-time disparity is the disper-
sion of wave propagation on the BM, i.e., the dependence of
propagation speed on frequency. Abbreviating the ampli-
tudes, which are unaffected by the inclusion of travel times,
we obtain:

Sk~ t !5~21!kAk cos$~v11kvB!~ t2tPR2tDP!

2kvBtAGC2@~k21!v11kv2#dt/2%, ~8a!

Tk~ t !5~21!kBk cos$~v21kvB!~ t2tPR2tDP!

2kvBtAGC2@kv11~k11!v2#dt/2%. ~8b!

The three terms in curly braces reflect to three type of delays:
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~1! (v1,21kvB)(t2tPR2tDP) reflects the overall travel
time of primaries and DPs taken together. Alone, this
term would represent a single tone at the DP frequency
delayed by the total travel time (tPR1tDP).

~2! kvBtAGC5k(v22v1)tAGC reflects the AGC-related de-
lay tAGC.

~3! @¯# dt/2 stems from the disparitydt in travel time be-
tween the primaries.

The DP phases of Eq.~8! can be rewritten in a form that is
more convenient for the analysis of (v1 ,v2) area studies
~Knight and Kemp, 2000; Schneideret al., 2003!. With the
convention that the phase of cosvt is zero, the phases be-
come

fS~k!5kp1v1@~k21!~tPR1tDP2dt/2!1ktAGC#

2v2k~tPR1tDP1tAGC1dt/2!, ~9a!

fT~k!5kp1v1k~tPR1tDP1tAGC2dt/2!

2v2@~k11!~tPR1tDP1dt/2!1ktAGC#. ~9b!

For situations in which the travel timestPR andtDP dominate
the other time parameterstAGC anddt, Eq. ~9! predicts that
the equal-phase contours in the (v1 ,v2) plane are approxi-
mately parallel to the lines of constant DP frequency (v1

1kvB). Many of the DPOAE phase data of Knight and
Kemp ~2000! indeed show this patterning of phase contours.
On the other hand, Eq.~9! also shows that both the AGC-
related delaytAGC and the travel-time disparitydt cause
systematic deviations from this basic alignment. These de-
viations are further analyzed in Sec. II D.

C. Amplitude of the cubic difference tone

To illustrate the properties of the distortion spectrum of
Eq. ~7!, we now examine the lower cubic difference tone
~CDT! at 2v12v2 . The two contributions to this CTD are

S21~ t !52AG0c1~a,R!cos$~2v12v2!t

1~v22v1!tAGC%, ~10a!

T22~ t !51BG0c2~a,R!cos$~2v12v2!t

12~v22v1!tAGC%. ~10b!

First note that the amplituderatio of S21 to T22 is indepen-
dent of the overall level of the primaries; it only depends on
the amplitude ratioA/B of the primaries@see Eq.~A3!#.
Next, when the overall level of the primaries is increased
while fixing the relative level, then bothS21 andT22 grow
at the same compressive rate as does theoutput level of the
primaries,viz., at ~122a!5b dB/dB. Moreover, this is true
for the entire spectrum of Eq.~7!: everything that comes out
of the AGC is compressed at the same rate. This is consistent
with the common observation that the amplitude ratio of
DPOAEs and primaryinput decreases with increasing input
level ~e.g., Wilson, 1980!. Taken at face value, the growth of
DPOAEs provides a direct measure of the index of compres-
sion b in the cochlea.

Figure 1 shows the levels ofS21 andT22 as a function
of the input levelL2 of the second primary; a compression

indexb50.3 dB/dB was used. In this graph the first primary
is used as a reference in two ways: theinput level L2 ~ab-
scissa! is expressedre the fixed input levelL1 , and the
output levels of the CDT components~ordinate! are ex-
pressedre the output level of the first primary when pre-
sented in isolation. From the above remarks it follows that
the curves of Fig. 1 do not change with overall primary level.
In addition, the curves give an instant measure of the amount
of distortion: 0 dB on the ordinate corresponds to the level of
the undistorted~but compressed! output of the primaries. For
b50.3 dB/dB, the peak intermodulation distortion is213
dB.

Both curves in Fig. 1 show a nonmonotonic dependence
on relative primary level, and both curves peak when the
primary levelsL1 and L2 are approximately equal.S21 is
consistently larger thanT22 and falls of less steeply whenL2

is decreased. The asymptotic slopes of the curves follow
from Eq. ~A16!; they are indicated in the graph. For large
L2 , the two curves become parallel andS21 exceedsT22 by
a fixed amount 20 log~4/~32b!! dB @cf. Eq.~A17!#. In Fig. 1,
whereb50.3 dB/dB, this asymptotic level difference is 3.4
dB. Figure 1 shows that theS21 term will certainly dominate
when, as is routinely done, a 10 dB level difference between
the primaries is employed favoringL1 .

The inverted-U shape of theS21 curve ~Fig. 1! and its
asymptotic slopes of11 and~b22! dB/dB closely resemble
data on CDT level dependence ofv2 /v1 ratios close to unity
~e.g., Zwicker, 1981!. This agreement, however, does not by
itself afford an argument in favor of AGC because the pat-
terning of CDT amplitudes is equally well described by an
instantaneous type of compression~e.g., Goldstein, 1967;
Duifhuis, 1976!. It is in the phase behavior that the most
distinctive feature of the AGC, its delayed action, is revealed
most clearly.

D. Phase of the cubic difference tone

Assuming that the lower and upper CDTs are dominated
by theS21 andT11 terms, their phases@see Eq.~8!# are

FIG. 1. Levels of the two contributions to the CDT at 2v12v2 as a func-
tion of the input levelL2 of the primary atv2 , computed for an AGC with
a compression indexb50.3 dB/dB. The two contributionsS21 andT22 ~see
the text! are identified on the graph. The levels of the CDT components are
expressed in dBre the output level of the fixedv1 primary when presented
in isolation. Asymptotic slopes are indicated next to the curves where they
apply.
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fCDTL5fS~21!5p2~2v12v2!~tPR1tDP!

1~v22v1!tAGC1~v11v2/2!dt, ~11a!

fCDTU5fT~11!5p2~2v22v1!~tPR1tDP!

2~v22v1!tAGC2~v1/21v2!dt. ~11b!

Note thatfCDTU can be obtained fromfCDTL by interchang-
ing the primaries, i.e.,v1↔v2 andd→2dt @this reflects the
more general symmetry betweenSk andT2k of Eq. ~7!#. We
therefore restrict the discussion tofCDTL without loss of
generality.4 Equation ~11! is exact, but its interpretation is
complicated by the many unknowns it contains: the travel-
time parameterstPR, tDP, anddt, and the AGC-related de-
lay tAGC. Moreover, it is unknown how the travel times vary
with the primary frequencies. It will prove useful to linearize
in (v22v1). Since alwaysdt50 for v25v1 , we may
write, to first order

dt5~v22v1!u, ~12!

where the parameteru quantifies the disparity of travel
times5 of the primaries at the place of CDT generation. It is
important that, in writing down Eq.~12!, all we use is the
fact thatdt→0 whenv2→v1 . This is true even in the case
of different primary levels because the two primaries are
always simultaneously present: whenv1 and v2 coincide
there exists only a single tone. For the present purposes, it is
unnecessary to make further assumptions concerning the
traveling wave such as ‘‘scaling invariance’’~Sheraet al.,
2000!. The single parameteru absorbs both the change of
delay at a fixed location and the shift of the CDT generation
site. In particular, Eq.~12! is equally valid for ‘‘fixed-wave,’’
‘‘fixed-place,’’ or alternative types of CDT generation~Kemp
and Brown, 1983; Zweig and Shera, 1995!. Using the linear-
ization of Eq.~12!, the CDT phase of Eq.~11a! becomes, to
first order in (v22v1),

fCDT5p2~2v12v2!~tPR1tDP!

1~v22v1!~tAGC13/2uv1!. ~13!

When applying Eq.~13! to a specific experimental paradigm,
the unknown character oftDP ~the time it takes the DP to
travel from its source to the site where it is measured! is the
main stumbling block. This is particularly true for DPOAEs.
First, the dependence oftDP on the primary frequencies is
unknown. Second, the actualpath taken by the DP is uncer-
tain and may even depend on the relation between DP fre-
quency and generation site~Knight and Kemp, 2000!. Third,
multiple paths of DP propagation may converge to the mea-
surement site~Heitmann et al., 1998; Kalluri and Shera,
2001!.

Despite these uncertainties, Eq.~13! clearly shows that
the phase effect of an AGC-related delay is entangled with
the dispersive effects of primary spacing. The former is
quantified bytAGC and the latter byu; their entanglement or
tradeoff is represented by the factor (tAGC13/2uv1) in Eq.
~13!. When analyzing DP phase, therefore, ignoring the ef-
fects oftAGC will generally lead to a systematic overestima-
tion of the parameteru, introducing biases in the estimation
of traveling-wave parameters from phase data. Furthermore,

due to the tradeoff betweenu andtAGC, any effect of overall
sound level ontAGC ~see the following! is easily mistaken
for an effect of sound level on the traveling wave phases or
DP generation.

E. Phase of cancellation tones

In the classic cancellation method~Lewis and Larsen,
1937; Zwicker, 1955!, a ‘‘cancellation tone’’ at the DP fre-
quency is presented along with the primaries. The amplitude
and phase of the cancellation tone is adjusted to eliminate the
percept of the DP. Cancellation data provide a test of the
existence of AGC-related lags, as can be understood as fol-
lows. When the primaries are closely spaced, thenv1 , v2 ,
and the frequencies of low-order DPs are all close together.
Because their traveling waves largely overlap, the differ-
ences in propagation will be small and are bound to cancel
when inspecting thedifferential effects measured with the
cancellation method. In particular, the travel time of the DP
from its generation site to its characteristic place becomes
irrelevant because it is common to the DP and the cancella-
tion tone~the DP and the cancellation tone are really one and
the same tone!. This situation is in stark contrast to DPOAEs,
whose measured phases critically depend on their backward
propagation to the ear canal.

The mathematical details of the cancellation of the CDT
are as follows. The linearization that led to Eq.~12! is used
to express the phase of the cancellation tone~this is justified
by the close spacing of all components considered!. The
CDT frequency is 3/2(v22v1) away from the average fre-
quency of the primaries. Using the linearization of travel
times@Eq. ~12!#, the travel timetCL of the cancellation tone
to the site of CDT generation becomes

tCL5tPR23/2~v22v1!u.

To first order in (v22v1), then, the phase of the cancella-
tion tone beyond the CDT generation site becomes

fCL5fADJ2~2v12v2!~tCL1tDP!

5fADJ2~2v12v2!~tPR1tDP!

13/2~v22v1!uv1 ,

wherefADJ is the~adjustable! phase of the cancellation tone
in the apparatus. The requirement of cancellation with the
CDT @Eq. ~13!# yields

fADJ5~v22v1!tAGC1h~v22v1!21¯, ~14!

where the ellipsis denotes third-order and higher-order terms
in (v22v1). As anticipated, to leading order all travel de-
lays have canceled in Eq.~14!. This isolates the effect of the
AGC-related delay, which enters the scene in an uncompro-
mising way. If there is a nonzero AGC-related delaytAGC

.0, then, for small primary separations,fADJ should vary
linearly with (v22v1), the coefficient of proportionality be-
ing tAGC. If, on the other hand, the compressive nonlinearity
is instantaneous (tAGC50) then Eq.~14! tells us thatfADJ

varies ash(v22v1)2 for closely spaced primaries. In that
case the direction of change with primary spacing depends
exclusively on the sign of the coefficienth, which in turn
depends on traveling wave details. Equation~14! generalizes
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to higher-order DPs, the linear coefficient being2ktAGC for
the DP atv11k(v22v1).

A simple test of linear phase behavior nearv25v1 is to
look for a change of sign in the cancellation phase during the
transition fromv2.v1 to v2,v1 . In psychoacoustics this
is not possible due to the inaudibility of upper CDTs. The
next best method is to look for a nonvanishing slope of the
phase when approachingv25v1 . The CDT, however, be-
comes inaudible when the primaries are too close; no data
are available for primaries whose relative frequency differ-
ence is less than 5%. These two restrictions can be summa-
rized in the single requirement thatv2 /v1.1.05 for psy-
choacoustic cancellation tests. No such restriction exists in
the measurement of DPs on the basilar membrane~Robles
and Ruggero, 2001!, or is there a reason to expect such re-
strictions in the temporal analysis of auditory nerve data
~Goldstein and Kiang, 1968; Buunen and Rhode, 1978!. The
best test of the phase behavior, therefore, can be expected
from applying the cancellation method to cochlear-
mechanical measurements or auditory nerve recordings.6 Un-
til the advent of such data, the classic psychoacoustic studies
are our best source of information.

A square-law behavior offADJ was claimed by Gold-
stein ~1967!, although part of his phase data~plotted on a
log–log scale! deviates from this behavior. Goldstein also
gave a mathematical argument for the square-law phase be-
havior, based on an instantaneous nonlinearity. This theoret-
ical argument was elaborated by Schroeder~1969!. Many of
Hall’s ~1972! phase curves look quite linear~e.g., Fig. 1,
1475 Hz curve!, and there is a systematic trend for the phase
curves to become less steep with increasing sound level~e.g.,
Fig. 1 versus Fig. 3!. If the slope of the phase curves is
identified with the AGC-related delay@Eq. ~14!# then Hall’s
data suggest thattAGC decreases with sound level: the AGC
becomes faster with growing intensity. The same trend is
seen in many other data sets~e.g., Zwicker, 1981!. The phase
data of Zwicker~1981, Figs. 5, 8, and 15! were plotted using
a compressed~square-root! abscissa and a linear ordinate.
This choice of scaling, which is not clarified in the paper,
prevents a straightforward evaluation because it makes a lin-
ear phase curve look like a parabola and a square-law rela-
tionship like a fourth power.

Wilson’s ~1980! cancellation data were obtained while
varying the frequency ratiov2 /v1 and keeping the fre-
quency of the lower CDT constant at 800 Hz. Data from
Wilson’s Fig. 1 are reproduced in Fig. 2~symbols!. We plot
cancellation phasefADJ as a function of (v22v1) instead of
the ratiov2 /v1 used in the original graph. To estimate the
contribution of a linear term as in Eq.~14!, each phase curve
was fitted to a polynomial fADJ5g(v22v1)1h(v2

2v1)2. The fitted curves are shown as lines in the graph.
Identifying the linear coefficientg with the AGC-related de-
lay, Wilson’s data yieldtAGC54.0, 3.2, 2.5, 2.3, 1.8, 1.5, and
1.7 ms for primary levels of 20, 30, 40, 50, 60, 70 and 80 dB
SL. This is a quantitative assessment of our earlier remark
that tAGC seems to decrease with sound level. Note that the
delays at low levels amount to several cycles of the primary
frequencies.7 Such large delays are consistent with the lag of
suppression observed in the auditory nerve of the cat~van

der Heijden and Joris, 2005!. Delays of several cycles pre-
clude any interpretation in terms of hysteresis~Bian et al.,
2004!. This concludes our perusal of psychoacoustic cancel-
lation data.

How general is the analysis of cancellation phase lead-
ing to Eq.~14!? One assumption used in the derivation is that
primaries, CDT, and cancellation tone all travel along the
same inward path~this allows one to treat the different types
of delay as cumulative, i.e., to add them!. This assumption is
well backed up by physiological data~for a discussion, see
Buunen and Rhode, 1978! and by theoretical analysis~Shera,
2003!. A second assumption is the dominance of theS21

term over theT22 term in Eq.~10!. This is under the experi-
menter’s control: the dominance is guaranteed by an appro-
priate choice of relative primary levels, viz.,L12L2

>10 dB ~Fig. 1!. The general case is treated in Sec. II F
below.

It is important that the reasoning leading to Eq.~14!
does not depend on the assumption that the nonlinear inter-
action takes place at a single location. Single distortion prod-
ucts probably arise over an extended region of the cochlea,
as convincingly argued by Zwicker~1980a, 1980b!. But the
distributed emergence of DPs does not affect the presence or
absence of the linear term in Eq.~14! because the addition of
multiple second-order termsh(v22v1)2 will never create a
linear termg(v22v1). On the other hand, if the phase dis-
persion across the primaries is significant, multiple contribu-
tions may cancel in exceptional cases, giving rise to typical
notches in DP amplitude~e.g., Goldstein, 1967!. For this to
happen, phase dispersion must be appreciable, and this in
turn is directly linked to cochlear frequency selectivity
~Schroeder, 1969; Zwicker, 1981!. For an experimental as-
sessment of the linear term in Eq.~14!, it is best to stay away
from the larger frequency ratios~>1.3! at which such
anomalies usually occur.

F. Interference effects

There is another class of effects predicted by AGC but
not by instantaneous nonlinearities. In much of the preced-

FIG. 2. Phase of the cancellation tone as a function of primary spacing. Data
of Wilson ~1980! ~symbols! are reproduced along with the best fitting
second-order polynomials with vanishing constant term~lines!. Individual
curves correspond to different primary levels as indicated in the graph.
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ing, the CDT was identified with theS21 term of Eq.~10!,
while theT22 was ignored. In reality, Fig. 1 shows that over
a large range of relative primary levels theT22 term is only
slightly weaker than theS21 term; the asymptoticS21 /T22

amplitude ratio amounts to 2.5–6 dB, depending on the in-
dex of compressionb ~the quoted values occur whenb50
and 1, respectively; see Sec. II C!. Thus T22 will signifi-
cantly contribute to the lower CDT as long as the~effective!
level L2 of the upper primary is not much lower than the
level L1 of the lower primary. Now from Eq.~8!, therelative
phase of the S21 and T22 terms amounts to (v2

2v1)tAGC. Thus, when the primary spacing is varied, the
running relative phase of theS21 andT22 terms will cause
fluctuations in the amplitude of the CDT. This interference
effect generalizes to DPs of all orders because any DP is a
mix of anSk and aTk21 term @Eq. ~10!# whose phases differ
by (v22v1)tAGC. Moreover, the amplitudes of the DPs of
different orders should co-vary.

Figure 3 illustrates this interference effect. The ampli-
tudes of the different components at the output of the AGC
are plotted as a function of primary spacing in~a!. The
curves are calculated using a constant CDT frequency of 3
kHz, primary levelsL25L1110 dB, and an AGC-related de-
lay tAGC of 1 ms ~three cycles of the CDT!. The index of
compressionb was 0.3 dB/dB. An important characteristic of
the amplitude fluctuations is the location of a minimum at
zero primary spacing for all components. Note that the graph

includes conditions with (v22v1),0, so thatv1 ~solid
line! is not necessarily the lower primary. Over the whole
range of primary spacings, though,v1 is always the primary
that is nearest to the DPs shown.

Interestingly, the primaries themselves are no exception
to the interference effect. The interference of the primaries
S0 andT0 with the T21 andS1 terms produces oscillations
completely analogous to those of the CDT and higher-order
DPs. This means that the suppression of one primary by the
other will contain a component that oscillates with increasing
primary spacing. Naturally the effect is more pronounced for
the weaker than for the stronger primary@upper two curves
in Fig. 3~a!#.

The interference ofS andT terms also affects the phase
of the components@Fig. 3~b!#, causing plateaus in DP phase
around (v22v1)tAGC50,61,... . The plateaus spoil the oth-
erwise linear phase behavior of the DPs. Thus, when testing
the linear phase behavior~Sec. II E!, it is best to choose a
relative primary level that avoids these interference effects
~see the following!. The phase of the weaker primary atv1

varies along with the DP phase. This effect might underlie
some of the contradictory findings regarding the effect of
suppression on probe phase in BM measurements~for a dis-
cussion, see Cooper, 1996!.

Figure 4 is the analogue of Fig. 3 for the opposite choice
of primary levels, now favoring the primary closest to the
CDT: L15L2110 dB. As expected, this choice of primary
levels removes most of the interference effects, except for
the weaker primary atv2 . In particular, the linear phase
behavior of the DPs is restored, rendering this the ideal con-
dition for a test of Eq.~14!.

It is somewhat surprising that the oscillations shown in
Fig. 3, even though they result from interference, do not
require a combination of two physically separated sources or

FIG. 3. AGC-related interference effects.~a! The amplitudes of four com-
ponents at the output of an AGC for a two-tone input. The components
shown are the primaries atv1 and v2 , the CDT at 2v12v2 , and the
fifth-order DP at 3v122v2 , as indicated in the graph. Primary spacing at
the abscissa corresponds tov22v1 ; note that bothv2,v1 , andv2.v1

are covered. The index of compression was 0.3 dB/dB. The AGC-related
delay was 1 ms. The input levelL1 of thev1 primary was 10 dB belowL2 .
At the ordinate, 0 dB corresponds to the output level of the strongest pri-
mary when presented alone.~b! The unwrapped phases of the same compo-
nents.

FIG. 4. Same as Fig. 3, except for the primary levels: hereL1 is 10 dB
aboveL2 .
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alternative travel paths of a DP. The interference effects of
Fig. 3 are due to time differences, but these time differences
have nothing to do with travel times or different modes of
backward propagation~Heitmannet al., 1998; Kalluri and
Shera, 2001!.

Are the effects shown in Fig. 3 a potential explanation
for the notches routinely found in CDT cancellation data
~e.g., Goldstein, 1967!? The interference ofS andT terms is
‘‘gentle’’ in the sense that theS term always dominates theT
term, preventing perfect annihilation. Specifically, the
S21 /T22 amplitude ratio has a lower bound of 4/~32b! @cf.
Eq. ~A17!#, resulting in a maximum CDT notch-depth of
20 log~~72b!/~11b!! dB. This maximum notch-depth is
largest for smallb and decreases from 17 to 9.5 dB whenb
increases from 0 to 1. Whenb50.3, the maximum notch-
depth is 14 dB. The notches reported by Goldstein~1967!
and by many others~e.g., Smoorenburg, 1972! are of a more
violent type, with notch-depths exceeding 25 dB and sudden
0.5-cycle phase jumps. The latter anomalies point to a nearly
perfect annihilation of two or more components~Zwicker,
1980a; 1980b! and cannot result from the gentle type of in-
terference shown in Fig. 3.

The AGC-related interference described here might pro-
vide an explanation for those parts of DPOAE ‘‘fine struc-
ture’’ that are not tied to DPOAE frequency. For instance,
Fig. 10b of Schneideret al. ~2003! shows humps in the am-
plitudes of DPOAEs which are consistently aligned parallel
to the effective (v25v1) axis of the plot, a mode of align-
ment for which the authors ‘‘cannot yet give@...# a simple
interpretation.’’ Consistent with Figs. 3 and 4, Schneider
et al. observe this type of alignment whenL1,L2 but not
whenL1.L2 .

When inspecting DPOAE data for the occurrence of the
interference effects described earlier, the existence of other
types of DPOAE fine structure~Talmadgeet al., 1999! may
be a confounding factor. On the other hand, the prediction
that DPs of all orders should co-vary, including even the
primaries themselves, is a strong prediction which should
facilitate experimental testing. Evidence for these fluctua-
tions may also be sought in measurements of BM motion or
from recordings of the auditory nerve. Regardless of the
method, it is best to use low overall sound levels as this will
minimize the expected frequency interval between spectral
maxima and minima~due to the decrease oftAGC with level!.

III. SUMMARY AND CONCLUSION

Automatic gain control accounts well for the nonlinear
auditory phenomena of compression, suppression, and distor-
tion ~Secs. II A, II B, and II C!. The most distinctive feature
of a realistic AGC is its finite integration time, which causes
a delay that is an inherent property of the nonlinearity~as
opposed to cochlear travel times!. This AGC-related delay
gives rise to a number of phase effects~Secs. II D, II F! that
are alien to the instantaneous type of nonlinearity commonly
considered to underlie auditory nonlinearity. Presumably the
best way to explore the putative AGC-related delays is the
measurement of the phase of tones that cancel the CDT pro-
duced by a pair of primary tones. Any AGC-related delay
will show up as the slope of a linear relation between the

phase of the cancellation tone and the frequency spacing of
the primaries~Sec. II E!. The absence of such a delay would
result in a square-law phase behavior.

Existing psychoacoustic cancellation data, when inter-
preted in terms of AGC-related delays, suggest that these
delays become smaller with increasing sound level~e.g., Fig.
2!. The data, however, are not conclusive as to the existence
of AGC-related delays. Because part of the inconclusiveness
is due to inherent limitations of the psychoacoustic cancella-
tion method, I suggest that the cancellation method be em-
ployed in future physiological measurements~Sec. II E!, and
indicate which stimulus conditions are optimal for that pur-
pose~Secs. II E, II F!.

If AGC-related delaystAGC exist, they have a serious
impact on the interpretation of DP data in terms of traveling
waves. The most important consequences are:

~1! Estimates of phase dispersion in the cochlea must be
corrected for the phase effects associated withtAGC

@Eqs.~9! and ~13!#.
~2! The effect of sound level on DP phase will need reinter-

pretation, as it might reflect changes intAGC rather than
changes in wave propagation or DP generation~Secs.
II D, II E !

~3! Not all interference effects imply the existence of physi-
cally separate sources or alternative travel paths of DPs
~Sec. II F!.

Does a nonzero value oftAGC necessarily imply the paramet-
ric character of auditory compression exemplified by the
leaky-integrator system~Sec II A!? It cannot be excluded
off-hand that an instantaneous nonlinearity, when integrated
into a dynamic system like an oscillator, would lead to the
type of delay between waveform intensity and gain adjust-
ment that is termed AGC-related in this study. The delay
would then be an ‘‘emergent property’’ of the nonlinear dy-
namic system rather than the reflection of a physical time
constant. I am not aware of an example of a nonlinear oscil-
lator that shows this behavior and that also produces the
sluggishness of suppression reported by Cooper~1996! and
the delay of suppression reported by van der Heijden and
Joris ~2005!. Gain control, on the other hand, provides a
simple framework in which these different phenomena are
by-products of the lowpass character of the control signal;
the measured time constants should all reflect this common
origin.

The existence of cochlear gain control, if confirmed, will
affect the interpretation of auditory nonlinearity in terms of
cochlear anatomy and physiology. Because the auditory non-
linearities in question are widely assumed to have a cochlear-
mechanical origin, the anatomical structures responsible for
AGC must take part in the mechanics, too. Other potential
sites of AGC, such as the synapses between inner hair cells
and nerve fibers~Geisler and Greenberg, 1986! are therefore
unlikely to play a role in the nonlinearities at issue. Regard-
ing the role ofouter hair cells, an envelope-following gain
@Eq. ~2!# is more likely to originate from the dc component
of the transduction current of outer hair cells than from the
ac component.

Though most of the above deals with nonlinearities of
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the cochlea, there is no a priori reason why gain-control
mechanisms should be restricted to animals having a co-
chlea. The inner ears of other vertebrates show nonlinear
behavior, too~e.g., Manleyet al., 1993! and the analyses
offered in this study are equally applicable to these ears. In
fact, the absence of traveling waves could only facilitate the
measurement of any AGC-related delays.

In view of the above-mentioned ramifications, it is re-
markable how little is really known about the temporal as-
pects of the nonlinearity of the inner ear. The present author
hopes that this study will inspire colleagues from different
areas to tackle this intriguing problem.
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APPENDIX: SERIES EXPANSION OF THE POWER-
LAW GAIN

In this Appendix the power-law gain of Eq.~4! is evalu-
ated for a two-tone input. The Hilbert envelope of the two-
tone input@Eq. ~5!# yields a gain

G5G0~112R cosvBt !2a, ~A1!

where

a[~12b!/2, ~A2a!

G0[~A21B2!2a, ~A2b!

and

R[AB/~A21B2! ~A3a!

5~A/B!/~11~A/B!2! ~A3b!

5~B/A!/~11~B/A!2!. ~A3c!

~The latter two expressions emphasize thatR depends exclu-
sively on the ratio of the primary amplitudes.! In order to
obtain a Fourier series forG, we write cosvBt as a sum of
exponentials:

cosvBt5@exp~ ivBt !1exp~2 ivBt !#/2[~x1x21!/2,
~A4!

and rewrite Eq.~A1! as

G5G0~11R~x1x21!!2a, ~A5!

leading to a power series inx,

G/G05 (
k50

`
~2a!~2a21!¯~2a2k11!

k!
Rk

3 (
m50

k
k!

~k2m!!m!
xk22m. ~A6!

This can be simplified to

G/G05 (
m50

`

(
k5m

`

xk22m
~a!k~2R!k

~k2m!!m!
, ~A7!

where we used the Pochhammer symbol (a)k[(a)(a
11)¯(a1k21). Equation~A7! is a Laurent series inx:

G/G05 (
n52`

`

~21!ncnxn ~A8!

and Eq.~A5! implies thatcn5c2n . It therefore suffices to
considern>0. The coefficientscn are retrieved by collecting
terms withk5(n12m) in Eq. ~A7!, yielding

cn5 (
m50

`
~a!n12m

~n1m!!m!
Rn12m, n>0. ~A9!

A rearrangement of the factors of Eq.~A9! leads to the final
expression for the coefficients,

cn5Rn
~a!n

n!
FS a1n

2
,
a1n11

2
;n11;~2R!2D , n>0,

~A10a!

c2n5cn , ~A10b!

whereF is the hypergeometric function defined by

F~a,b;g;z!5 (
m50

`
~a!m~b!m

~g!mm!
zm ~A11!

~e.g., Gradstheyn and Ryzhik, 1994!. Combining Eqs.~A4!
and ~A8!, the gain is written as a Fourier series:

G5G0F112(
n51

`

~21!ncn~a,R!cos~nvBt !G . ~A12!

This expression reveals that the coefficientscn defined in Eq.
~A10! are the relative amplitudes of the harmonics of the
beat frequency in the gain function. These relative ampli-
tudes depend exclusively on the relative amplitudes of the
primaries, becauseR can be expressed in the ratioA/B @cf.
Eq. ~A3b!#.

The cn(a,R) of Eq. ~A10! are singular forA5B. This
divergence stems from the periodic zeros of the envelope of
an equal-amplitude two-tone complex: a strict application of
the power-law gain function of Eq.~4! leads to singularities
for a vanishing envelope. A realistic gain function, however,
has an upper limit, which is conveniently implemented by
the following adaptation of the power-law gain function:

G~E!5~E21e2!~12b!/2, ~A13!

wheree is that value of the envelope below which the gain
saturates. In practical calculations involving Eq.~A10!, such
a constraint amounts to the substitution

R→~12d!R, ~A14!

where 0,d,1. The calculations in the present study are all
based ond50.1. The precise value ofd is not important for
the present purposes.8

Figure 5 shows the magnitude of the amplitude coeffi-
cients c1–c3 as a function of relative primary level
20 log(A/B). An index of compressionb of 0.3 dB/dB was
used. The magnitude of the componentscn decreases with
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the ordern. The left/right symmetry of the curves is a con-
sequence of the symmetryR(A,B)5R(B,A) displayed by
Eq. ~A3!. The asymptotic behavior of the coefficientscn for
A@B and forB@A is dictated byR→0 in both cases, caus-
ing the factorF(¯) in Eq. ~A10! to approach unity. This
leaves

cn→Rn~a!n /n!, R→0. ~A15!

The two limiting cases can be further evaluated by means of
Eqs.~A3b!, ~A3c! yielding

cn→~A/B!n~a!n /n!, A!B, ~A16a!

cn→~B/A!n~a!n /n!, B!A. ~A16b!

This accounts for the asymptotic slopes of6n dB/dB of the
cn curves in Fig. 5. An immediate consequence of Eq.~16a!
is

cn11 /cn→~A/B!~n11/22b/2!/~n11!, A!B.
~A17!

This result is used in the main text to estimate the relative
amplitudes of the two contributions to a single DP~Secs.
II C, II F!.

1An exception is a system in which the gain is controlled by future stimulus
fluctuations. Such a system would need two parallel input channels: a fast
one for determining the gain and a delayed one for the signal to be con-
trolled.

2It is hard to imagine a type ofinstantaneousnonlinearity that produces
suppression but no CDTs. To the extent that the cochlear-mechanical mea-
surements are made very close to the site of nonlinear interaction, it is
unconvincing to blame the absence of CDTs to poor propagation or lack of
‘‘coupling.’’

3Delays due to ‘‘filtering’’ are implicit in the phase profile of the basilar
membrane. A distinction between traveling wave delays and so-called filter
delays can be misleading in that it incorrectly suggests the operation of a
separate filter outside the traveling wave.

4The symmetry betweenSk andT2k is only valid within a single idealized
AGC. It does not imply a general symmetry between lower and upper
CDTs, because that is generally lost upon frequency-dependent propagation
in the cochlea.

5In view of the normal dispersion of the cochlea, one expectsu>0, corre-
sponding to thehigher primary arriving later at the CDT generation site
than the lower primary. Anomalous dispersion at low frequencies~,1 kHz
in the cat; Pfeiffer and Molnar, 1970; van der Heijden and Joris, 2003!,

however, will causeu to become negative. The terms ‘‘normal dispersion’’
and ‘‘anomalous dispersion’’ correspond to a decrease, respectively, in-
crease, of propagation velocity with frequency~Elmore and Heald, 1985!.

6In principle, one could simply measure~e.g., on the BM! the phase of the
primaries and of the CDT, and then check the validity of Eq.~13!. In
practice, however, the absolute phase of stimulus components in the inner
ear is sensitive to a host of confounding factors such as sound level and the
relation between stimulus frequency and characteristic frequency of the
measurement site~Robles and Ruggero, 2001!. A differential method like
the cancellation paradigm eliminates these confounding factors.

7Interestingly, it is only at higher sound levels~>60 dB SPL! that harmonic
distortion starts to become appreciable in psychophysics~Wegel and Lane,
1924! and cochlear mechanics~Cooper, 1998!. This is expected when the
integration time of the AGC drops to values comparable to the signal pe-
riod: for such small values of integration time, the time-varying gainG(t)
must contain residuals of the signal fine-structure~i.e., signal frequencies
and their harmonics! in addition to the stimulus envelope. The application
of such a gain functionG(t) to the stimulus obviously results in harmonic
distortion.

8Only if very small values are used~d,0.01! is the patterning of amplitude
coefficients significantly affected and then only in the immediate neighbor-
hood of equal primary amplitudes. Such small values ofd would mean that
the nonlinearities were dominated by the small fraction of time that the
theoretical~Hilbert! envelope is almost zero. This is unrealistic because any
practical scheme to extract the stimulus envelope~such as a leaky integra-
tor! will fill up the narrow valleys of the envelope.
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Transient evoked and distortion product otoacoustic emission data, showing a characteristic slowly
oscillating spectral shape, are presented. Such peculiar behavior had also been observed in earlier
studies, and deserves some theoretical explanation. A simple model of the cochlear reflectivity,
based on the analogy between the cochlear transmission line equations and the Schro¨dinger wave
equation for the motion of an elementary particle above a one-dimensional potential well, is
presented. Wave mechanics predicts indeed reflection from a negative potential well, which is
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I. INTRODUCTION

Otoacoustic emissions~OAEs! are a by-product of the
active mechanisms of the inner ear. Their study is important
to get information on the physiology and pathology of the
cochlea~Probstet al., 1991!. A spectral fine structure has
been observed both in spontaneous OAEs~SOAEs! and in
distortion product OAEs~DPOAEs! ~see, e.g., Talmadge
et al., 1998; Mauermannet al., 1999a, b!. This structure is
associated with peculiar aspects of cochlear mechanics, and
its analysis has been effectively used to test cochlear models.
DPOAE’s fine structure is generally assumed to be due to
interference between two different cochlear sources~Tal-
madgeet al., 1999!. A possible explanation of SOAE quasi-
periodicity was provided by Zweig and Shera~1995! as be-
ing due to a coherent reflection mechanism, which would
favor those frequencies matching a periodic standing wave
condition~Talmadgeet al., 1998!. The frequency spacing of
multiple SOAEs has also been associated with the critical
band ~CB! and an interesting structure has been observed
~Braun, 1997! within CB and 2CB, favoring low-order fre-
quency ratios~5:4, 6:5!.

In addition to these ‘‘small-scale’’ spectral features~fine
structure!, TEOAE and DPOAE spectral responses also re-
veal some ‘‘large-scale’’ structure, with a characteristic dip
around 2–3 kHz~e.g., Smurzynski and Kim, 1992; Gorga
et al., 1993; Kummeret al., 1998!. Possible explanations
were proposed, in the case of DPOAEs, involving calibration
of the stimuli in the ear canal, the effect of standing waves in
the sealed ear canal~Siegel and Hirohata, 1994!, or indi-
vidual variations of middle-ear and inner-ear resonances
~Lonsbury-Martinet al., 1990!. In this work, even if we can-

not rule out other possible explanations, we suggest instead
that this peculiar OAE large-scale spectral structure could
find a simple explanation within very general cochlear trans-
mission and reflection models. We present new TEOAE and
DPOAE data of normal-hearing and hearing-impaired ears
confirming this spectral behavior, and provide a possible ex-
planation for it, starting from the equation describing the
cochlear transmission as that of an equivalent electrical
transmission line. We note that the differential equation for
the cochlear transmission line is formally equivalent to the
Schrödinger wave equation describing the motion of a par-
ticle in a one-dimensional potential. The transverse imped-
ance minimum at the resonant place is equivalent to a poten-
tial well, and the initial energy of the particle, which is only
kinetic, is equivalent to the square of the initial wave vector
amplitude. Reflection from the well can be computed as a
function of the particle energy and of the well depth, which
is related to the quality factor of the cochlear resonance. As it
is well known from elementary quantum mechanics~Landau
and Lifshitz, 1977!, reflection from a potential well is quasi-
periodically dependent upon the kinetic energy of the incom-
ing particle and the well depth and width. As a consequence,
in our equivalent cochlear problem, the combination of the
dependence on frequency of the initial wave number and of
the quality factor produces a characteristic oscillating depen-
dence on frequency of the reflected fraction of the incoming
acoustic wave. Although absorption at the resonance place
should also be taken into account in a more complete model,
the frequency of the reflection maxima and minima can be
approximately determined even neglecting absorption. In the
Results section, the model is applied to the analysis of ex-
perimental TEOAE and DPOAE spectral responses, showing
that the observed spectral shape could be effectively ana-
lyzed within this framework.

a!Electronic mail: r.sisto@dil.ispesl.it
b!Electronic mail: arturo.moleti@roma2.infn.it
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II. METHODS

Audiometric recordings and TEOAEs and DPOAEs of a
population of 83 adult male subjects exposed to noise, in-
cluding normal-hearing and hearing-impaired subjects, have
been analyzed. These data were collected within the frame-
work of the Finalized Project on Otoacoustic Emissions of
the Italian Ministry of Health, aiming at proving the effec-
tiveness of OAE techniques to detect and monitor mild co-
chlear damage in workers exposed to noise. Pure-tone audio-
grams were recorded, for all subjects, in an acoustically
shielded room. The audiometric test frequencies were 0.25,
0.5, 1, 2, 3, 4, 6, and 8 kHz. The population was divided in
three different audiometric classes, according to the mea-
sured hearing threshold. The ear was defined as ‘‘normal’’ if
no absolute threshold level higher than 10 dB was measured
over the whole frequency range~96 ears!. If a threshold
higher than 20 dB was observed in any audiometric range,
the ear was defined as ‘‘impaired’’~26 ears!. An intermediate
set of normal-hearing subjects was identified with maximum
threshold level between 10 and 20 dB, defined in this work
as ‘‘mild hearing loss’’~44 ears!.

TEOAE and DPOAE recordings were obtained with the
ILO-96 system~Otodynamics, Ltd.!. Probe calibration was
repeated at the beginning of every measurement session, us-
ing the standard ILO 2cc cavity.

TEOAEs were recorded in the standard ‘‘derived nonlin-
ear’’ mode, using a stimulus amplitude of (8063) dB and
the standard ILO trapezoidal window.

DPOAEs were recorded with a stimulus frequency ratio
f 2 / f 151.22, and levelsL1565 dB andL2555 dB, in the
range 500–8000 Hz, with 1/3-octave resolution. Actually,
only in 102 of the total of 166 ears, DPOAEs were recorded
using exactly the 65–55-dB stimulus paradigm. In the other
ears examined, slightly different stimulus levels were used.
Although the results are very similar, to avoid confusion only
these 102 DPOAE recordings were used in the following
analysis.

TEOAE and DPOAE absolute response amplitudes were
averaged over the ears of the three audiometric classes. The
TEOAE waveforms of the normal-hearing ears have also
been analyzed to measure the OAE spectral latency, to get an
estimate of the average cochlear tuning curve, according to
the procedures described in Sisto and Moleti~2002! and Mo-
leti and Sisto~2003!.

III. MODEL

We refer to a simple model of the cochlear transmission
described as a transmission line, which is locally resonant at
different frequencies, according to a tonotopic map~Green-
wood, 1990! relating frequency and longitudinal positionx
along the cochlea. Within the framework of the transmission
line formalism, the differential equation describing the mo-
tion of the traveling wave has the form

]2Pd~x,v!

]x2 5
2k0

2v2

D~x,v!
Pd~x,v!, ~1!

wherePd is the differential pressure applied to the cochlear
membrane,k0 is a constant dependent on density and geom-

etry of the basilar membrane and cochlear cavity, and
1/D(x,v) is a tonotopically resonant function~see, e.g., Tal-
madgeet al., 1998, Sisto and Moleti, 2002!.

This wave equation is formally equivalent to the Schro¨-
dinger equation for the motion of a particle in a one-
dimensional potential

2
\2

2m

]2c

]x2 1U~x!c5Ec. ~2!

The increase of the absolute value of the~negative! second
member of Eq.~1! approaching the resonant place is equiva-
lent to a potential wellU(x), and the initial energy of the
particle, which is only kinetic, is equivalent to the square of
the wave vector initial amplitude.

As the particle kinetic energy increases approaching the
potential well, similarly, in the cochlea, for a wave of given
frequency, the wave vector increases~the wavelength de-
creases! approaching the resonant place for that frequency.
This analogy may be useful because the problem of one-
dimensional motion of a quantum particle has been exten-
sively studied, and analytical solutions of many different
problems are already available in the literature. Of course, in
the transmission line equation there is also the imaginary part
of the transverse impedance, associated with absorption near
the resonance place. This dissipative part of the equations is
not taken into account in the simplest version of this model,
because we wish to explain the main relative features of the
OAE spectral structure, but it should be considered if a quan-
titative estimate of the reflection coefficient is needed to pre-
dict also the absolute OAE level. It can be shown that inclu-
sion of dissipative effects leads to prediction of the typical
traveling wave behavior, with a strong damping approaching
the resonant place, where the impedance becomes imaginary.
Neglecting dissipation, it is still possible to predict the spec-
tral shape of the reflectivity function.

A. Semiclassical solution for the transmission line
models

In full cochlear model based on resonant transmission
lines, the basic equations of motion are

]2Pd~x,t !

]x2 5k0
2sbm

]2j~x,t !

]t2 , ~3!

]2j~x,t !

]t2 1G~x,j!
]j~x,t !

]t
1v2~x!j~x,t !5

Pd~x,t !

sbm
,

~4!

where Pd is the differential pressure applied to the basilar
membrane,j is the transverse displacement along the mem-
brane,G is a ~generally nonlinearly dependent onj! damping
function, andsbm the basilar-membrane surface density. The
line is locally resonant at frequencyv(x) at each sitex along
the basilar membrane. The relation between positionx and
the resonance frequency is given by the Greenwood map
~Greenwood, 1990!

v~x!5v11vmaxe
2kvx, ~5!

where vmax52p•20655 rad/s,v152p•145 rad/s, andkv

51.382 cm21.
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Equation~3! describes the propagation of the differential
pressure applied to the basilar membrane. Equation~4! is
that of a resonant oscillator forced by the differential pres-
surePd . In general, the oscillator described by Eq.~4! be-
longs to a class of nonlinear limit-cycle oscillators. The most
studied of these oscillators is the Van der Pol oscillator, in
which the nonlinearity is in the term proportional toj̇ and
gives both the saturation of the response at high stimulus
levels and the existence of equilibrium oscillations associ-
ated with spontaneous emissions.

Neglecting all nonlinear terms, the basic linearized
equations in the frequency domain~Talmadgeet al., 1998!
become

j~x,v!5
1

sbmD~x,v!
Pd~x,v!, ~6!

D~x,v!5v2~x!2v21 ivG, ~7!

]2Pd~x,v!

]x2 52k0
2sbmv2j~x,v!5

2k0
2v2

D~x,v!
Pd~x,v!

52k2~x,v!Pd~x,v!. ~8!

Note thatv is the frequency of the considered Fourier com-
ponent, whilev~x! is the local resonance frequency at the
placex along the basilar membrane. The first equation rep-
resents the relation between the potential and the current for
each frequencyv as a function ofx. The denominator is a
resonant function of the line transverse impedance for each
frequency at each sitex. For the frequencyv, the real part of
the impedance is zero at the resonant placex(v)5 x̂.

Let us consider Eq.~8!. This equation is formally iden-
tical to the Schro¨dinger equation of a particle of massm
moving in the potential

U~x,v!5
2k0

2v2

D~x,v!
5

2k0
2v2

v2~x!2v21 ivG
, ~9!

2
\2

2m

]2Pd

]x2 1U~x,v!Pd5EPd . ~10!

The total energy of the particle isE50. In our units\51,
m51/2.

The real part of the potential accounts for the oscillating
behavior of the solution while the imaginary part represents
the dissipative behavior, characterized by exponentially de-
caying amplitude.

If we look for semiclassical solutions~which are valid in
the limit in which the spatial derivative of the wave vector
can be neglected with respect to the phase variation of the
solution! of the type

Pd~x,v!5e2 i *dx8k(v,x8)Pd~v!, ~11!

a mathematical relation between the wave vectork, fre-
quencyv, and positionx along the basilar membrane is ob-
tained, showing the characteristic tonotopically resonant be-
havior

k~v,x!5
vk0

Av2~x!2v21 ivG~x!
, ~12!

Pd~x,v!5e2*dx8Im k(x8,v)e2 i *dx8Rek(v,x8)Pd~v!. ~13!

In the semiclassical limit

k2~x,v!5E2U5
k0

2v2

D~x,v!
, ~14!

k25uk2ueiF, ~15!

uk2u5
k0

2v2

A~v2~x!2v2!21v2G2
, ~16!

F5arctanH Im~k2!

Re~k2!
J 5arctanH 2vG

v2~x!2v2J , ~17!

Re~k!5Auk2ucosS F

2 D , ~18!

Im~k!5Auk2usinS F

2 D . ~19!

In Fig. 1 we show the real and imaginary parts ofk2, plotted
as a function of the cochlear positionx for a frequencyf
5v/2p52 kHz.

B. Reflection from the potential well

Let us now consider the Schro¨dinger Eq.~10! with

U~x,v!52Re~k2!. ~20!

The total energyE is zero and, up to the resonant place, the
potential is negative, so the particle is moving in a potential
well with an energy that is higher than the potential level.

Here, we neglect for simplicity the dissipative part of the
potential

E.U~x,v!. ~21!

The limits of the potential are

U~x,v!→2k0
2 v2

vmax
2 for x→0, ~22!

FIG. 1. PotentialU(x)52Re(k2), and its symmetric approximationV(x),
plotted against the cochlear positionx, for a frequencyf 5v/2p52 kHz.
The imaginary part ofk2 is also shown.
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U~x,v!5Umin~v!52
k0

2Q

2
52

k̂2

2
for x

5x~v1G/2!5 x̂2
1

2kvQ
, ~23!

U~x,v!5
Umin~v!

2
52

k0
2Q

4
for x

5x~v12G!5 x̂2
2

kvQ
, ~24!

U~x,v!50 for x5 x̂, ~25!

U~x,v!→k0
2 for x@ x̂, ~26!

wherek̂ is the modulus of the wave vector at resonance and
Q is the quality factor at frequencyv

Q5
v

G
; k̂5k0AQ; D x̂5

1

kvQ
. ~27!

In the region betweenx̂– 2D x̂, where the potential is half its
minimum value, andx̂, where the potential crosses zero, a
well is present @see Eqs. ~23–25!#. In our quantum-
mechanical analogy,D x̂ is the well width. From Eq.~22! we
see that, forx→0 ~base!, the potential approaches from be-
low a negative asymptotic value, which is close to zero if
v!vmax. Neglecting to compute accurately the limit of the
potential nearx5 x̂ ~in the region close tox̂ the modulus of
the imaginary part ofk2 abruptly increases, so the amplitude
of resonant component of the traveling wave is rapidly
damped!, we can approximate the potentialU with a sym-
metric function of the type

Ũ~x,v!52

k̂2

2
2S k0

v

vmax
D 2

cosh2 a~x2~ x̂2D x̂!!
2S k0

v

vmax
D 2

, ~28!

with

a5
1

D x̂
5kvQ. ~29!

By doing so, we neglect the asymmetry of the potential well,
which probably could be better described by a Morse-type
potential. This is beyond the scope of the present work, but
could be done in a more accurate computation also including
dissipative effects.

We prefer to put the potential offset in the second mem-
ber of Eq.~11!, redefining the potential and the total energy,
which is initially kinetic only

V~x,v!52

k̂2

2
2S k0

v

vmax
D 2

cosh2 a~x2~ x̂2D x̂!!
, ~30!

E5k0
2 v2

vmax
2 . ~31!

In Fig. 1 we show the symmetric potentialV(x), which we
use in the following, compared to the potential2Re(k2).

If we consider an incoming particle with wave number

k5AE5k0

v

vmax
, ~32!

the transmission coefficient from the potential well of Eq.
~30! is analytically computed~Landau and Lifshitz, 1977!

D5
sinh2~pk/a!

sinh2~pk/a!1cos2S p

2
A11

4Vmin

a2 D 5

sinh2S pk0v

kvvmaxQ
D

sinh2S pk0v

kvvmaxQ
D1cos2S p

2
A11

2k0
2

kv
2 Q S 12S 2v2

vmax
2 QD D D , ~33!

where

Vmin52
k̂2

2 S 12
2v2

vmax
2 QD ~34!

is the depth of the potential well, whose minimum occurs at the cochlear positionx̂2( D x̂/2 ).
The reflection coefficient is

R512D5

cos2S p

2
A11

2k0
2

kv
2 Q S 12S 2v2

vmax
2 QD D D

sinh2S pk0v

kvvmaxQ
D1cos2S p

2
A11

2k0
2

kv
2 Q S 12S 2v2

vmax
2 QD D D . ~35!
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Neglecting the slow dependence on frequency of the sinh2

term in Eq. ~35!, local maxima of the reflectivity occur
where the following condition is matched:

cos2S p

2
A11

2k0
2

kv
2 Q S 12S 2v2

vmax
2 QD D D 51. ~36!

For v!vmaxAQ, this implies a simple condition onQ

Q'
k0

2

2kv
2 n2S 12

1

4n2D , ~37!

wheren is any integer. Using the value ofk0531 cm21 ~Tal-
madgeet al., 1998!, Eq. ~37! can be rewritten as

Q'
250

n2S 12
1

4n2D . ~38!

Hence, we expect reflectivity maxima for Q
5(...,64,41,28,21,15.5,12.5,10,8,7,6,5.1,4.5,...). AsQ is a
function of frequency, varying roughly in the range between
3 and 20 in the OAE frequency range 1–5 kHz~Moleti and
Sisto, 2003!, a few maxima of the reflectivity should be
present in this range. The exact position and spacing of the
maxima are slightly different, if all terms are correctly taken
into account, and they are dependent on the height and slope
of the tuning curve, which cannot be accurately estimated.
What is important is that a slowly oscillating structure is,
however, predicted for the reflectivity spectral shape.

We remark that this model does not include randomly
distributed mechanical irregularities, which are considered as
‘‘place-fixed’’ physical scattering centers for coherent reflec-
tion in some cochlear models~Zweig and Shera, 1995; Tal-
madgeet al., 1998!. The present model in this simple form
implies ‘‘wave-fixed’’ reflection as a consequence of the
resonant nature of the transmission line~for a discussion on
wave-fixed and place-fixed models, see, e.g., Moulin and
Kemp, 1996!. Micromechanical irregularities could also be
included in a composite ‘‘intermediate’’ model, but here we
are interested in the prediction of quasiperiodic spectral
shape given by the present model in its simplest form.

IV. RESULTS AND DISCUSSION

In this section, experimental TEOAE and DPOAE data
are shown and compared to the predictions of the model.
Individual TEOAE and DPOAE responses show irregular
patterns, with some common large-scale features, namely a
dip in the midfrequency range~2–3 kHz!. This is shown for
TEOAEs and DPOAEs in Fig. 2 and Fig. 3, respectively, for
small subsets of normal-hearing ears. For TEOAEs, the cut-
off around 5 kHz is due to the limited extension of the spec-
trum of the click stimulus used. Averaged responses show
much more clearly the large-scale structure, because the
small-scale irregularities associated with noise and with the
individual OAE response tend to disappear. The typical be-
havior of the average TEOAE response is shown in Fig. 4,
where the average response of 166 ears is shown with third-
octave resolution. The three audiometric classes of ears show
different levels of the response, as discussed in many previ-
ous studies~e.g., Lucertiniet al., 2002!. For the purposes of
this work, the interesting feature is that all of them show a
similar spectral pattern, with a dip in the middle-frequency
range, around 2–3 kHz. A different, but similar, pattern is
shown in Fig. 5, where the average DPOAE response of 102

FIG. 2. TEOAE response of a set of five normal ears, with third-octave
spectral resolution. A characteristic dip aroundf 252 kHz is visible in most
of the examined ears.

FIG. 3. DPOAE response of a set of five normal ears, with third-octave
spectral resolution. The response at frequencyf DP52 f 1– f 2 is plotted as a
function of f 2 , as usually done in the literature. A characteristic dip around
f 253 kHz is visible in most of the examined ears.

FIG. 4. TEOAE average response of the three classes of ears, with third-
octave spectral resolution. The same spectral structure is present in all three
classes, while the response level is significantly different.
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of the 166 ears is shown, with the same frequency resolution.
The response at frequency 2f 1– f 2 is plotted as a function of
f 2 , as usual.

In the case of DPOAEs, it should be stressed that the
DPOAE response is made up of two contributions: nonlinear
generation of the combination tone at thef 2 place and reflec-
tion at the f DP place. The present model should predict the
frequency dependence of the power reflected from thef DP

place, so the usual plot of the DPOAE response as a function
of f 2 should be replaced, for this purpose, with a plot repre-
senting the response amplitude as a function off DP. The
comparison with the model predictions is shown in Fig. 6.
An experimental tuning curve was used, obtained from
TEOAE latency estimates of the same subjects. We note that
the reflection coefficient of Eq.~35! depends on the quality
factor, which is dependent on the stimulus amplitude. There-
fore, the comparison with the model should be done using
appropriate values for the tuning curve. The latency esti-
mates were based on time-frequency wavelet analysis of the
TEOAE data, according to the procedures described in Sisto
and Moleti~2002!, while the tuning estimates were obtained
an analysis technique based on a model of the cochlear trans-
mission ~Moleti and Sisto, 2003!. The latency data and the
tuning curve are shown in Fig. 7, where the standard devia-
tion of the measured latencies is also reported. These esti-

mates are rather indirect and affected by large uncertainties;
thus, the comparison shown in Fig. 6 should be considered as
a qualitative result. Indeed, the agreement with the data is
dependent on the chosen tuning curve function. We did not
attempt to obtain a better fit to the data by modifying the
tuning curve, which would obviously be a quite useless task.
The interesting result, both for TEOAEs and DPOAEs, is
that the model predicts a spectral structure characterized by
slow oscillations that is very similar to the structure of the
experimental OAE spectra. This is not yet a proof of the
validity of the model, but encourages us to do further work
in this direction to improve it, including dissipative effects,
in order to permit quantitative comparisons with experimen-
tal data. This result also suggests trying to improve the ac-
curacy of the estimates of cochlear tuning, working on both
the data acquisition and data analysis techniques. The data
presented in this work come from standard DPOAE and
TEOAE clinical tests, using rather high levels of stimulation,
with the advantages of a large available database and of a
good signal-to-noise ratio. In further experiments, it also
would be useful to use lower levels of stimulation for both
DPOAEs and TEOAEs to test the dependence of the results
on the level of stimulation. Indeed, the quality factor of the
cochlear resonances is dependent on the stimulus level, and
low-level DPOAEs would be relatively more sensitive to the

FIG. 5. DPOAE average response of the three classes of ears, with third-
octave spectral resolution. The response at frequencyf DP52 f 1– f 2 is plot-
ted as a function off 2 . A slowly oscillating spectral pattern is present, at
different levels of the response, for all three classes, as in Fig. 4.

FIG. 6. Comparison between the experimental average
DPOAE and TEOAE spectral responses of normal ears
and the reflection coefficient~expressed in dB! pre-
dicted by the model of the present work. In this figure,
the response at frequencyf DP52 f 1– f 2 is plotted as a
function of f DP, instead off 2 .

FIG. 7. TEOAE spectral latency, averaged over the population of normal
ears, and cochlear tuning curve, estimated from the latency data. Error bars
represent 1 standard deviation.
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reflection source, which is assumed here to be responsible for
the observed spectral oscillations.

V. CONCLUSIONS

A simple model for OAE emission by reflection of the
cochlear traveling wave has been used to explain the slowly
oscillating spectral structure observed in the TEOAE and
DPOAE spectra, when averaged over a large number of ears.
The model exploits a formal analogy between the transmis-
sion line equation and the Schro¨dinger equation for a particle
moving above a one-dimensional potential well. The discov-
ery of this analogy permits us to use a large set of analytical
solutions that is easily available in quantum mechanics lit-
erature.

The comparison with experimental DPOAE and TEOAE
spectra shows that the model predictions qualitatively agree
with the observed spectra. The effect of absorption near the
resonance place, which has been neglected here for simplic-
ity, should strongly reduce the predicted reflection amplitude,
leaving almost unchanged the frequencies of maxima and
minima of the predicted spectral oscillations.

As alternative explanations of the observed spectral
structure cannot be ruled out by this experiment, we suggest
repeating our observations with a better control on probe and
speaker calibration. Measurements at different stimulus lev-
els would also give important information, because the co-
chlear tuning curve is dependent on the level of stimulation.
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Investigation of potential effects of cellular phones on human
auditory function by means of distortion product
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Outer hair cells~OHC! are thought to act like piezoelectric transducers that amplify low sounds and
hence enable the ear’s exquisite sensitivity. Distortion product otoacoustic emissions~DPOAE!
reflect OHC function. The present study investigated potential effects of electromagnetic fields
~EMF! of GSM ~Global System for Mobile Communication! cellular phones on OHCs by means of
DPOAEs. DPOAE measurements were performed during exposure, i.e., between consecutive GSM
signal pulses, and during sham exposure~no EMF! in 28 normally hearing subjects at tone
frequencies around 4 kHz. For a reliable DPOAE measurement, a 900-MHz GSM-like signal was
used where transmission pause was increased from 4.034 ms~GSM standard! to 24.204 ms. Peak
transmitter power was set to 20 W, corresponding to a specific absorption rate~SAR! of 0.1 W/kg.
No significant change in the DPOAE level in response to the EMF exposure was found. However,
when undesired side effects on DPOAEs were compensated, in some subjects an extremely small
EMF-exposure-correlated change in the DPOAE level (,1 dB) was observed. In view of the very
large dynamic range of hearing in humans~120 dB!, it is suggested that this observation is
physiologically irrelevant. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1854331#

PACS numbers: 43.64.Jb@BLM # Pages: 1241–1247

I. INTRODUCTION

To date, there is an increasing public and scientific de-
bate on whether and what biological systems may be influ-
enced by radio-frequency electromagnetic fields~EMF!
transmitted by cellular phones. For instance, headache, sen-
sation of warmth around the ear, alteration of the blood–
brain barrier, disturbance of sleep, and alteration of cognitive
functions have been reported as effects resulting from cellu-
lar phone use~Frey et al., 1998; Oftedalet al., 2000; Fritze
et al., 1997; Borbelyet al., 1999; Preeceet al., 1999!. A fur-
ther omnipresent question in general scientific and public
discussion is whether EMFs do influence the auditory func-
tion. The fluid-filled inner ear possesses microhomeostatic
mechanisms that are essential for the functioning of the
mechanoelectrical transduction of the auditory hair cells in
the cochlea~Wangemann and Schacht, 1996; Kros, 1996!.
Thus, disturbances of the mechanoelectrical transduction and
thermal effects may appear during cellular phone use, espe-
cially because there is a close proximity of the cellular phone
to the cochlea resultinga priori in a fairly high absorption
rate of the incident EMF~Burkhardt and Kuster, 2000!.

The auditory sense organ in mammals has developed
special sensory cells—the outer hair cells~OHC!—to en-
hance sensitivity and frequency selectivity by amplifying
low-level sound signals mechanically~Dallos, 1992!. In
vitro, OHCs are capable of fast contractions and elongations
of their cell body in response to an electric field~Brownell

et al., 1985!. This electromotility is suggested to be a result
from a protein in the OHC basolateral membrane that under-
goes structural rearrangements in response to changes in the
transmembrane voltage, and is assumed to produce the am-
plification of vibrations in the cochlea during acoustic stimu-
lation ~Zhenget al., 2000!.

The purpose of the present study was to find out whether
EMFs transmitted by cellular phones of the GSM~Global
System for Mobile Communication! type may interfere with
OHC electromotility. To test this, a noninvasive physiologi-
cal measure was used which is known to directly reflect
OHC function, i.e., distortion product otoacoustic emissions
~DPOAEs! ~e.g., Mills and Rubel, 1996!.

Due to their nonlinear transmission characteristics and
corresponding intermodulation distortion, OHCs evoke inter-
modulation vibrations in cochlear micromechanics and fluid
when stimulated by two tonesf 1 and f 2 ( f 2. f 1) of neigh-
boring frequencies (f 2 / f 151.2) which can be measured by a
microphone positioned in the outer ear canal~Kemp, 1978;
Brownell, 1990!. In humans, the 2f 1– f 2 DPOAE has the
highest level of all occurring intermodulation products and
is, therefore, primarily used for diagnosing cochlear dysfunc-
tion ~Gorgaet al., 2000!. Even minute changes in the func-
tioning of OHCs—e.g., caused by low-level noise exposure,
increased body temperature due to fever, administration of
salicylate, or alteration of body posture—are known to con-
siderably affect DPOAE amplitude~Skellet et al., 1996;
O’Brien et al., 1994; McFadden and Plattsmier, 1984; Jans-
sen et al., 2000; Franket al., 2000!. Even if DPOAEs do
only reflect peripheral sound processing, they are able toa!Electronic mail: t.janssen@lrz.tum.de
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detect alterations in hearing function at the most sensitive
and most vulnerable stage in the auditory pathway, i.e., the
cochlea.

The 900-MHz GSM-signal form was chosen as GSM-
cellular phones are currently widely used in everyday life.
For instance, according to a declaration of the German Fed-
eral Office for Radiation Protection, in Germany about3

4 of
the inhabitants uses GSM cellular phones. In the Scandina-
vian countries and Italy the percentages are still higher.

When using the common DPOAE measuring technique,
DPOAEs cannot be measured during EMF exposure since
the electro-acoustic transducers of the DPOAE sound probe
used are disturbed when the cellular phone is transmitting the
EMF. To overcome this problem DPOAEs were measured
within transmission pauses, i.e., between EMF-signal pulses.
Thus, an undistorted measurement of DPOAEs was possible
during EMF exposure. To our knowledge, there is no study
in which otoacoustic emissions have been measured with
such a technique for investigating possible effects of cellular
phone use on human hearing.

II. METHODS

A. Subjects

Measurements were performed on a group of 28 nor-
mally hearing subjects consisting of 14 males and 14 females
aged between 16 and 30 years~mean age 26.9 years!. All
subjects had a negative history of hearing disorders. Their
hearing thresholds were smaller than 15 dB HL at octave
tone frequencies from 0.125 to 8 kHz and interoctave fre-
quencies from 0.75 to 6 kHz. Middle-ear disorders were ex-
cluded by tympanometry.

The experimental protocol was in accordance with the
revised Helsinki Declaration~1983! and was approved by the
local ethics committee of the medical faculty of the Techni-
cal University of Munich.

B. DPOAE measurement

DPOAEs were recorded with an ear-canal sound probe
consisting of two loudspeakers and one microphone~ER-
10C, Etymotic Research! and a digital signal processor
~PCMCIA-DSP-card, DP2000, Starkey!. Primary tones for
eliciting DPOAEs were separately calibrated in the subject’s
ear canal using a broadband signal. Calibration was per-
formed before each measurement in order to minimize un-
desired side effects on DPOAEs due to an altered position of
the sound probe in the outer ear canal or changes in atmo-
spheric pressure within the tympanic cavity which can result
in altered primary tone and hence DPOAE signal levels. The
DPOAE level Ldp at the frequency 2f 1– f 2 and the noise
floor Lnoise ~being the average of three spectral lines below
and above 2f 1– f 2) were obtained from the Fourier trans-
form of the microphone signal.

Despite the shielding of the sound probe and cables by
means of sheet copper and ferrite rings, distortion occurred
in the electro-acoustic transducers. The distortion’s die-out
time amounted to 6 ms. For a reliable DPOAE measurement
between consecutive GSM pulses, transmission pauses had
to be increased from 4.034 ms~GSM standard! to 24.204 ms.

For off-line analysis only those buffers were accepted and
averaged (n51000) in which no EMF pulse appeared. The
time lapse of the modified GSM frame, the electro-acoustic
transducer disturbance time and the rejected/accepted
DPOAE buffers are shown in Fig. 1.

DPOAEs were measured at three primary tone frequen-
cies, i.e., f 254125 Hz, f 253937.5 Hz, andf 253750 Hz,
corresponding to the most sensitive frequency range in hu-
man hearing. Another reason for choosing frequencies
around 4 kHz was the fact that the noise floor which was
produced by the breathing of the subject and by the micro-
phone was minimum at these frequencies. Due to the fact
that DPOAEs are more sensitive to cochlear impairment
when elicited at low primary tone levelsL1 andL2 , medium
to close-to-threshold levels were applied, i.e.,L2560, L2

550, L2540, and L2530 dB SPL (L150.4L2139; f 1

5 f 2/1.2) ~Janssenet al., 1998, Kummer et al., 1998!.
Custom-made software~using MATLAB 5.3! was developed
for DPOAE measurements and data analysis.

For each subject, each DPOAE measurement was re-
peated 8 times, applying EMF and sham exposure in alter-
nating order. In 14 of 28 subjects tests started with EMF
exposure, in the other 14 subjects with sham exposure.
DPOAE measurements began with the highest primary tone
frequency (f 254125 Hz), varying the primary tone level
from high to low (L2560, 50, 40, 30 dB SPL!. The same
procedure was carried out forf 253937.5 and f 2

53750 Hz. Thus, in total, each individual subject underwent

FIG. 1. Time lapse of GSM standard frame with a pulse width of 0.5763 ms,
transmission pause of 4.61 ms, and carrier frequency of 900 MHz~A!,
altered GSM frame of increased transmission pause~24.78 ms! used in the
present study comprising periods~6 ms! of electro-acoustic transducer dis-
turbance after an EMF pulse~B!, and scheme for sampling undistorted
DPOAE buffers~C!. EMF pulses and DPOAE buffers were recorded simul-
taneously. During off-line analysis only those buffers were accepted and
averaged in which no EMF pulse appeared and no disturbance of electro-
acoustic transducers was present.
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12 tests. The duration of each test amounted to about 24 min.
Testing was broken up into multiple sessions.

C. EMF exposure

Subjects were exposed to the GSM-like signal with a
carrier frequency of 900 MHz, a pulse duration of 0.5763
ms, and a pause of 24.204 ms between two consecutive
pulses. The peak pulse transmitter power was set to 20 W,
i.e., the average transmitter power amounted to 0.465 W,
resulting in a specific absorption of SA52.42 mWs/kg,
which is comparable to that when using a GSM mobile
phone under typical conditions. The corresponding specific
absorption rate~SAR! was 0.1 W/kg. A custom-made ampli-
fier was used to achieve the required power level of the EMF.
The EMF signals were emitted by a monopole antenna which
was mounted onto a mobile phone dummy. The distance be-
tween the antenna and the subject’s ear was kept at 5 cm.
The measurements were carried out in a sound-proof, elec-
tromagnetically shielded room (6.532.8033.0 m). Its walls,
floor, and ceiling were covered with radio-frequency-
absorbing materials to suppress unwanted signal reflections.
With the exception of the subject, the mobile phone dummy,
and a plastic camp bed, no other things were in the room.
The subjects were instructed to lie quietly on the camp bed
during the measurements.

The measuring procedure was the same for EMF and
sham exposure. The only difference was that EMF was
switched off during sham exposure. Thus, for the subjects
there was no noticeable difference because acoustic stimula-
tion was the same in both conditions.

D. Criteria for DPOAE stability

DPOAEs from 11 normally hearing ears obtained in sub-
jects who did not participate in this study were used in order
to establish criteria for evaluating the stability of the DPOAE

measurements. For that purpose, repetitive DPOAE measure-
ments (n510) were carried out for each subject with un-
changed sound probe position in the outer ear canal. DPOAE
measurements were performed at four different primary tone
levels (L2560, 40, 30, 20 dB SPL,L150.4L2139) and at
six different tone frequencies around 4 kHz. With increasing
signal-to-noise ratio (SNR5Ldp2Lnoise), the corresponding
standard deviation of the DPOAE levelsLdp decreased. For
example, at a SNR of 10 dB thesLdp amounted to 1.8 dB, at
20 dB to 0.7 dB. At a very high SNR of 40 dB a very low
standard deviation of 0.1 dB was present~Fig. 2!. That
means: the higher the SNR, the higher the reliability of the
DPOAE measurement concerned. This finding is important
with respect to the evaluation of low DPOAE changes and
proved DPOAEs to be an accurate, reliable, and extremely
sensitive measure for detecting minute disturbances of co-
chlear sound processing.

FIG. 3. DPOAE levelLdp measured
for EMF-exposure, i.e., within trans-
mission pauses~rhombuses!, and for
sham exposure~filled circles!, for one
individual subject. Open circles indi-
cate the corresponding noise-floor
level Lnoise. There were 12 different
tests where frequencyf 2 and levelL2

of the primary tones were varied.f 2

and L2 are indicated at the respective
panels~A!–~L!. Chosen case is repre-
sentative of the 24 subjects in whom
the EMF-correlated change in DPOAE
level was smaller than 0.25 dB.

FIG. 2. Standard deviation of the DPOAE levelsLdp for repetitive measure-
ments (n510, unchanged sound probe! in 11 normally hearing ears across
signal-to-noise ratio SNR5Ldp2Lnoise. DPOAE measurements were per-
formed at different primary tone frequencies and levels.
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E. Data analysis

Since stability, and thus reliability, of the DPOAE level
Ldp depends on the SNR, the DPOAE level was weighted
prior to the statistical analysis, whereby the reciprocal of the
corresponding standard deviationsLdp of the DPOAE level
Ldp served as weighting factor~see Sec. II D!. The statistical
evaluation of the data was performed using the average value
of the weighted DPOAE levels of each test for the two ex-
posure conditions~EMF and sham exposure, respectively!.
Criteria for accepting one test to be valid were~i! only those
DPOAE levels with an SNR higher than 10 dB SPL were
accepted;~ii ! for computing the average value, at least three
of the four measurements had to be valid. The two-sided
t-test was applied on the difference of the average DPOAE
levels for EMF and sham exposure for the different tests
~three different tone frequencies and four primary tone lev-
els!. The significance level was set to 5%. Investigations
were performed in the form of a single-blind study: the ex-
aminer knew whether the EMF was on or off; the subjects,
however, were not instructed.

III. RESULTS

DPOAEs of the 12 tests~A–L! are presented in Fig. 3
for an individual subject. Rhombuses indicate DPOAEs
when measured during EMF exposure; circles indicate
DPOAEs when measured during sham exposure. For a better
visualization of the variation of the DPOAE level, a horizon-
tal line which starts from the first DPOAE is inserted in each
panel. No systematic change in DPOAE level was visible
when comparing neighboring DPOAEs representing the al-
ternating conditions~EMF and sham exposure!. However,
independent of EMF or sham exposure, there was a small
change in DPOAE level over time~compare the first and last
DPOAE measurements in panels in Fig. 3! which was, on
average, lower than 1 dB for the 12 tests. This variation in
DPOAE level over time is suggested to be attributed to un-
desired side effects due to altered position of the sound probe
in the outer ear canal and to changes in the middle-ear trans-
fer function caused by minute changes in the atmospheric
pressure in the tympanic cavity that can occur during swal-
lowing.

The difference of the averages of the weighted DPOAE
levels for EMF and sham exposure was computed for all 12
tests for each of the 28 individual subjects. The average dif-
ference for the 28 subjects amounted to20.0049 dB, and the
standard deviation to 1.0353 dB. The highest negative differ-
ence was 22.5614 dB, the highest positive difference
12.0767 dB. Note that a positive difference means that the
average DPOAE level for EMF exposure was lower than the
corresponding average DPOAE level for sham exposure.
Differences, when classified using 2.5-dB scaling and plotted
in the form of a histogram, revealed a Gaussian-shaped dis-
tribution ~Fig. 4!. For evaluating a possible influence of tone
level and tone frequency, data were analyzed separately for
each of the four tone levels, and for each of the three tone
frequencies. Distribution of differences for these tests were
also Gaussian-shaped~not shown!. The average differences
were around 0 dB SPL for all tests~Table I!. The standard

deviation varied from 0.8377 to 1.4171 dB. The higher stan-
dard deviation observed at low primary tone levels can be
attributed to the fact that the SNR, and consequently the
reliability of the measurement, decreased with decreasing
primary tone level.

In order to test whether there is a significant EMF-
exposure-induced DPOAE change or not, a two-sided t-test
was performed for the 28 subjects for each of the 12 tests.
The t-test did not show any significant difference in DPOAE
level obtained for EMF and sham exposure in the 12 tests
~i.e., p,0.05). However, when data were separated by gen-
der, the 14 female subjects exhibited a significant difference
of the DPOAE level for EMF and sham exposure for one of
the 12 tests (L2560 dB SPL,f 253750 Hz). For the 14 male
subjects the t-test showed no significant difference for all 12
tests.

To compensate for undesired side effects on DPOAE
level and hence to improve the detection of small DPOAE
level changes possibly induced by the EMF, DPOAE varia-
tion over time was eliminated by fitting DPOAE data of each
test by a third-order polynomial. When plotting the deviation
of DPOAE level from the polynomial, neighboring DPOAEs
exhibited a clear up and down, revealing a systematic EMF-
exposure-correlated change in DPOAE level~Fig. 5!. How-
ever, these changes were very small and amounted to only
some tenths of 1 dB. Please note the highy-axis resolution.
It should be emphasized that the DPOAE level was higher
after EMF exposure compared to that after sham exposure.
The first DPOAE measurement exhibited the highest differ-
ence between sham exposure and EMF exposure. The maxi-
mum difference was 0.55 dB~at L2530 dB SPL andf 2

54125 Hz) @see Fig. 5~L!#.
SNR varied between 33 and 24 dB. That means that,

especially at high primary tone levels, a high measuring ac-
curacy was achieved. At an SNR of 33 dB, the corresponding
standard deviationsLdp of the DPOAE level amounted to
0.25 dB~see the criteria for DPOAE stability in Fig. 2!. That
means the observed changes in DPOAE level at high tone
levels, being higher than 0.25 dB, are presumably a result of
the EMF exposure and cannot be attributed to an insufficient

FIG. 4. Distribution of the difference of average DPOAE levels~EMF ex-
posure versus sham exposure! obtained in the 12 tests~see Fig. 2! for all 28
subjects. Moreover, the Gaussian distribution calculated using the measured
average and standard deviation is shown.
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measurement accuracy. Also, at the lowest primary tone level
(L2530 dB) with a SNR of 24 dB, the standard deviation of
the DPOAE level is relatively small and amounts to 0.6 dB.

It should be emphasized that the tests on the other 27
subjects showed a considerably smaller or no EMF-
exposure-correlated change in DPOAEs. Four subjects ex-
hibited an EMF-exposure-correlated change in DPOAE level
which was higher than 0.25 dB at least in one of the 12 tests.
In these subjects, an EMF effect cannot definitely be ex-
cluded. In 24 of the 28 subjects the change in DPOAE level
was smaller than 0.25 dB. This change in DPOAE level can-
not be attributed to the EMF because the change was within
the variability of the measurement accuracy. Due to the small
number of subjects who showed an EMF-correlated change
in DPOAE level and the different natures of the responses,
no statistical analysis of the data was performed.

For identifying possible technical artifacts, tests were
performed in an artificial ear~B&K 4157! using the same
sound probe, the same measuring procedure, and the same
EMF exposure and sham exposure, respectively. The
DPOAE signal was simulated by delivering a sinusoidal sig-
nal with frequency 2f 1– f 2 via the sound probe’s loud-
speaker. The 2f 1– f 2 sinusoidal signal was adjusted such
that the sound-pressure level in the artifical ear was 5 dB
SPL, which is a typical DPOAE level that can be found in a
normally hearing human subject. Changes in the level of the

simulated DPOAE in the dummy ear when exposed to EMF
were very small~typically 0.05 dB!, compared to that ob-
served in the human ear~maximum 0.55 dB; see Fig. 5!.
Since the change in level of the simulated DPOAE in the
dummy ear was considerably smaller than the change in
DPOAE level observed in the human ears, technical artifacts
can be excluded.

IV. DISCUSSION

The hearing organ and particularly the auditory sensory
cells are known to be highly sensitive to exogenous and en-
dogenous agents~Frey et al., 1998; Oftedalet al., 2000;
Fritze et al., 1997; Borbelyet al., 1999; Preeceet al., 1999!
and are therefore a suited object for investigating potential
impact of cellular phones on biological systems. Since hear-
ing capability is not subjectively altered during cellular
phone use, only minute changes in hearing function are ex-
pected, if any.

For investigating minute changes in auditory function,
high measurement accuracy is needed. Since measurement
accuracy depends directly on signal-to-noise-ratio~SNR!,
detection of EMF-exposure-induced changes in DPOAE
level requires high SNRs~Fig. 2!. Most subjects exhibited
SNRs up to 40 dB that corresponded to a DPOAE level

TABLE I. Mean and standard deviation~SD! of the difference of the average DPOAE levels of the two
conditions~EMF exposure and sham exposure!. Results were obtained by combining the measurement results
for all primary tone frequenciesf 2 at each of the primary tone levelsL2 separately~see columns 2–5! and by
combining the results for allL2 at each of the threef 2 separately~see columns 6–8!, respectively~28 subjects!.

L2560
dB SPL
all f 2

L2550
dB SPL
all f 2

L2540
dB SPL
all f 2

L2530
dB SPL
all f 2

f 254125
Hz

all L2

f 253937.5
Hz

all L2

f 253735
Hz

all L2

Mean
@dB#

20.0130 20.0401 20.0169 0.0554 20.0086 0.0718 20.0813

SD
@dB#

0.9286 0.8377 0.8988 1.4171 0.9118 1.1572 1.0075

FIG. 5. DPOAE levelLdp measured
for EMF exposure, i.e., within trans-
mission pauses~rhombuses!, and for
sham exposure~filled circles!, for one
individual subject, plotted relatively to
the fitting polynomial. Primary tone
level L2 und primary tone frequency
f 2 used in the 12 tests are indicated at
the respective panels. Note the high
y-axis resolution.
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stability of about 0.1 dB. Thus, DPOAEs provide a highly
sensitive method for assessing minute changes in the func-
tioning of auditory sensory cells.

The t-test did not reveal any significant EMF-exposure-
induced change in the DPOAE level, not even at low primary
tone levels, at which the DPOAEs are reported to be most
sensitive to cochlear impairment~Janssenet al., 1998; Kum-
mer et al., 1998!, and at primary tone frequencies at 4 kHz,
where the human hearing organ is most sensitive and thus
most vulnerable. When separating females from males, there
were also no significant changes in the DPOAE level, with
one exception for females at the highest primary tone level
(L2560 dB SPL! and the lowest primary tone frequency
( f 253750 Hz) used. It should be noted that one result within
the significance limit~5%! for male and female (2312
524 tests in total! can occur by pure randomness, even if no
effect exists in reality. It is noteworthy in this context that the
one significance occurred at the most intense tone level (L2

560 dB SPL! so that a random effect is more likely.
The stability of the DPOAE level in the individual ear

and hence the standard deviation of the DPOAE level in the
subject sample is believed to be influenced also by the varia-
tion of the DPOAE level over time due to altered sound
probe position~which lead to changes in stimulus level! and
atmospheric pressure difference between outer ear canal and
tympanic cavity~which alters middle-ear sound conduction!.
The observation that width of the distribution of the DPOAE
differences is largest at the lowest primary tone level~1.4171
dB; see standard deviation in Table I! can be attributed to the
fact that with decreasing primary tone level the SNR is de-
creasing and thus the measurement reliability is smaller.

To compensate for undesired side effects on the DPOAE
level caused by altered sound probe position and changes in
middle-ear sound conduction, the DPOAE levels of a mea-
suring sequence were fitted by a polynomial. By referring the
measured data to the polynomial, the variation of the
DPOAE level due to non-EMF exposure effects could be
eliminated to a great extent. In doing this, a clear EMF-
exposure-correlated change in the DPOAE level became evi-
dent ~see Fig. 5!. However, the change in the DPOAE level
was extremely small~on the order of some tenths of one dB!.
Measurements of such high accuracy could be performed
only thanks to an extremely high SNR. The fact that changes
in the DPOAE level were not found in the dummy ear sug-
gested the observed DPOAE variation to be actually caused
by the EMF exposure. It should be emphasized that this find-
ing was present in a few subjects only and did not exhibit a
unique characteristic form. A statistical analysis of the data
was therefore not expedient. In view of the very large dy-
namic range of hearing in humans, which amounted to more
than 120 dB, changes in DPOAE level of some tenths of 1
dB are suggested to be irrelevant with respect to a potential
health risk.

Surprisingly, the DPOAE level increased during EMF
exposure~see Fig. 5!. OHC dysfunction is known to reduce
the DPOAE level. In fact, patients suffering from cochlear
hearing loss show decreasing DPOAE levels with increasing
hearing loss ~Kummer et al., 1998!. However, patients
whose hearing loss is associated with tinnitus are reported to

exhibit abnormal high OAE levels despite the hearing loss
~Janssenet al., 2000; 1998; Attiaset al., 1996!. In these ears,
a peculiar impairment of OHCs appears to generate rein-
forced distortion within cochlear micromechanics that gives
rise to the tinnitus and leads to higher DPOAE levels than
expected. However, compared to tinnitus patients who show
DPOAE level elevation on the order of several dBs, the
DPOAE level change during EMF exposure is considerably
smaller.

The electromotility of OHCs is suggested to result from
a membrane-based force generator mechanism associated
with conformational changes and rearrangement of a
voltage-sensitive integral membrane protein~Zheng et al.,
2000!. It is believed to generate mechanical force upon
stimulation up to stimulus frequencies of at least 24 kHz
~Dallos et al., 1995!. This ‘‘piezoelectrical’’ function of
OHCs might be influenced by external EMFs. Otoacoustic
emissions are a by-product of OHC motility and thus might
be able to reflect these functional alterations.

If the observed change in the DPOAE level was actually
caused by the EMF, then one can speculate that EMF pulses
may have changed the piezoelectric transduction of OHCs.
The higher DPOAE level during EMF exposure would then
suggest an induced electrical stimulation of OHCs resulting
in an increase of the membrane-based force generator
mechanism and hence in an increase of the DPOAE ampli-
tude. However, whether the observed EMF-exposure-
correlated change in DPOAE level is really due to the EMF
or to unknown side effects other than reported here cannot be
definitely answered and has to be further investigated, pref-
erably in animal studies where higher EMF intensities can be
applied. In those studies thermal effects also could be inves-
tigated since measurements of the cochlear fluids’ tempera-
ture are possible.

In the literature~PubMed database search!, only one
single report on potential effects on OAEs after cellular
phone use can be found~Ozturanet al., 2002!. However, the
authors investigated long-term effects since they compared
OAEs measured before and after EMF exposure~10 min!.
This is in contrast to our study where DPOAEs were mea-
sured during EMF exposure. Ozturanet al. did not find a
statistically significant difference in their measures and thus
excluded long-term thermal effects which may influence au-
ditory sensory transduction. Beside the above-cited OAE pa-
per, only three other papers investigated potential impact of
cellular phones on neural function~Bak et al., 2003; Kizilay
et al., 2003; Arai et al., 2003!. However, in these studies
auditory brainstem responses served as a probe for assessing
potential effects of EMF on neural auditory sound process-
ing. The authors did not find any significant change when
comparing their measures before and after EMF exposure.

For the further investigation of possible effects of cellu-
lar phones on auditory function by means of OAEs, addi-
tional studies are necessary. Since the time constant of sen-
sory transduction is very small~tenths of milliseconds! it is
suggested that the time constant of the recovery of distorted
OHCs is also small. Thus, if radio-frequency EMFs really
affect the electromotility of OHCs, possible effects can be
identified best when measuring the DPOAEs directly after
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the EMF pulses. Recall that in the present study DPOAEs
could be measured only 6 ms after the EMF pulse~see Fig.
1!. Therefore, it is necessary to improve the electromagnetic
shielding of the electro-acoustic transducers and cable of the
sound probe, allowing DPOAEs to be measured without dis-
turbance within tenths of milliseconds after the end of the
EMF pulses. If sufficient electromagnetic shielding would be
available or, alternatively, when using optical microphones
and delivering primary tones via tubes driven by external
sound sources, undistorted DPOAE measurements may be
possible even directly after or even during EMF pulses. With
that technique, the original GSM frame length could be ap-
plied. Using such a technique, the investigation of possible
effects of the nonpulsed EMF of the third generation mobile
telecommunication systems~UMTS! on auditory function
would also be possible.

Furthermore, in order to verify the observed EMF-
exposure-correlated variation in the DPOAE level, subjects
have to be exposed to an EMF of higher intensity than that
used in the present study. To enable dose-response evalua-
tion, subjects have to be exposed to different power flux
densities close to the safety limits. Moreover, investigations
should be performed in animals, in which power flux densi-
ties above the safety limit for humans can be applied. Since
there is evidence that auditory sensory cells work like piezo-
electric transducers, disturbances of sensory transduction are
suggested to occur. The question is, however, at which
power-flux density is that effect verifiable. From the point of
view of searching for potential health risks of humans by
using cellular phones, further investigations are necessary on
this topic.
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Distortion-product otoacoustic emission measured
with continuously varying stimulus level
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Distortion-product otoacoustic emissions~DPOAE! are measured by stimulating the ear with two
simultaneous tones. A novel method for measuring DPOAEs has been developed in which the tone
levels vary continuously instead of in discrete steps. Varying the tone levels continuously may offer
advantages for characterizing DPOAE level as a function of stimulus level. For equivalent primary
levels, DPOAE levels measured with the continuous-level method were the same as levels obtained
with the discrete-level method, thus validating the new method. Continuous-level measurements
were used to determine the optimalL1 for eachL2 in individual subjects (N520) atf 251, 2, 4, and
8 kHz by using a Lissajous path that covered a wide range of stimulus levels. The optimalL1

~defined as theL1 that resulted in the largest DPOAE for eachL2) varied across subjects and across
frequency. The optimal difference betweenL1 and L2 decreased with increasingL2 at all
frequencies, and increased with frequency whenL2 was low. When the optimalL1 was determined
individually for each ear, the DPOAE levels were larger and less variable than those obtained using
the equation forL1 suggested by Kummeret al. @J. Acoust. Soc. Am.103, 3431–3444~1998!#.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1853253#

PACS numbers: 43.64.Jb, 43.64.Yp@BLM # Pages: 1248–1259

I. INTRODUCTION

Distortion-product otoacoustic emission~DPOAE! is
sound generated within the cochlea due to nonlinear interac-
tion between two stimulus tones of slightly different fre-
quency. DPOAEs can be recorded in the ear canal, and have
been used as an indicator of hearing status~e.g., Gorgaet al.,
1997! because the nonlinearity that generates DPOAEs is
characteristic of normal cochlear function.

DPOAE level varies with the level and frequency of
each of the two tones in the stimulus. Measurement of
DPOAE level over the complete four-dimensional stimulus
space is seldom attempted because it requires so much time.
Mills ~2002! described DPOAE measurements in gerbil over
the entire four-dimensional space, including more than 200
possible stimulus level combinations at each of 42 frequency
combinations. Such comprehensive coverage of stimulus
space is more difficult in human subjects because DPOAE
levels tend to be lower than they are in experimental animals
and, thus, longer measurement time is required in order to
achieve similar signal-to-noise ratios. Typically, human
DPOAE studies cover only a small region of the four-
dimensional stimulus space and focus on a restricted region
of the two-dimensional frequency or level space~e.g., Harris
et al., 1989; Brown and Gaskill, 1990; Gaskill and Brown,
1990; Hauser and Probst, 1991; Whiteheadet al., 1995a, b!.

In the present study, we focus on representing the two-
dimensionalL1 ,L2 space at a few frequencies. Whitehead
et al. ~1995b! describe DPOAE measurements from several
human subjects overL1 ,L2 space for fixed primary frequen-
cies~near 3 kHz!. They suggested that there would be clini-
cal advantage in selecting an optimumL1 for eachL2 , where
optimum is defined as theL1 that results in the largest
DPOAE for eachL2 . Kummeret al. ~1998!, based on data
previously reported by Gaskill and Brown~1990!, suggested

that the equationL153910.4•L2 produces, on average, the
largest DPOAE level at eachL2 . Kummer et al. ~2000!,
based on their own measurements at seven frequencies in 22
subjects, found essentially the same equation forL1 and sug-
gested that it was independent of stimulus frequency.

Traditional DPOAE measurement methods vary the
primary-tone levels in discrete steps. When there is interest
in measuring DPOAE levels for many closely spaced stimu-
lus levels, it may be more efficient to vary the primary-tone
levels continuously. In this paper, we describe the use of
continuously varying primary-tone levels in two ways. First,
we describe an approach that allowed us to obtain DPOAE
levels over a two-dimensional region ofL1 ,L2 space by fol-
lowing a Lissajous path, whereL1 and L2 are the primary-
tone levels. Second, we use these measurements to determine
an optimal, linear path through theL1 ,L2 space and then
obtain DPOAE levels along this linear path by settingL1

5a1b•L2 in a subsequent measurement. Lissajous-path pa-
rameters were selected to provide good coverage ofL1 ,L2

space in a short time. These parameters are described in de-
tail in the Methods section. Having the ability to rapidly
explore a region ofL1 ,L2 space in individual ears allowed us
to determine the optimalL1 for each ear. Using continuous-
level primaries, we compare the DPOAE levels along this
individualized optimal path to levels obtained along alternate
linear paths.

There were several objectives in the present study:~1!
To determine whether DPOAE levels can be measured reli-
ably with continuous-level stimuli.~2! To determine whether
the DPOAE levels produced with this procedure are the same
as those produced by traditional measurement paradigms in
which primary levels are varied in discrete steps.~3! To com-
pare the optimal-level path derived from Lissajous-path mea-
surements with the paths suggested in other publications.~4!
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To examine the frequency dependence of the optimal linear
path. ~5! To determine whether the DPOAE input/output
~I/O! functions based on the optimal linear path are less vari-
able across subjects than those based on the path suggested
by Kummeret al. ~1998!. The first two objectives relate to
the efficacy and validity of the continuous-level procedure.

II. METHODS

Our measurement system includes a high-quality~24-
bit! soundcard~CardDeluxe, Digital Audio Labs! and a
DPOAE probe-microphone system~ER-10C, Etymotic Re-
search!. We used locally developed software for DPOAE
measurements.EMAV ~Neely and Liu, 1993! was used when
stimuli were presented at discrete levels, whileSYSRES

~Neely and Stevenson, 2002! was used to present stimuli
with continuously varying level.

Twenty normal-hearing young adults served as subjects.
All subjects had audiometric thresholds<10 dB HL ~ANSI,
1996! and normal 226-Hz tympanograms~ASHA, 1990!.
Subjects were tested in a sound-treated room while sitting in
a comfortable recliner. They were asked to remain quiet
throughout the test session. Each test session lasted 2 h and
three test sessions typically were needed to collect all of the
data from each subject.

A. Heterodyne analysis

To measure DPOAE levels when stimulus levels are
continuously varying, we used a frequency-domain, hetero-
dyne technique to extract the time-varying level of specific
frequency components from the measured response. This
technique was described by Kimet al. ~2001! for tracking
the time course of DPOAE levels. In the present study, the
size of stimulus and response buffers was 221 ~or about 2
million! samples. Because our sampling rate was 32 000
samples/second, the duration of the stimulus was about 66 s.
To perform the heterodyne analysis, we took discrete Fourier
transforms of the entire (221 sample! response buffer. The
stimulus waveform was always specified such that the pat-
tern in the first half of the stimulus buffer was repeated in the
second half. Our calculation of the 2f 1– f 2 DPOAE level
(Ld) was based on the sum of the first and second halves of
the response buffer. Our estimate of the noise level (Ln) at
the same frequency was based on the difference between the
first and second halves. Although the software used for
continuous-level measurements~SYSRES! does not incorpo-
rate artifact rejection, the data described below indicate that
DPOAEs could still be measured by this method over a wide
range of levels.

B. Lissajous-path stimuli

Lissajous figures are constructed by following a path
such that thex andy coordinates vary sinusoidally with dis-
tance along the path. If the rate of sinusoidal variation is
equal for thex and y coordinates, then the Lissajous figure
will appear to be a diagonal line, circle, or ellipse, depending
on the relative phase of the sinusoidal variation. If the rela-
tive rate of sinusoidal variation is a ratio of two relatively

prime integers, then the Lissajous figure becomes more com-
plex, with the pattern coursing through more places in the
two-dimensional space.

To cover a two-dimensional region ofL1 ,L2 space with
continuously varying stimulus level, we used a stimulus that
follows a Lissajous path. In this stimulus, theL1 and L2

levels were each amplitude modulated such that the levels
varied sinusoidally in dB. Figure 1 provides an example of
the stimulus and response levels measured in the ear canal of
one subject for a typical DPOAE measurement using a
Lissajous-path stimulus. In this case,f 254 kHz, f 1

5 f 2/1.22, L2 varied from 17 to 69 dB SPL, andL1 varied
from 43 to 76 dB SPL. The upper two lines show the time
course of the primary-tone levels. The solid line represents
L1 and the dashed line representsL2 over the course of 32 s,
which comprised the first half of the stimulus buffer. In the
bottom portion of the figure, the thick line varying around 0
dB SPL represents the time course of DPOAE level at
2 f 1– f 2 and the thin line represents the corresponding noise
level at this frequency. The variation in DPOAE level is
expected because of the wide range over which the primary
levels are varying. At its maximum, which occurred when
stimulus levels were large, the DPOAE level is about 15 dB
SPL. The noise was computed as the instantaneous differ-
ence between the first and second halves of the response
buffer. The noise level varies from about210 to less than
230 dB SPL. There were only a few moments in time when
the DPOAE level was at or below the noise level. This situ-
ation usually occurred whenL2 was near its lowest level and
was often associated with transient acoustic artifacts, pre-
sumably due to swallowing or cable rub. These data demon-
strate that the present procedure can produce DPOAE levels
that exceed the noise floor for a wide range of stimulus-level
conditions.

In this study, all Lissajous-path stimuli had 23 cycles of
L1 modulation and 17 cycles ofL2 modulation in each half
of the stimulus buffer. Only the first half of the response
buffer is shown in Fig. 1. The primary-tone levels from Fig.
1 are replotted as thin lines in Fig. 2 to illustrate the Lissa-

FIG. 1. Levels of measured components as a function of time in response to
a Lissajous-path stimulus. The two thin lines near the top of this figure show
the levels of the two tones for a Lissajous-path stimulus. The measuredL1

~solid line! varies from 43 to 76 dB SPL with 23 modulation cycles, while
L2 ~dashed line! varies from 17 to 69 dB SPL with 17 modulation cycles.
The heavy line near 0 dB SPL shows the 2f 1– f 2 distortion levelLd and the
light line near the bottom of the figure shows the noise levelLn at 2 f 1– f 2 .
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jous path covered by this stimulus inL1 ,L2 space. Every
point along the Lissajous path represents anL1 ,L2 combina-
tion for which a DPOAE level was measured.

A roughly 2-Hz bandwidth was used for the heterodyne
analysis of the Lissajous-path response. This was accom-
plished by applying a 12-Hz-wide Blackman window to the
response spectrum that was centered on the frequency com-
ponent of interest (2f 1– f 2). This 12-Hz portion of the spec-
trum was shifted in frequency to the origin of the frequency
axis, then inverse-Fourier transformed to complete the het-
erodyne analysis. The resulting time-domain signal is com-
plex and represents the time course of the amplitude and
phase of the selected frequency component.

C. Optimal path

Because one of our objectives was to examine the vari-
ability in DPOAE I/O functions across normal-hearing ears,
we wanted to maximize signal-to-noise ratio~SNR! in our
I/O functions by selectingL1 to produce the largestLd at
eachL2 . We used the response to a Lissajous-path stimulus
to determine a linear path throughL1 ,L2 space that would
produce the largestLd at eachL2 , which we defined as the
‘‘optimal path.’’ This was accomplished by first examining
the set of allLd values at eachL2 in 1-dB steps. We then
identified theL1 associated with the largestLd at eachL2 . In
determining the largestLd , we applied an SNR criterion,
defined as the difference~in dB! between the DPOAE level
and noise level. As before, the noise level was computed as
the instantaneous difference between the two halves of the
response buffer, which made it sensitive to the presence of
transient acoustic artifacts. When determining the largestLd

at eachL2 , we only used points with at least a 9-dB SNR;
however, if no response point met this criterion, thenLd was
selected without imposing any SNR criterion. TheL1 values
that produced the largestLd are indicated by squares in Fig.
2. Open squares denote theL1 values where the SNR crite-
rion was not met. This latter result was observed mostly
whenL2 was at or below 20 dB SPL

To define an optimal linear path throughL1 ,L2 space,
we used a linear regression on the subset of the optimalL1

values for which the 9-dB SNR criterion was met. The thick,
solid line in Fig. 2 is an example of an optimal path obtained
by this method. For comparison, the thick, dashed line in
Fig. 2 represents the linear pathL153910.4•L2 recom-
mended by Kummeret al. ~1998!. This linear path has been
called ‘‘pegelshere’’~Janssen, 1995, in German! or ‘‘level
scissors’’~Kummer et al., 2000!. We will call it simply the
scissorspath to distinguish it fromoptimal paths that we
derived from ourLissajous-path measurements. Note that in
this example, the optimal path derived from the Lissajous-
path measurements differs from the scissors path, with the
optimal path occurring atL1 values that were about 5 dB
higher than the scissors path. Stated another way, the scissors
path did not result in the largest DPOAEs for this subject at
this f 2 .

D. Linear-path stimuli

In addition to their use in Lissajous-path stimuli, con-
tinuously varying levels also can be used to measure DPOAE
levels along any linear path inL1 ,L2 space. To illustrate this
method, Fig. 3 shows the response to a stimulus in which the
primary levels followed the scissors path withf 254 kHz.
The range ofL2 was from220 to 80 dB SPL, with only one
cycle of modulation over the same time span as used for the
Lissajous-path stimuli. Because the stimulus levels are
modulated at a slower rate in the linear-path stimulus, the
analysis bandwidth can be reduced, thereby increasing the
SNR without causing excessive smoothing of the time course
of the DPOAE level. In this example, the upper thin and
dashed lines representL1 and L2 over the 32-s buffer. The
thick and thin solid lines towards the bottom of the figure
represent the DPOAE and noise levels, respectively. Because
the stimulus levels ramp up~0 to 16 s! and down~16 to 32 s!,
two independent DPOAE I/O functions are measured, one
for ascending levels and one for descending levels. This in-
herent replication of the I/O functions helps to validate the

FIG. 2. Lissajous-path measurements inL1 ,L2 space. The thin line shows
the sameL1 andL2 levels from Fig. 1. The squares indicate theL1 at which
Ld was largest at eachL2 in 1-dB steps. Open squares did not meet the 9-dB
SNR criterion~see the text!. The thick, solid line is a fit to the filled squares,
where the SNR was>9 dB, and so represents an optimal linear path
throughL1 ,L2 space. The thick, dashed line shows the scissors path recom-
mended by Kummeret al. ~1998!.

FIG. 3. Levels of measured components as a function of time in response to
a linear-path stimulus. The two thin lines near the top of this figure show the
levels of the two tones for a scissors-path stimulus.L1 ~solid line! varies
from 31 to 71 dB SPL, whileL2 ~dashed line! varies from220 to 75 dB
SPL, each with 1 modulation cycle. The heavy line near 0 dB SPL shows the
2 f 1– f 2 distortion levelLd and the light line near the bottom of the figure
shows the noise levelLn at 2 f 1– f 2 .
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DPOAE levels measured by this method. Note that the noise
was at or below220 dB SPL in this example, despite the
lack of artifact rejection.

E. Analysis bandwidth

Comparisons of DPOAE levels using continuous-level
stimuli ~as shown in Fig. 3! with those obtained using
discrete-level stimuli led to the observation that the agree-
ment in DPOAE levels between these methods was sensitive
to the bandwidth used for the heterodyne analysis. If the
bandwidth was too small, then excessive smoothing of the
DPOAE response caused the continuous-level I/O function
to lie below the discrete-level I/O function. If the bandwidth
was too large, then excessive noise decreased the SNR, caus-
ing the continuous-level I/O function to deviate randomly
from the discrete-level I/O function. To quantify the devia-
tion between these two types of I/O functions, as a means to
determine the bandwidth that resulted in the best compro-
mise between smoothing and SNR, we used the absolute
difference~in dB! between the continuous-level and discrete-
level measurements averaged across all subjects and across
all L2 levels where the SNR was greater than 10 dB. The
influence of analysis bandwidth on I/O function deviation is
shown in Fig. 4 for eachf 2 . Although Fig. 4 does not illus-
trate the adverse effect of increasing noise with increasing
bandwidth, it was decided on the basis of this figure that 0.7
Hz represented a reasonable trade-off between excessive
smoothing and excessive noise. This bandwidth was used for
all subsequent extraction of DPOAE levels obtained with
linear-path, continuous-level stimuli.

F. Procedures

DPOAEs were measured in one ear of each subject at
four f 2 frequencies~1, 2, 4, and 8 kHz! with f 15 f 2/1.22.
The following DPOAE measurements were made at each
frequency. First, a Lissajous-path measurement, similar to
the one shown in Fig. 1, was made to determine the optimal

linear path for that ear. Then, the DPOAE I/O function was
measured in four different ways, using both discrete-level
and continuous-level stimuli with both scissors and optimal
paths. All discrete-level measurements were repeated be-
cause the continuous-level stimuli produced both ascending
and descending versions of the I/O functions~see Fig. 3!.

III. RESULTS

First, we describe some observations of typical DPOAE
I/O function measurements from a single subject. Then, we
summarize the results of our I/O function measurements
from all 20 subjects.

A. Typical I ÕO functions

DPOAE I/O functions obtained with linear-path,
continuous-level primaries are compared in Fig. 5 with I/O
functions for the same linear paths using discrete levels. The
I/O functions on the left are for scissors-path stimuli, while
those on the right are for optimal-path stimuli. Each row
shows results for a differentf 2 . The symbols represent mea-

FIG. 4. Deviation of continuous-level measurements from discrete-level
measurements as a function of heterodyne analysis bandwidth. The param-
eter in this figure isf 2 . The average, absoluteLd difference increases at
small bandwidths due to excessive smoothing of the continuous-level mea-
surement.

FIG. 5. DPOAE level comparison between continuous and discrete I/O
functions. Results are shown for both scissors~left column! and optimal
~right column! paths. Each row shows a differentf 2 frequency. DPOAE
levels~inverted triangles! and corresponding noise levels~upright triangles!
are shown for the discrete-level stimulus at 5-dB intervals. The estimated
system-distortion levels~circles! for these measurements are also shown.
The DPOAE levels~thick lines! and corresponding noise levels~thin lines!
for the continuous-level stimulus are superimposed.
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surements using discrete stimulus levels~inverted triangles
for DPOAE and upright triangles for noise!, while the lines
represent measurements using continuous-level stimuli~thick
for DPOAE and thin for noise!. The panel on the left in Fig.
5 labeled ‘‘4 kHz’’ shows the same continuous-level data
shown in Fig. 3; however,Ld and Ln are now plotted as
functions ofL2 .

Although difficult to distinguish in Fig. 5, each I/O func-
tion appears twice for different reasons. For the discrete-
level stimulus, each stimulus condition was repeated. For the
continuous-level stimuli, one I/O function represents the as-
cending level portion of the stimulus, while the other repre-
sents the descending portion~see Fig. 3!. For either proce-
dure, the superimposed DPOAE levels were within 1–2 dB
of each other forL2 conditions that were at least 10 dB
above DPOAE threshold~the lowestL2 at which a response
was measured above the noise floor!. Thus, the responses
were highly reproducible within an ear. Perhaps more impor-
tantly, there is good agreement between the DPOAE levels
observed for continuous-level and discrete-level measure-
ments in this example. These data from a single subject pro-
vide support for the validity of the continuous-level proce-
dure that was used to obtain the data. Below we will provide
further validation, based upon data from all 20 subjects. Us-
ing either the previously described scissors path or the newly
obtained optimal path, our continuous-level I/O procedure
resulted in very similar DPOAE levels compared to measure-
ments using discrete stimulus levels.

In general, DPOAE levels for the optimal path~right
column! in Fig. 5 are larger than those for the scissors path
~left column!. Below, we extend this observation to all sub-
jects. At 8 kHz, the DPOAE level for the scissors path
~lower-left panel! was not much higher than our estimate of
system distortion ~circles!, whereas the corresponding
DPOAE levels for the optimal path~lower-right panel! were
at least 10 dB higher than our system distortion. In this sub-
ject, the optimal path permits reliable measurements of
DPOAE levels at 8 kHz that are not possible with the scis-
sors path.

Figure 6 shows the DPOAE phases associated with the
DPOAE levels in Fig. 5, and follows the same convention
for lines and symbols. As demonstrated for the DPOAE level
measurements in Fig. 5, phase measurements were highly
reproducible within a subject once the SNR was positive.
There is good agreement between the continuous-level and
discrete-level DPOAE phase measurements, just as there was
for the DPOAE level measurements in Fig. 5. The variability
on the left side of each panel is due to the poor SNR for
those stimulus conditions, which made phase measurements
less reliable. Also of interest in Fig. 6 is the decreasing trend
of phase with increasing stimulus level. The phase decrease
can be interpreted as a latency decrease, such as would be
expected if the DPOAE generation site moved closer to the
base of the cochlea with increasing stimulus level.

B. Optimal paths

The optimal paths for all subjects are superimposed as
the thin, solid lines in Fig. 7 to illustrate the distribution of
these paths across subjects. Each row shows functions de-

rived from data for a differentf 2 . The dashed lines show the
scissors path for comparison. Recall that the scissors path
was found to be independent of frequency~Kummer et al.,
2000!; thus, the dashed line is the same in each panel. Note
that the optimal paths in each panel tend to lie above the
scissors path. Thus, for these 20 subjects, the largest DPOAE
for mostL2 levels was observed whenL1 was set higher than
recommended by the scissors equation. This effect became
progressively more pronounced as frequency increased. At 4
kHz and especially at 8 kHz, the optimalL1 exceeded the
scissors values in practically every subject at allL2 levels.
The slopes of the optimal paths tends to be steeper than the
slope of the scissors path whenf 251 kHz and less steep
when f 258 kHz.

These trends are summarized in Table I, which lists the
average optimal path at each frequency, as well as an overall
average for the present set of data. Because the optimalL1 is
greater thanL2 at low levels and its slope is less than 1, there
will be some value ofL2 for which L15L2 will be optimal.
That level is also listed in Table I under the headingequal.
Finally, comparable values suggested by Kummeret al.

FIG. 6. DPOAE phase comparison between continuous and discrete I/O
functions. Results are shown for both scissors~left column! and optimal
~right column! paths. Each row shows a differentf 2 frequency. DPOAE
phases~inverted triangles! are shown for the discrete-level stimulus at 5-dB
intervals. The DPOAE phases~thick lines! for the continuous-level stimulus
are superimposed. No attempt was made to unwrap the phase in this figure.
Evidence of phase wrapping can be seen in several panels, but only where
the stimulus levels were low and phase values less reliable.

1252 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Neely et al.: Continuous-level otoacoustic emission



~1998!, Kummeret al. ~2000!, and Whiteheadet al. ~1995b!
are also provided. The overall average in the present study is
closer to the value reported by Whiteheadet al. than it is to
the values reported by Kummeret al. However, the present
data suggest that there is a systematic effect of frequency,
which is obscured in the average across frequency. Only the
optimal linear path at 2 kHz from the present study approxi-
mates the path recommended by Kummeret al.

C. IÕO function comparisons

To assess the similarity between the I/O functions ob-
tained with discrete-level and continuous-level stimuli, we
examined the differences between I/O functions obtained by
these two methods for both the scissors and optimal paths.
Figure 8 shows the distribution of these differences in the
first two boxes at each of four test frequencies. These data
included all subjects and all values ofL2 for conditions in
which the SNR was greater than 10 dB. Separate distribu-
tions of these differences are shown for the scissors path

FIG. 7. Optimal paths for all 20 subjects~thin, solid lines! are compared
with the scissors path~thick, dashed line!. Each panel shows data for a
different f 2 . This figure illustrates the distribution of the optimal paths
across subjects at each frequency, as well as their deviation from the scissors
path.

TABLE I. Coefficients of the optimal linear pathL15a1b•L2 averaged across all subjects at each frequency
~kHz!. The equalcolumn indicates the stimulus level at whichL15L2 . The linear fit suggested by Kummer
et al. ~1998! was based on the data of Gaskill and Brown~1990!.

Study Subjects
Frequency

~kHz!
a

~dB SPL! b
Equal

~dB SPL!

Present 20 1 33 0.62 87
2 42 0.46 77
4 44 0.45 79
8 58 0.26 78

Average 44 0.45 78
Whiteheadet al. ~1995a! 8 3 45 0.5 90
Kummeret al. ~1998! 5 Average 39 0.4 65
Kummeret al. ~2000! 22 Average 41 0.41 70

FIG. 8. Distribution~median and interquartile range! of DPOAE level dif-
ferences at each frequency. The scissors~vertical hatch! and optimal~diag-
onal hatch! distributions compare the continuous-level measurement with
the discrete-level measurement. These distributions are relatively narrow
and centered near zero, indicating good agreement between the continuous-
level and discrete-level measurements, especially for the optimal path. The
distributions of differences between the optimal path and the scissors path
for discrete-level stimuli~cross hatch! are also shown at each frequency.
These distributions tend to be centered above zero, indicating higher
DPOAE levels were measured for the optimal path, especially whenf 2

58 kHz.
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~vertical hatch! and optimal path~diagonal hatch!. Thus, the
first two boxes at each frequency compare the DPOAE levels
for continuous and discrete presentation of the stimuli, hold-
ing constant the paradigm that was used to set stimulus level
~scissors or optimal path!. The boxes in Fig. 8 show the
interquartile range~25th to 75th percentile! of the DPOAE
level differences. The horizontal line through the middle of
each box shows the median~50th percentile! of the distribu-
tion. The fact that the scissors~vertical-hatch boxes! and
optimal ~diagonal-hatch boxes! are relatively short with me-
dians near zero indicates that the I/O functions for continu-
ous levels are similar to the I/O functions for discrete stimu-
lus levels regardless of whether the levels are selected
according to the scissors or optimal equation. Since the
discrete-level method represents the standard approach for
measuring DPOAE I/O functions, the similarity between
DPOAE levels measured with these two methods validates
the continuous-level method.

The cross-hatch boxes in Fig. 8 represent the distribution
of DPOAE level differences when the optimal path is com-
pared to the scissors path for measurements with discrete
stimulus levels. In contrast to the first two boxes at eachf 2 ,
these boxes are relatively tall with medians always above
zero, indicating that the optimal path produces larger
DPOAE levels than the scissors path. The advantage of the
optimal path increases as frequency increases and is greatest
at 8 kHz, where the median difference in DPOAE level is
about 10 dB. It is not surprising that the optimal path results
in responses that are at least as large as those observed with
the scissors path, since the stimulus levels used for the
optimal-path measurements were, by definition, the levels
that produced the largest DPOAE levels. However, the size
and direction of the differences and the fact that these differ-
ences were observed in about 70% of the stimulus conditions
at 1 and 2 kHz and 90%–100% of the cases at 4 and 8 kHz
suggests that the scissors path does not, on average, produce
the largest DPOAEs in subjects with normal hearing. The
DPOAE level differences when the optimal path is compared
to the scissors path for measurements with continuous-level
stimuli are not shown in Fig. 8, but are similar to the differ-
ences obtained with discrete-level stimuli.

D. Measurement time

One of the advantages that the continuous-level stimulus
may offer over discrete-level stimuli is the time required to
measure a DPOAE I/O function. The continuous-level para-
digm includes a fixed amount of time, independent of the
conditions of the measurement. Specifically, 262, 131, 66,
and 66 s of data-collection time were used at 1, 2, 4, and 8
kHz, regardless of noise levels. Furthermore, this paradigm
does not incorporate artifact rejection, so transient spikes po-
tentially could be included in the response. In contrast, the
time required to measure an I/O function using discrete-level
stimuli may vary from condition to condition in the present
study because measurement-based stopping rules controlled
when each measurement was terminated. These rules al-
lowed averaging to continue until either noise level was less
than 225 dB SPL or the length of artifact-free averaging
time was 32 s, whichever occurred first. Thus, the use of

measurement-based stopping rules and the inclusion of arti-
fact rejection potentially could increase the total discrete-
level measurement time. These factors should be kept in
mind when comparing the data-collection times for the
continuous-level and discrete-level conditions.

The average time~across subjects! that was required to
measure two scissors or two optimal path I/O functions using
discrete-level stimuli is listed in Table II for eachf 2 fre-
quency. The discrete-level I/O functions were repeated for
comparison with continuous-level stimuli, because the latter
always produces two I/O functions, one for ascending levels
and one for descending levels. On average, the time required
to measure I/O functions using the discrete-level method was
quadruple the time required for the continuous-level method.

The data-collection times listed in Table II should be
interpreted in relation to the noise levels that were achieved
by the continuous-level and discrete-level paradigms. That
is, the advantage in averaging time for the continuous-level
paradigm would not be impressive if it were achieved at the
expense of a concomitant increase in noise levels. Table III
compares the noise levels at each frequency for the two dif-
ferent paradigms. As can be seen in this table, the additional
averaging time allowed the discrete-level measurements to
achieve lower noise levels. The discrete-level noise levels
were lower than those achieved by the continuous-level para-
digm, ranging from 2.4 dB lower~at 1 kHz! to 6.9 dB lower
~at 8 kHz!, with an overall average that was lower by 4.2 dB.
These results suggest that the data-collection time advantage
of the continuous-level paradigm was essentially counterbal-
anced by the increased noise levels at 8 kHz~i.e., a fourfold
decrease in averaging time would be expected to result in a
6-dB increase in noise level!. However, at all other frequen-
cies~and in the average across frequency!, the reduced aver-

TABLE II. Average time~s! required for measurement of two I/O functions
for each level variation method~discrete or continuous! at each frequency
~kHz!. For the discrete-level stimuli, the two I/O functions represent re-
peated conditions. For the continuous-level stimuli, the two I/O functions
represent ascending and descending levels.

Frequency
~kHz!

Discrete
~s!

Continuous
~s!

1 999 262
2 601 131
4 340 66
8 272 66
Average 553 131

TABLE III. Average noise level~dB SPL! for each level variation method
~discrete or continuous! at each frequency~kHz!. The averages include both
scissors and optimal paths because the noise level was independent of stimu-
lus level.

Frequency
~kHz!

Discrete
~dB SPL!

Continuous
~dB SPL!

1 220.9 218.5
2 227.5 224.3
4 229.1 224.5
8 229.1 222.2
Average 226.6 222.4
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aging time for the continuous-level paradigm did not result
in an equivalent increase in noise level.

E. Optimal versus scissors for discrete-level I ÕO
functions

The discrete-level DPOAE I/O functions, averaged
across subjects, are shown in Fig. 9. The thick line represents
the mean DPOAE level at 2f 1– f 2 and the thin line repre-
sents the noise at this frequency. The format of Fig. 9 is
similar to the one used in Fig. 5, with data from the scissors
path on the left, optimal path on the right, and a differentf 2

in each row. The error bars in Fig. 9 represent plus or minus
1 standard deviation from the mean for eachL2 from 25 to
80 dB SPL. Thus, the error bars in this figure represent vari-
ability for all of the data, including those conditions for
which the SNR is low (L2<20 dB SPL!. The dB value in
each panel is the average standard deviation across theL2 for
which the SNR was greater than 10 dB. Thus, it represents
an estimate of the intersubject variability in DPOAE level,
restricted to conditions where the response was reliably mea-
sured. The average level produced by the optimal-level path

exceeds that observed for the scissors path, especially at 8
kHz, consistent with the distribution of DPOAE level differ-
ences shown in Fig. 8. Visual inspection of the functions and
their associated error bars suggests that there is little differ-
ence in the variability that is observed across subjects. How-
ever, comparing the optimal path to the scissors path, we see
that the average standard deviation always decreased, espe-
cially at 8 kHz. In other words, the variability averaged
acrossL2 tends to be less for the optimal path than for the
scissors path. Stated another way, there is less intersubject
variability in DPOAE levels when individually determined
optimal level paths are used, an effect that is most pro-
nounced at the twof 2 frequencies for which the DPOAE-
level advantage is greatest~4 and 8 kHz!. Still, the differ-
ences are not large, suggesting that there are other sources
contributing to intersubject variability.

One additional feature that appears to distinguish the
optimal path from the scissors path is the similarity in the
shape of the I/O functions across frequency. This feature can
be observed directly in Fig. 9 and indirectly by noting the
similarity in the slopes of the I/O functions shown in Fig. 10.
The growth rate~dB/dB! in Fig. 10 was computed from the
slopes of the I/O functions in Fig. 9. Greater emphasis
should be placed on the slopes forL2 levels greater than
about 20 dB SPL, because the SNR was more favorable at
these levels for both paradigms and, therefore, the results are
considered more reliable. At levels below about 20 dB SPL,
there was less separation between signal and noise, resulting
in less confidence in our calculations of slope and, therefore,
a more cautious assessment of slope estimates at these levels.
The similarity in the optimal-path growth rates across fre-
quency in Fig. 10 appears to be greater than that observed for
the scissors path forL2 levels ranging from 20 to about 65
dB SPL. Stated another way, the optimal-level path resulted
in DPOAE I/O functions that were less dependent on fre-
quency.

The average phase of the I/O function across subjects
was obtained by averaging complex pressure values at
2 f 1– f 2 , and is shown in the upper half of Fig. 11. Only
measurements which had an individual SNR greater than 3
dB were included in the average. The lower half of Fig. 11
shows the vector strength~Goldberg and Brown, 1969! asso-
ciated with each phase average. The line weights in Fig. 11
follow the convention used in Fig. 10. Just as we observed in

FIG. 9. Average DPOAE I/O functions for discrete-level measurements. The
mean DPOAE level~thick line! and corresponding noise level~thin line! are
shown for eachf 2 frequency for both scissors~left column! and optimal
~right column! paths. The error bars indicate 1 standard deviation from the
mean. Dashed lines represent estimated system distortion based on cavity
measurements. The dB values in each panel are the average of all standard
deviations with SNR>10 dB.

FIG. 10. DPOAE growth rate as a function of stimulus level for scissors
~left! and optimal~right! discrete-level measurements. These growth rates
are the slopes of the I/O functions shown in Fig. 9. The growth rate for the
optimal path shows less variability across frequency compared to the scis-
sors path.
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the individual data shown in Fig. 6, the average DPOAE
phase in Fig. 11 has a tendency to decrease with increasing
stimulus level at all frequencies and for both scissors and
optimal paths. The total decrease in phase tends to be about
0.5 to 1 cycles between 0 and 80 dB SPL, independent of
frequency. This trend is observed despite low values of vec-
tor strength, which indicate broad distributions of individual
phase values across subjects. The phase decrease for the scis-
sors path~left panel! tends to be uniform across all levels,
whereas, for the optimal path, the phase decreases more be-
low 40 dB SPL than it does at higher levels. For the optimal
path, there was little phase change between 40 and 60 dB
SPL, except at 2 kHz, where the phase increased above 45
dB SPL. While the general trend was a decrease in phase
with increasing stimulus level, regardless of the particular
stimulus path, this result should be interpreted cautiously,
given the variability across subjects suggested by the low
vector-strength values.

IV. DISCUSSION

The major findings from this study are~1! the develop-
ment of a stimulus paradigm that allows one to explore a
large L1 ,L2 space in a relatively short period of time;~2!
validation of this technique by demonstrating the similarity
in DPOAE levels obtained with it to the DPOAE levels ob-
tained by more traditional measurement techniques at com-
parable stimulus levels;~3! demonstration that the optimal-
level path depends on frequency;~4! demonstration that the
optimal-level path results in larger responses than another
commonly used paradigm for selecting stimulus level; and
~5! that the DPOAE I/O functions are more similar across
frequency and less variable across subjects when the
optimal-level path is used, compared to the scissors path.

A. Analysis bandwidth

A 2-Hz bandwidth was selected for heterodyne analysis
of the Lissajous-path responses because a smaller bandwidth
would distort the shape of the Lissajous pattern formed by
the primary levels and a larger bandwidth would decrease the
SNR. This bandwidth was too small to allow accurate repre-
sentation of DPOAE levels because these levels were chang-
ing so rapidly. In other words, the smoothing of the DPOAE
level by the heterodyne analysis caused these levels to differ
from those measured with discrete-level stimuli. However,
because smoothing did not alter the locations of the most
prominent DPOAE-level maxima inL1 ,L2 space, the
Lissajous-path measurements retained sufficient information
to determine an optimal path, despite the smoothing.

Possible evidence of excessive smoothing can be ob-
served in the large deviation of some squares from the solid
line in Fig. 2. The main reason for these large deviations was
because DPOAE level tended to be larger during portions of
the stimulus whenL1 andL2 were both increasing. The de-
pendence of DPOAE levels on the direction of stimulus level
changes indicates that the stimulus levels were changing too
rapidly to approximate steady-state conditions; however, this
dependence was apparently exaggerated by the narrowness
of the analysis bandwidth. Local maxima in DPOAE level
were spread over a wider range as a result of smoothing. We
observed that increasing the analysis bandwidth reduced the
largest deviations of the squares from the solid line in Fig. 2;
however, it was decided that the present amount of smooth-
ing was acceptable and was selected because it provided bet-
ter SNR than was provided by the larger bandwidth. Another
way to reduce the influence of smoothing would have been
to reduce the rate of stimulus-level changes, either by in-
creasing the duration of stimulus or by reducing the number
of cycles of level modulation. Both of these modifications to
the stimulus have corresponding disadvantages and were not
explored in the present study. Considering the alternatives,
the 2-Hz analysis bandwidth appears to represent a reason-
able compromise between competing needs. Still, the selec-
tion of analysis bandwidth for the Lissajous-path measure-
ment warrants further consideration in future studies.

B. Frequency dependence

The data displayed in Fig. 7 suggest that the optimal
linear path for maximum DPOAE level depends on fre-
quency, contrary to the suggestion of Kummeret al. ~2000!.
The observation of frequency dependence, however, is per-
haps not surprising. One might expect the optimal path to
have a steeper slope at low frequencies because the basilar-
membrane~BM! excitation patterns for these stimuli overlap
more than at high frequencies, resulting in more similar BM
growth rates for the two tones at the site of DPOAE genera-
tion. The excitation patterns for higher frequencies with the
samef 2 / f 1 will be separated to a larger degree, which might
result in more different growth rates at the DPOAE genera-
tion site. If the growth of BM response tof 156.7 kHz at the
f 258-kHz place is more rapid than thef 150.83 kHz re-
sponse growth at thef 251-kHz place, then the rate at which
L1 will need to increase to maintain the maximum interac-

FIG. 11. Average DPOAE phase~upper! and vector strength~lower! as a
function of stimulus level for scissors~left! and optimal~right! discrete-level
measurements. Different frequencies are represented by varying linewidths.
The complex pressure at 2f 1– f 2 was averaged across all subjects to obtain
these phase values. To facilitate comparison, each phase curve has been
unwrapped and shifted vertically so that its value would be zero at 40 dB
SPL.
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tion at the f 2 place will depend on frequency. Under these
conditions, maintaining similar BM displacements at the
generation site for the two tones requiresL1 to change level
much more slowly thanL2 when f 258 kHz than whenf 2

51 kHz. Presumably, this is why the optimal path has a
shallower slope at high stimulus frequencies, compared to
lower frequencies.

According to this view, one would predict an interaction
between primary-level ratio and primary-frequency ratio.
Thus, the frequency dependence of the optimal-path slope
might be reduced by selecting a smallerf 2 / f 1 ratio for
higher frequencies. In this way, the relative overlap between
the BM excitation patterns forf 1 and f 2 could be made to be
more consistent across frequency. Stated another way, either
decreasingf 2 / f 1 or increasingL1 can compensate for differ-
ences in frequency selectivity as a function of place along the
basilar membrane. By decreasingf 2 / f 1 , the relative growth
rates between the BM responses at the place of DPOAE gen-
eration would be more consistent. This consistency should be
reflected in the slope of the optimal path. In support of this
interpretation, Mills~2002! observed in gerbils that thef 2 / f 1

producing the largest DPOAE levels decreases asf 2 in-
creases.

C. Measurement time

The advantage of reduced measurement time for the
continuous-level I/O function compared to the discrete-level
I/O function, as shown in Table II, should also take into
account the higher noise level for the continuous-level I/O
functions listed in Table III. At 8 kHz, the increased noise
levels essentially negated the benefit of the decreased data-
collection time. While the continuous-level paradigm re-
sulted in higher noise levels than the discrete-level paradigm
at other frequencies, the increased noise level was less than
would be predicted by the decreased data-collection time. If
noise equivalency is a goal, we should be able to achieve
similar noise levels with continuous-level measurements by
doubling the measurement time at 1 and 2 kHz and quadru-
pling the measurement time at 4 and 8 kHz; however, this
increase in measurement time would reduce its advantage
over discrete-level measurements to less than a factor of 2.
An alternative way to achieve a similar noise floor with the
continuous-level measurement would be to decrease the
analysis bandwidth; however, this approach would lead to
about 1- or 2-dB greater deviations from DPOAE levels
measured with discrete-level stimuli. Considering the ines-
capable trade-offs among~1! measurement time;~2! noise
level; and~3! DPOAE-level accuracy, the apparent advan-
tage of the continuous-level measurement appears smaller
than suggested by the times listed in Table II. However,
continuous-level measurements may still be preferable to
discrete-level measurements in some situations, especially
when accuracy of DPOAE levels is less important, such as in
the determination of the optimal linear path. Another situa-
tion in which the continuous levels could offer a significant
advantage over discrete levels is when the SNR is suffi-
ciently high that the transient responses due to switching
stimulus levels occupy a significant percentage of the aver-
aging time required at each level. This may be the case in

typical laboratory studies because the SNR is usually much
greater in experimental animals than in humans, so avoiding
transient-response time has a greater influence on total mea-
surement time.

D. IÕO function variability

The similarity across frequency of the DPOAE I/O func-
tion growth rates shown in Fig. 10 for the optimal path sug-
gests that the optimal path reduces individual variability in
I/O functions by compensating for individual-ear difference
in the ear-canal geometry and/or middle-ear transmission.
The compressive shape of the DPOAE I/O function is due to
compressive growth of BM vibrations. The similarity of
DPOAE growth across frequency suggests a corresponding
similarity in BM growth across frequency. Individual differ-
ences in ear-canal and/or middle-ear characteristics could af-
fect the relative levels of primary-tone responses within the
cochlea and, as a consequence, cause the DPOAE growth
rates to differ, despite consistency of BM growth rates for
single tones. The use of optimal-path stimuli can compensate
for these differences in individual ears. Variability across
ears, however, cannot be completely attributed to level dif-
ferences reaching the site of generation, because variability
remained even after individualized optimal-level paths were
used.

Similarity of the I/O functions across frequency provides
evidence that the cochlear mechanisms that cause BM
growth to be nonlinear have relatively invariant characteris-
tics along the length of the cochlea, at least for the cochlear
regions over which frequencies from 1 to 8 kHz are repre-
sented. The assumption of such invariance in BM growth has
been used by Keefe~2002! to compute estimates of middle-
ear forward- and reverse-transfer functions based on mea-
surements of DPOAE I/O functions. Miller and Shera~2002!
observed, however, that the I/O functions used by Keefe had
fixed values ofL1 for eachL2 despite differing values of
middle-ear forward transfer atf 1 and f 2 . Consequently, the
relative level of these two frequency components within the
cochlea was not held constant across frequency. The fact that
the optimal path I/O functions in the present study were less
variable across frequency and across subjects suggests that
relative levels within the cochlea were more consistent.
Therefore, estimates of middle-ear transfer functions derived
from individualized optimal-path I/O functions could be
more accurate than those derived from I/O functions mea-
sured with any stimuli that have fixed level differences for all
subjects. At the very least, the frequency effect described in
the present study suggests that the DPOAE I/O functions
obtained with a fixed primary-level ratio regardless of fre-
quency may not provide the best data from which to derive
estimates of forward and reverse energy transmission.

E. Optimal path

Our results indicate an optimal path throughL1 ,L2

space, averaged over subjects and over stimulus frequency, is
L154410.45•L2 . This result is consistent with previous

1257J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Neely et al.: Continuous-level otoacoustic emission



recommendations to makeL1.L2 at low stimulus levels
~Gaskill and Brown, 1990; Whiteheadet al., 1995b; Kum-
mer et al., 1998, 2000!.

Whiteheadet al. ~1995b!, based on measurements in
eight human subjects, suggested the use ofL154510.5•L2

at 3 kHz, which is close to our optimal path when averaged
across frequency. They also observed some frequency depen-
dence to their optimal path by noting that the constant term
was less~in the 32- to 42-dB range! at other frequencies
~both above and below 3 kHz! when the slope~0.5! was kept
constant.

Our optimal path lies above the Kummeret al. ~1998!
scissors pathL153910.4•L2 , which was based on the data
of Gaskill and Brown~1990!. According to our results,L1

needs to be higher than the scissors path to obtain the largest
DPOAE levels at eachL2 . Kummeret al. ~2000!, based on
measurements in 22 subjects, essentially confirmed their ear-
lier recommendation for the optimum path, although they
suggest a slightly higher pathL154110.41•L2 . Contrary to
our results, they found little frequency dependence in their
scissors path, although their methods were similar to ours.
One possible reason for the discrepancy between their results
and ours could be the more limited dynamic range of their
stimuli. Their stimulus levels went no higher thanL1570
andL2565 dB SPL. Their maximum measurement time of 4
s per stimulus condition also limited the minimum stimulus
levels at which reliable measurements could be made~as
evidenced by the SNR!. However, the frequency effects de-
scribed in Figs. 7 and 8 of the present paper are large. There-
fore, differences in the range of stimulus levels may not be
adequate to explain the differences between the present re-
sults and those described in Kummeret al. ~2000!.

The continuous-level method, which allows us to ex-
plore a large region ofL1 ,L2 space in a relatively short
amount of time, estimates the optimal path in less time than
traditional methods. Although we have taken advantage of
this method to provide average optimal paths at each fre-
quency, as well as averaged across frequency, the preferred
approach would be to use individual estimates of the optimal
path for each ear. This is because current stimulus calibration
methods, whether in-the-ear or in an acoustic cavity, are un-
able to guarantee that the desired level difference between
the two tones will be achieved within the cochlea. Determin-
ing the individual optimal path in each ear provides the best
way to maximize the DPOAE level as a function of stimulus
level. While this approach might be preferable in normal-
hearing subjects under laboratory conditions, the problem
becomes more complex when measuring responses in possi-
bly hearing-impaired subjects under clinical conditions.
Here, the approach that is taken to select stimulus level prob-
ably will depend on the question that is being asked. If the
aim is to distinguish ears with normal hearing from ears with
hearing loss, then it might be more appropriate to select the
average normal optimal-level path and apply those values
with patients in the clinic. Although this path might not be
optimal for individual hearing-impaired subjects~or for indi-
vidual normal-hearing subjects!, it might result in greater
separation between the response distributions from normal
and impaired ears, which is the goal in dichotomous clinical

decisions. On the other hand, individual optimal-level paths
might be more useful in clinical applications where the
DPOAE I/O function will be used to predict behavioral
threshold~Boege and Janssen, 2002; Gorgaet al., 2003! or
loudness growth~Müller and Janssen, 2004!. Under these
circumstances, selecting a stimulus path that takes into ac-
count any individual differences in calibration and/or energy
transfer through the middle ear might provide a better esti-
mate of BM response growth, which is the variable of inter-
est when evaluating the relationship between DPOAE I/O
functions and behavioral thresholds or loudness growth.

F. Level-dependent phase shift

It is of some interest that the same trend of decreasing
phase with increasing level that was observed for a single
subject in Fig. 6 is preserved in the average data from 20
subjects shown in Fig. 11. As stated above, we interpret the
decrease in phase to indicate a shift in the place of DPOAE
generation of about 1 cycle. The suggestion of a shift to-
wards the base as level increases is not surprising, given the
direction in which excitation spreads in the cochlea~e.g.,
Rhode and Recio, 2000!. This result is also consistent with
the upward spread of DPOAE suppression~Gorga et al.,
2002!, which similarly suggests that the place of DPOAE
generation moves toward the base of the cochlea as stimulus
levels increase.

Shera and Guinan~2003! have estimated that the wave-
length of the BM response in a human cochlea is about 1.3
mm at 1 kHz, but decreases with increasing frequency at a
rate of about 25% per octave. The level-dependent phase
shift in the present study shows no such consistent trend with
frequency over a three-octave range. This suggests that the
level-dependent shift in the place of DPOAE generation is
more likely to be consistent in terms of cycles than distance
along the BM.

V. CONCLUSIONS

The Lissajous-path measurement using continuous-level
stimuli provides an efficient method to determine an optimal
linear path that will usually produce larger DPOAE levels
than more traditional approaches to setting primary levels,
such as the Kummeret al. ~1998! scissors path. In addition
to producing larger DPOAE levels, the individualized opti-
mal path produces I/O functions that are slightly less variable
across subjects and slightly more consistent in shape across
frequency. Consequently, DPOAE I/O functions measured
with individualized optimal paths may yield more accurate
predictions of hearing thresholds or loudness growth.

The optimal path differs across subjects and across fre-
quency. The slope of the optimal path is steeper at low fre-
quencies and less steep at high frequencies. This observation
is consistent with direct observations of cochlear mechanics
that show nonlinear BM growth more spatially distributed at
low frequencies and more localized at high frequencies
~Cooper and Rhode, 1995; Robles and Ruggero, 2001!. De-
spite this clear variation in nonlinear growth characteristics
across frequency, DPOAE I/O functions maintain a similar
shape across frequency. This observation appears to be con-
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sistent with psychophysical data that show similar loudness
growth across frequency~e.g., Fletcher and Munson, 1933;
Müller and Janssen, 2004!.
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An ingenious experiment has been performed by Allen and Fahey@J. Acoust. Soc. Am.92, 178–188
~1992!#, in which they attempted to estimate the gain of the cochlear amplifier by comparing
responses to the 2f 1– f 2 distortion product~DP! in the outer ear canal~otoacoustic emissions! and
from an auditory-nerve fiber. Results were essentially negative: no evidence of cochlear
amplification was found in that experiment. A variation of that experiment is reported here, where
DP responses in the outer ear canal are compared with mechanical responses of the basilar
membrane. This variation does not suffer from the major limitation in the original experiment in the
choice of possible frequency ratios. Results confirm and extend those of Allen and Fahey entirely.
Apparently, the gain of the cochlear amplifier cannot be measured in this way. It is argued that the
retrograde wave going to the stapes is most likely reduced in magnitude by wave interference when
the two primary frequencies approach each other. Such a reduction does not take place in the
forward-going wave to the location tuned to the DP frequency. This explanation is illustrated on the
basis of results of earlier experiments on the movements of the basilar membrane. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1856229#

PACS numbers: 43.64 Kc, 43.64 Bt@BLM # Pages: 1260–1266

I. INTRODUCTION

Before the 1970s, it was assumed that a ‘‘second filter’’
was necessary to explain the profound difference between
mechanical tuning as it had been found on the basilar mem-
brane ~BM! and neural tuning as evidenced by auditory-
nerve fibers. For a review see Evans~1975!. The experiments
of Rhode ~1971, 1978! and, later, those of Sellicket al.
~1982!, showed that the sharpness of tuning on the BM is
well comparable to neural tuning. These basic findings were
corroborated and refined by, amongst others, Robleset al.
~1986! and Nuttall et al. ~1990, 1991!. Accordingly, it has
become a problem for theoreticians to explain the sharp tun-
ing of the BM in terms of a mechanical model of the cochlea.
An ad hocassumption was posed by Kimet al. ~1980!, in-
volving the BM to be locally active. More precisely, the
damping of the BM was assumed to be negative over part of
the BM, extending basally from the location of largest re-
sponse, over which segment the BM was assumed to be ca-
pable of amplifying the cochlear wave. Thatad hocassump-
tion was supported by an analysis by de Boer~1983!, who
proved that, in the realm of ‘‘short waves,’’ it is impossible
for a standard cochlear model to show the type of peak re-
sponse that had been measured~amplitude and phase! when
that model is passive. The model must have a BM imped-

ance, of which the real part is negative basally from the point
of largest response. In the same year Davis~1983! coined the
term ‘‘cochlear amplifier,’’ thereby tacitly implying that there
is a physiological mechanism that is responsible for local
activity and local amplification. This term has come into
common usage, although at this point it should be stressed
that the concept of cochlear activity is a theoretical one: cer-
tain mechanicalelements of a cochlear model should be ‘‘ac-
tive’’ for that model to show a theoretical response resem-
bling a measured one. Zweig~1991! showed with the
‘‘inverse solution method’’ for a one-dimensional model that
‘‘local activity’’ is necessary. We further refer to publications
in which the inverse solution method for a three-dimensional
model ~de Boer, 1995a, b! was used to prove that local ac-
tivity is absolutely necessary for constructing a three-
dimensional cochlear model that simulates measured re-
sponses accurately~de Boer and Nuttall, 1999, 2000!.

Another very important aspect of all experimental re-
sults is that the cochlear mechanical response is fundamen-
tally nonlinear, it is characterized by amplitude compression,
shows intercomponent suppression, and includes generation
of distortion products for multicomponent stimuli. In addi-
tion, the response bandwidth is affected by nonlinearity. Tun-
ing and nonlinearity appear to be intrinsically linked. It fol-
lows that cochlear activity and nonlinearity are intrinsically
linked, too.

An ingenious physiological experiment, designed to es-a!Electronic mail: e.d.boer@hccnet.nl
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timate the ‘‘gain of the cochlear amplifier,’’ was performed
by Allen and Fahey~1992!. It involved two linked measure-
ments of responses of the functioning cochlea, i.e., recording
of otoacoustic emissions~OAEs! in the external ear canal
along with simultaneous measurement of the response of a
primary auditory neuron. The experiments were performed in
anesthetized cats. The acoustical stimulus was a pair of pure
tones, with frequenciesf 1 and f 2 , with f 2. f 1 , presented by
a transducer in the external ear canal. Where the mechanical
responses to these tones interact in the cochlea, distortion
products~DPs! are generated. One of these DPs, the one with
frequencyf DP equal tof DP52 f 1– f 2 , was the object of mea-
surement. In what follows, this component will be desig-
nated by ‘‘DP.’’ The frequencyf DP was chosen equal to the
characteristic frequency~CF! of the auditory neuron under
study so that the neuron was maximally sensitive to that
frequency. The frequenciesf 1 and f 2 were varied over as
wide a range as possible while the DP frequencyf DP was
kept constant. The stimulus levels of the two tones were
equal and chosen such that at every condition aconstant
response was obtained by the auditory neuron—presumably
reflecting constant BM response at the location of that neu-
ron. Meanwhile, thef DP component of the OAE in the ex-
ternal ear canal was measured.

In its most simplified form, the reasoning employed was
as follows. When the frequenciesf 1 and f 2 are varied, the
effective locus of the source of the DP varies along the
length of the BM. Whenf 2 / f 1 is close to 1,f DP is nearly
equal tof 1 and the DP source is close to the location corre-
sponding to f DP, i.e., close to the location of the neuron
measured. Whenf 2 / f 1 is appreciably larger than 1, the DP
source is near the peak generated by thef 2 tone. From the
source of the DP two waves emerge, one going basally and
giving rise to an OAE~pathway #1! and the other apically,
towards the location of the neuron~pathway #2!. Assume
now that there exists a bidirectional cochlear amplifier for
the frequencyf DP. The spatial region of activity would ex-
tend basally from the location of the neuron, over a few mm.
The total amplification that a wave undergoes as it follows a
path through this spatially distributed amplifier is monotoni-
cally related to the length of the path. When the source of the
DP is near the location of the neuron (f 2 / f 1 close to 1!, the
wave of pathway #1 traverses a large amount of the path and
thus undergoes maximal amplification, and that of pathway
#2 none. When the source is far from the neuron (f 2 / f 1

appreciably larger than 1! the wave of pathway #1 is not
amplified but that of pathway #2 undergoes nearly maximal
amplification. Since the response of the neuron for the fre-
quencyf DP is kept constant, the amplitude of the OAE in the
ear canal should vary asthe square of the amplification fac-
tor.

The experimental results were, in a sense, unexpected.
When the ratiof 2 / f 1 was varied while constant response of
the neuron was monitored, almost no variation was observed
in the OAE. Allen and Fahey concluded that the amplifica-
tion of the cochlear amplifier is less than 10 dB, or, more
simply, that ‘‘there exists no cochlear amplifier.’’ There is at
least one limitation in parameters in the Allen–Fahey experi-
ment. When the ratiof 2 / f 1 is close to 1, the three frequen-

cies are close together, and it will not be thef DP component
but the~stronger! f 1 component that excites the neuron, mak-
ing it impossible to monitor the DP component’s amplitude
at that location. Therefore, the minimum usable value of
f 2 / f 1 is decidedly different from 1. It was reasoned that this
limitation would not affect the conclusion. Because it has
been proven impossible to generate a cochlear model without
amplification which faithfully simulates cochlear responses
as they have been measured~see above!, the negative result
of the Allen–Fahey experiment forms part of a mystery.

With an entirely different technique, the essential ele-
ments of the Allen–Fahey experiment were repeated by
Shera and Guinan~1997!. This very elegant experiment was
also conducted in anesthetized cats, and measurement of
OAEs was the exclusive technique employed. The basic
stimulus consisted, as before, of two sinusoidal signals, with
frequenciesf 1 and f 2 . The strength of the DP at its best
location was monitored via generation of asecondary DP.
This was accomplished when a third tone was added to the
stimulus, with a frequency not far from the DP frequency
f DP52 f 1– f 2 . The forward-traveling wave at the DP fre-
quencyf DP and the traveling wave of the third stimulus tone
gave rise to a secondary DP which could be detected in the
external ear canal. The results were essentially similar to
those of Allen and Fahey: when the ratiof 2 / f 1 approaches 1,
there was no sign of cochlear amplification. The mystery
remains.

Up to now, several attempts at explaining these—and
related—results have been made. These are described further
on ~Sec. V! where we have occasion to comment upon them.
In the interest of brevity we forgo here other, secondary,
contributing factors such as suppression of the DP by the
primary tones. We will come back to these in Sec. IV.

In the present paper we describe an extension to Allen
and Fahey’s work, a variation that does not suffer from the
principal limitation of that work. Instead of monitoring the
response of a neuron ‘‘tuned’’ to the DP frequency, it is the
velocity of the basilar membrane~BM! that is directly mea-
sured and kept constant. More precisely, the component with
the DP frequencyf DP of the BM velocity is selected and kept
at a constant amplitude. In most other aspects, our experi-
ments were of a similar type as Allen and Fahey’s. Our re-
sults fully corroborate the results of Allen and Fahey and
those of Shera and Guinan. What is left to explain is the
mystery. It will be argued that a process called ‘‘wave inter-
ference’’~Shera, 2003! is likely to be the major cause of the
negative outcome of the Allen–Fahey experiment and its
variations.

II. EXPERIMENTAL PROCEDURES

We have performed our experiments on guinea pigs. De-
tails about experimental animals and surgical techniques
have been described in previous publications~Nuttall et al.,
1991, 2004; de Boer and Nuttall, 1997, 2000!. The protocols
of the experiments described in this paper were approved by
the Committee on the Use and Care of Animals, Oregon
Health & Science University. Two miniature tweeter loud-
speakers were connected with narrow tubes to a plastic cou-

1261J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 de Boer et al.: The Allen–Fahey experiment extended



pler placed in the external ear canal. The narrow tubes pro-
vided enough damping to ensure a relatively flat frequency
response in the region upward from 17 kHz, the frequency
region of the primary tones. The same coupler housed an
Etymotic 10 B1 microphone to record the otoacoustic emis-
sions~OAEs!. The coupler was not specifically designed to
minimize reflection, although the two long and narrow tubes
tend to absorb reflected sound.

Basilar-membrane velocity was measured at a location
with a best frequency of 16 to 18 kHz. A small opening was
made in the first-turn scala tympani bony wall of the cochlea.
Glass beads~;20-mm diameter gold-coated! were placed
onto the BM. The laser beam of a Doppler velocimeter
~Polytec Corp. OFV 1102! was focused on one of the beads.
By measuring compound action potentials~CAPs! we veri-
fied that in the region from 15 to 20 kHz the hearing loss due
to surgery remained below 10 dB. Pure-tone stimuli were
generated by computer; each of the two tones was sent to one
of the loudspeakers. All OAEs were recorded with a micro-
phone~Etymotic Research ER-10B1, Elk Grove Village, IL!
from the ear canal. Two real-time FFT analyzers, Stanford
Research Systems type SR770 and Hewlett-Packard type
35665A, were used to observe and monitor the signals from
the velocimeter and the Etymotic microphone. We ensured
that the system’s intermodulation distortion was well below
the OAE level.

III. EXPERIMENTS AND RESULTS

The principal aim of the experiment was to measure the
DP component of the OAE in the ear canal as a function of
the frequency ratiof 2 / f 1 whereby the amplitude of the DP
component of the BM velocity at the measurement site re-
mained constant. In the first experiment the ratiof 2 / f 1 was
given the values 1.01, 1.05, 1.10, 1.15, 1.20, 1.25, and 1.28.
The frequenciesf 1 and f 2 of the primary tones were varied
whereby the DP frequencyf DP was kept constant at 17 kHz,
approximately the best frequency at the location where BM
velocity was measured. By adjusting the levels of the pri-
mary tones the amplitude of the DP component of the BM
velocity was kept at the value 8.5mm/s; for small frequency
ratios the level of both primary tones was around 50 dB SPL.

Figure 1 shows the result of this experiment. The figure
shows the level of the DPOAE sound pressure in the ear
canal for the series of selected values of the ratiof 2 / f 1 of the

primary tone’s frequencies. According to the simplest pos-
sible reasoning~see the Introduction!, the level of the
DPOAE should rise as the ratiof 2 / f 1 approaches 1; instead,
it decreases. Our experiment does not have a limitation in
how near to 1 this ratio can be~within the accuracy of the
FFT analyzer, of course!, and we observe that the tendency
found by Allen and Fahey is confirmed here.

A second experiment was carried out in a different ani-
mal. In this case two amplitude criteria were applied to the
DP BM velocity component: 21.5 and 62.5mm/s. For the
higher criterion the levels of the primary tones were around
60 dB SPL for small frequency ratios. Results are shown in
Fig. 2. The larger ratios could not be used because they
would require excessive sound levels. It is clear that the de-
crease of the DPOAE with decreasing frequency ratio is
present in both cases but it is more pronounced for the higher
criterion. The tendencies shown in Figs. 1 and 2 were con-
firmed by two more experiments.

IV. SUPPRESSION

One of the phenomena that could interfere with our sim-
plest interpretation of the procedure is suppression. Two
types of suppression should be considered: mutual suppres-
sion of the two primary tones and suppression of the DP
wave by ~one of! the primaries. Kanis and de Boer~1997!
indicated that in a very simple nonlinear model of the co-
chlea mutual suppression of the primaries could give an ex-
planation of the decrease of the DP wave when the two fre-
quencies approach one another. We decided to include
mutual suppression in our experiments. Two tones were pre-
sented, at the levels used~and varied! in the experiments,
and the BM response to each of them was measured with the
other tone being switched on and off. This experiment would
give an indication of the importance of mutual suppression.
Figure 3 shows the result, the percentage of suppression, for
both the low and the high criterion, as a function of fre-
quency ratio. Except for the smallest ratio, 1.01, suppression
is small to moderate. However, for the ratio 1.01 suppression
of the tone with frequencyf 1 on that with frequencyf 2 is so
large that it can at least partially explain the decrease seen in
Figs. 1 and 2 in going from ratio 1.05 to 1.01.

To assess suppression of the DP wave by the primary
complex is somewhat more complicated. A first-order esti-
mate is obtained by presenting only one tone and measuring

FIG. 1. Experiment #1. DP OAE component in the ear canal versus ratio of
primary frequencies. Criterion: DP component of BM velocity at 17-kHz
place 8.5mm/s.

FIG. 2. Experiment #2. DP OAE component in the ear canal versus ratio of
primary frequencies. Two criteria are applied to the DP component of BM
velocity at 17-kHz place, 21.5 and 62.5mm/s.
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the suppression of another tone at the DP frequency. Again,
the levels of the tone were chosen the same as in the actual
experiments. As Fig. 4 shows, suppression of a tone at the
DP frequency is substantial, and mainly due to the tone with
frequencyf 1 , the tone that is closest in frequency to the DP.
However, somewhat unexpectedly, this suppression does not
depend on frequency ratio. A substantial variation of sup-
pression between ratios 1.01 and 1.05, for instance, is not
found here~such a variation only occurs when both tones are
strong, as Fig. 3 shows!. In summary, we do not find a pos-
sible cause for the decline of DP acoustic emissions between
ratios 1.05 and 1.01 here.

V. POSSIBLE EXPLANATIONS

The most mysterious property of the results described by
Allen and Fahey~1992! is that the nearer the frequency ratio
f 2 / f 1 is to 1, the smaller is the DPOAE amplitude. In this
respect we should remember that the DP measured at the
level of the BM does not show evidence of a decrease be-
tween the ratios 1.1 and 1.01~Robleset al., 1997!. Obvi-
ously, there is a fundamental asymmetry in play. Going back
to DPOAEs, our results confirm Allen and Fahey’s findings
in a more general setting, without a limit to how close to 1
the frequency ratio can be. When we concentrate on the re-
gion between frequency ratios of 1.01 and 1.1, we may note

a resemblance with the ‘‘tuning’’ of DPOAEs that has been
observed~see, e.g., Brownet al., 1992!. In those tuning ex-
periments the DP frequency was not constant but it varied
little over this ratio interval. Furthermore, the primary-tone
levels were kept constant. Nevertheless, the general tenden-
cies are the same. Several studies have attempted to explain
this fundamental finding. For instance, Lukashkin and Rus-
sell ~2001! described how a no-memory nonlinear device
would react to patterns of primary tones with varying ampli-
tudes. For certain amplitude and ratio conditions they found
a notch in the amplitude of the DP response and reasoned
that this notch and its level dependence could be at the root
of the decrease of the DP whenf 2 / f 1 approaches 1. In ad-
dition, they point to mutual suppression of the primary tones
as an important contributing factor, a subject we treated in
the preceding section. The analysis of Lukashkin and Russell
~2001! does not involve the entire region of overlap, and
does not include the phase of individual wavelets. A further
impediment to considering it in relation to the Allen–Fahey
paradigm is that it would apply to both DP waves, of path-
way #1 as well as pathway #2. A similar argument can be
applied to the idea launched by Allen and Fahey~1993!
about a ‘‘secondary cochlear map,’’ where it is assumed that
DPs are undergoing a ‘‘filtering;’’ there seems to be no rea-
son why the waves in the two directions would be affected
differently. In summary, none of the earlier attempts at ex-
plaining the variation in the frequency-ratio region between
1.01 and 1.1 would explain why only the basally going wave
is affected and not the apically going wave.

Up to now, only one comprehensive attempt at explain-
ing the results of the Allen–Fahey experiment has been
made. Shera~2003! computed DP waves generated by a two-
tone complex in a cochlear model according to a number of
simplifying assumptions. He stressed that thesourceof DPs
extends over a certain distance and that this region can en-
compass an appreciable variation of phase. In particular,
when f 2 / f 1 approaches 1, a good deal of destructive inter-
ference will occur in the wave of pathway #1, whereas no
such interference occurs in the wave of pathway #2. Accord-
ingly, the signal in pathway #1 would be reduced in ampli-
tude considerably and cochlear amplification would not be
observable at all in the external ear canal. Incidentally, the
same mechanism should be responsible for the tuning of
DPs. To wit: for ratios close to 1 the interference should
decrease the observed OAE amplitude, whereas for ratios
above 1.2 the increasing separation between the response
peaks corresponding to the frequenciesf 1 and f 2 diminishes
the overlap between the excitation patterns and thus dimin-
ishes the strength of the DP.

Shera’s arguments can be extended and applied to real-
istic responses. Consider the low-level frequency response of
the BM as measured in a guinea pig. With the assumption of
a cochlea that scales the logarithm of frequency to location
along the BM, this response can be transformed to the place
domain. The so-derived response is a function of place~let
us introduce the variablex) for a particular value of fre-
quency. For the latter frequency we take the best frequency
at the location where measurements have been made, in our
case 17 kHz. It is now possible to estimate also the response

FIG. 3. Mutual suppression of primary components. Levels are varied for
different values of the frequency ratio as in the actual experiment #2. Re-
sults are shown for both the low and the high criterion for the mechanical
DP component.

FIG. 4. Suppression of a tone with the frequency of the DP by the primary
components~presented separately or together!. Levels of the primary com-
ponents were varied as in experiment #2, high criterion only.
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as a function of place at other frequencies. This is done for
the frequencies 21.3 and 25.5 kHz, chosen such as to have a
ratio of 1.2 and to correspond to a DP of frequencyf DP

52 f 1– f 2 , equal to 17.1 kHz. It is stressed that this only
involves the transformation from frequency to location~the
‘‘cochlear map’’! and not any specific model of cochlear me-
chanics. The resulting amplitude patterns are shown by the
two solid curves in Fig. 5. The thick dashed curve shows the
equivalent response of a fictitious tone with the frequency
f DP52 f 1– f 2 . We now can imagine that a DP with this fre-
quency is generated, and certain parts of the two solid curves
are made thicker to indicate thex region where the overlap
between the response patterns is largest, i.e., the region
where the~distributed! source of the DP is assumed to be.
From every point in this region two waves emanate, one
going towards the stapes and one towards the apex of the
cochlea. These waves correspond to the pathways #1 and #2
mentioned earlier. We can estimate the phase course of each

of these waves as follows. Letw1(x) and w2(x) be the
phases of the cochlear patterns of tones 1 and 2, respectively,
measured at locationx referred to the stapes. Similarly, let
wDP(x) be the phase of a~fictitious! tone with the DP fre-
quency, again measured at locationx. Then, the phase
wst(x;0) given by

wst~x;0!52w1~x!2w2~x!1wDP~x!2wDP~0!, ~1!

is the phase of the retrograde wave of pathway #1, originat-
ing at locationx and measured at location 0~the stapes!.
Note that the same phase shiftwDP(x) that the DP wave
incurs in going from location 0~the stapes! to locationx has
to be added for the retrograde wave along pathway #1. In
Fig. 5 the dash-dot line shows the phase of the wave of
pathway #1 as a function of locationx. In contrast, the phase
wap(x) given by

wap~x!52w1~x!2w2~x!2wDP~x!1wDP~xDP!, ~2!

FIG. 5. Cochlear response patterns~in the place do-
main! produced by two tones with a frequency ratio of
1.2. Data taken from experiment 19 924. Thick solid
curves show the amplitude patterns generated by the
two primary components. The fat segments of these
curves denote the source region of the DP. The thick
dashed curve shows the amplitude pattern of a hypo-
thetical stimulus at the DP frequency presented at the
stapes. Dash-dot line: phase of DP-frequency wave
traveling to the stapes; thin dotted line: phase of DP-
frequency wave traveling from source to destination
~which is the location of maximal BM response for the
DP frequency!. In the region of overlap the phase varia-
tions are small.

FIG. 6. Cochlear response patterns of two tones with a
frequency ratio of 1.05. Dash-dot line: phase of DP-
frequency wave traveling to the stapes; thin dotted line:
phase of DP-frequency wave traveling from source to
destination, the location of maximal BM response for
the DP frequency. In this case the wave traveling to-
wards the stapes is much attenuated because the DP-
wave phase is varying very fast in the region of overlap
and wave interference is pronounced.
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is the phase of the apically going wave of pathway #2, which
originates at locationx and is measured at locationxDP, the
location of the peak for the frequencyf DP. The finely dotted
line in Fig. 5 shows the phasewap(x) of the wave toward the
apex~pathway #2!, again as a function ofx. For each of the
two functions shown the zero point is not important; what
should interest us is only thevariation of the phase. The
wave of pathway #1 does not show large variations in the
overlap region, which means that DP wavelets created there
will arrive at the stapes with almost the same phase and will
mainly reinforce one another. The phase variations in path-
way #2 are slightly larger in the overlap region but the total
variation does not exceedp radians~see the phase scale on
the right of the figure!. For the wave traveling in this direc-
tion reinforcement is slightly smaller.

In Fig. 6 we show the condition where the frequency
ratio is 1.05. The phase variations of pathway #2 are minimal
but those of pathway #1 are much larger than in Fig. 5. This
means that in this case the DP wavelets in pathway #1 ema-
nating from the overlap region have a pronounced tendency
to cancel; as a result the OAE will be much reduced in am-
plitude. The other wave is hardly diminished in amplitude.
The effect shown by Figs. 5 and 6~derived from realistic
responses! lies at the root of the computations carried out by
Shera~2003! and substantiate his theoretical analysis but are
more general. At this point it is not possible to go into any
deeper detail, for instance, computing the integrated contri-
bution of all wavelets to the total waves, because we would
need more refined assumptions and a more detailed three-
dimensional model of the excitation of the outer hair cells to
do that. This extension falls outside the scope of the present
paper.

VI. DISCUSSION

From the experiments described we can draw the con-
clusion that, in contrast to expectation, the DPOAE does not
show evidence of cochlear amplification when the frequency
ratio f 2 / f 1 approaches 1. On the contrary, the DPOAE level
decreases in this case. In this respect we corroborate the
experimental results of Allen and Fahey~1992!. Our mea-
surement method differed in one respect from that of Allen
and Fahey: we did not specifically try to minimize reflection
at the stapes. We consider it unlikely that in the frequency
ratio range from 1.01 to 1.1 variations of reflectivity could be
so large as to explain the course of the results.

The most likely reason for the decrease of the DPOAE
when f 2 / f 1 approaches 1 lies in the wave-interference effect
emphasized by Shera~2003!, which we have illustrated in
the preceding section. One important question remains. Ac-
cording to the simplest theory, the ratio of the DPOAE to the
BM velocity at the DP frequency should vary as the square
of the cochlear amplification factor~see the Introduction and
the Allen–Fahey paper! when f 2 / f 1 is varied over a large
range. Would the interference effect be large enough to com-
pensate that factor? In this respect we have to consider the
nature of cochlear amplification. In many papers ‘‘amplifica-
tion’’ is taken as the ratio of the response at the peak mea-
sured in the live animal to the response at the same fre-
quency in the dead animal. This value may be up to 80 dB.

In other work it is taken as the ratio of the peak responses in
these two cases; values of up to 50 dB have been quoted. In
the physical sense, neither value is correct because it is not
the power which is compared. de Boer and Nuttall~2001!
published a report in which the actual power amplification
was computed in a~three-dimensional! model of the cochlea
designed to simulate measured responses. Note that in this
work the term ‘‘power amplification’’ refers to the actual
amplification of the acoustical power that is flowing in the
fluid of the model, from the stapes to the destination. The
result was that the power amplification was maximally 17.7
dB. It is this power amplification that has to be ‘‘camou-
flaged’’ by wave interference, and it is not difficult to see that
this would be possible.
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Recording depth and signal competition in heterodyne
interferometry
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A common way to measure submicroscopic motion of the organ of Corti is heterodyne
interferometry. The depth over which vibration can be accurately measured with heterodyne
interferometry is determined by both the optics, which controls to what extent light from nonfocal
planes reaches the photodetectors, and demodulation electronics, which determines to what extent
signal generated by out-of-focal-plane light influences the measurements. The influence of a second
reflecting surface is investigated theoretically and experimentally. By reviewing the theory of FM
demodulation and showing tests with a Revox FM demodulator, it is demonstrated that the influence
of a secondary signal on a measurement depends on the modulation index. Both high- and
low-modulation index signals are encountered in heterodyne interferometry of the cochlea. Using a
He–Ne-like diode laser (l5638 nm), the border between low- and high-modulation signals is at a
displacement of about 25–100 nm. Confocal interferometry reduces the magnitude of out-of-focus
signals, and therefore their effect on vibration measurement. The response of the confocal system to
reflected signals from two surfaces separated by distances encountered within the cochlear partition
is shown. The results underscore the benefit of steep optical sectioning for intracochlear
measurements. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1848177#
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LIST OF SYMBOLS

f o frequency of the object beam
f r frequency of the reference beam
f c carrier frequency
f m modulation frequency
D f frequency deviation
v radial frequency52p f
l wavelength of laser light
VA(t), VC(t)

velocity of surfaceA or C
xA(t), xC(t)

FM signal out of photodetector due to surfaceA
or C

b5 2pD f /vm

modulation index,
Vo 5velocity amplitude,
Xo 5displacement amplitude

D f 5 2Vo /l 5 2vmXo /l
frequency deviation in terms of object motion, due
to Doppler shift

c0 relative phase between FM signalsxA(t), xC(t)
a,c amplitudes of the FM signalsxA(t), xC(t)
r 5c/a
E(t) theoretical demodulator output signal
Eo(t) experimental demodulator output signal from opti-

cal experiment
Eg(t) experimental demodulator output signal from ex-

periment with signal generators
R reflectivity
m relative interference amplitude~wavefront distor-

tion!
k value the carrier power takes at a given distance

from the plane of focus~from optical sectioning
curve!

d distance between the two surfaces in the optical ex-
periments

z distance from the focal plane

I. INTRODUCTION

Heterodyne interferometry has been the primary tech-
nique for measuring cochlear motion for some time
~Willemin et al., 1988, Nuttall et al., 1991, Ruggero and
Rich, 1991, Cooper, 1999a!. The technique uses interference
between two laser beams~object and reference! whose fre-

quencies have been shifted from each other by an amount
that can be resolved by standard electronics~455 kHz in our
system!. The velocity of the test object shifts the frequency
of the object beam due to the Doppler effect and is encoded
in the frequency modulation of the 455-kHz heterodyne
‘‘carrier’’ signal. The heterodyne signal is decoded using a
frequency demodulator.~Equivalently, the displacement of
the test object changes the distance through which the object
beam travels, thus modulating the phase of the object beam.
Displacement is decoded with a phase demodulator.! The
cochlear tissues are of low reflectivity and, in order to in

a!Author to whom correspondence should be addressed. Electronic mail:
or2107@columbia.edu

b!Electronic mail: smk3@columbia.edu
c!Electronic mail: eao2004@columbia.edu
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crease the power in the object beam, reflecting beads are
often placed on the sensory tissue and the motion of the
beads measured. A bead is a retro-reflector and the light re-
flected from it comes from a well-defined depth. However,
measurements with beads also have disadvantages: The po-
sition of measurement is restricted to that of the bead, and
holes must be made in the overlying tissue in order to place
the bead. The bead might or might not move with the under-
lying tissue ~Khannaet al., 1998, Cooper, 1999b!. On the
other hand, for measurements made without a bead, the laser
beam goes through the tissue and means have to be provided
in order to select the depth from which the reflection is ac-
cepted by the interferometer. For example, in Fig. 1 different
parts of the sensory tissue are imagined to move with differ-
ent amplitudes and phases. We would like to know under
what conditions reflections from out-of-focus surfaces affect
the measured velocity of the in-focus surface.

The accuracy with which vibration at a selected plane
can be measured in the presence of reflections from second-
ary surfaces is determined by the optical sectioning charac-
teristics of the interferometer and the signal processing of the
FM demodulator. By reviewing the theory of FM demodula-
tion and describing tests with our FM demodulator, we show
that the influence of a secondary signal is qualitatively dif-
ferent depending on whether the modulation index is high
~greater than 2! or low ~less than 0.5!. The modulation index,
b, is the ratio of the frequency deviation to the modulation
~stimulus! frequency (b5D f / f m). For perpendicular inci-
dence, the frequency deviation is related to the magnitude of
the velocity via a Doppler shift:D f 5 2Vo /l , where l
5638 nm for our laser. When the response to a pure-tone
stimulus is linear,Vo5vXo , whereXo5displacement and
v52p multiplied by the stimulus frequency, and thusb
5 4pXo /l . Therefore, high modulation index corresponds
to displacements greater than 100 nm, low modulation index

corresponds to displacements less than 25 nm. Both high-
and low-modulation-index signals occur in heterodyne inter-
ferometry of the cochlea. For high-modulation-index signals,
the fundamental component of the output of the FM demodu-
lator is not affected by a secondary signal unless the second-
ary signal’s power is nearly as large as that of the primary
signal. However, the output waveform can be distorted. For a
low-modulation-index signal, a secondary competing signal
can have a relatively large effect on the fundamental compo-
nent of the output signal, but the output signal waveform is
not distorted. Cells and structures in the cochlea have a wide
range of reflectivities, and steep optical sectioning is neces-
sary to reduce contamination by out-of-focus signals.

Detailed discussion on the spatial resolution of intraco-
chlear velocity measurements appeared in two 2001 letters to
the Journal of the Acoustical Society. These are Ren and
Nuttall, 2001, ‘‘Recording depth of the heterodyne laser in-
terferometer for cochlear vibration measurement,’’ and Dal-
hoff et al., 2001, ‘‘Remarks about the depth resolution of
heterodyne interferometers in cochlear investigations.’’ Our
contribution concerns optical sectioning and FM demodula-
tion, and continues the discussion of those letters.

In the article by Ren and Nuttall, a heterodyne interfer-
ometer was used to measure the velocity of a vibrating mir-
ror. The optical sectioning curve shows the decrease of the
power in the carrier signal as the distance between a reflec-
tive plane and the focal plane~the defocus distance! is in-
creased. The FWHM is defined as the full width of the car-
rier power curve at half maximum. The recording depth can
be defined as the defocus distance at which the reported ve-
locity of the reflective plane decreases to 50%. Ren and Nut-
tall reported that the carrier power decreased to 50% of its
maximum at a distance of;69.5mm from the focal plane
(FWHM519.5mm), and to approximately 10% at a dis-
tance of625mm. At larger distances there was no further
reduction of carrier power. In contrast, the measured velocity
did not change with defocusing distances240 to 125mm.
At distances of260, 135mm the velocity had dropped to
50% of its maximum. Because this total distance~95 mm!
was much larger than the FWHM of 19.5mm for the carrier,
the authors noted that the FWHM for the carrier power could
not be used to determine the FWHM for the velocity. Below,
we further explore the relationship between depth resolution
and optical sectioning.

The letter by Dalhoffet al. discussed the effect of a
signal from a secondary reflector. As the letter states, the
light waves from the primary and secondary reflectors will
add at the input to the photodetector. In this contribution we
extend the discussion of Dalhoffet al. by considering the
subsequent processing of the summed signal. When reflec-
tions from two objects contribute to the light input to the
photodetector, the output signal from the photodetector at the
heterodyne frequency that feeds the FM demodulator is the
sum of two signals, each with amplitude proportional to the
square root of the light power from one of the reflectors.
Each signal is frequency modulated by the Doppler shift that
is proportional to the velocity of its reflector. The purpose of
FM demodulation is to extract the instantaneous frequency
of the frequency-modulated signal. Therefore, to analyze the

FIG. 1. The organ of Corti consists of several cellular and acellular layers.
The measuring laser beam of the interferometer is therefore reflected from
several surfaces. When sound is applied to the cochlea, these surfaces~for
example,A: basilar membrane~BM!; B: inner hair cell~IHC!; C: lamina!
vibrate with different amplitudes and phases. Individual reflections from
these surfaces produce carrier signals of different amplitudes, phases, and
Doppler shifts at the photodetector. The relative magnitude of the optical
signals reaching the detector depends on the plane of focus of the interfer-
ometer, reflectivity and orientation of the surface, and on the optical section-
ing characteristics of the interferometer. The frequency demodulator deter-
mines how much the out-of-plane reflections affect the vibration being
measured.
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summed signal analytically, the instantaneous frequency of
the summed signal is the quantity of interest. The analytic
section of this paper shows the instantaneous frequency un-
der various conditions and leads to the low-modulation-
index, high-modulation-index classification of results. Tests
with our FM demodulator with input signals produced with
two signal generators are shown, and confirm the analytic
results. Finally, we show the response of our integrated op-
tical and demodulator system when the two competing sig-
nals are produced optically, by reflecting surfaces with real-
istic cochlea-like separations and motions. First we review
the optical sectioning of the split-aperture system developed
by Khannaet al. ~1996!, as the conclusions of the demodu-
lation analysis and tests will point to the importance of steep
optical sectioning for reducing the contamination from sec-
ondary reflectors.

II. MEASUREMENTS AND DISCUSSION

A. Optical sectioning

The optical sectioning capability of an optical system is
its ability to select light from one plane in the illuminated
sample and reject light from out-of-focus planes. The shape
of the optical sectioning curve is governed by several factors:
~I! The objective lens’s numerical aperture~N.A.! determines
the shape of the optical sectioning curve near the plane of
focus. ~II ! Light returning from out-of-focus planes can be
reduced by directly blocking it. This is how a slit confocal
microscope works~Koesteret al., 1994!. ~III ! A low coher-
ence source~such as a low coherence diode laser or a super-
luminescent diode! can be used to reduce the contribution of
light returning from out-of-focus planes. This strategy was
described by Dalhoffet al. ~2001!.

The approximate analytic expression for the optical sec-
tioning curve due to the objective lens’s N. A. is

V~z!5$sin~Z!/Z%2, Z5p~N.A.!2z/nl, ~1!

whereV(z) is proportional to the light power as a function of
Z, n is the refractive index of the medium, N.A. is the nu-
merical aperture of the lens,l is the wavelength, andz is the
distance from the focal plane.@Dalhoff et al. discuss the
limitations of Eq. ~1! and reference Wilson, 1990.# @As a
clarifying note: When the object beam interferes with a ref-
erence beam in a heterodyne interferometer, the voltage out
of the photodetector at the heterodyne frequency—the het-
erodyne signal—is proportional to the square root of Eq.~1!,
as only the object beam is passed through the objective lens.
The power in the heterodyne signal, the ‘‘carrier power,’’
which is proportional to voltage squared, is proportional to
Eq. ~1!.# In Fig. 2, we compare the theoretical objective lens
optical sectioning dictated by Eq.~1! with the optical sec-
tioning realized by the Koester/Khanna interferometer with
split-aperture objective.

The split aperture is made by placing an opaque vertical
strip close to the back aperture of the objective lens~Koester
et al., 1994!. The optical system is arranged so that the illu-
mination beam uses one half of the lens and the reflected
light uses the other half. Figure 2 shows that without the split
aperture, the theoretical optical sectioning curve initially

falls off smoothly with distance but then rebounds due to
diffraction sidelobes. It is the envelope of the curve that is
relevant in practice, and therefore the envelopes of the theo-
retical curves have been included in our Fig. 2. The opaque
strip in the split-aperture system provides steep fall-off away
from the focal plane. The experimental curve shown in Fig. 2
does not represent a theoretical limit, and improvements of
the split-aperture system are expected to extend the steep
fall-off even further. A disadvantage of the split aperture is
that the effective numerical aperture of the lens is reduced in
one dimension. Thus, in the region of the peak~where the
N.A. governs the curve shape! the data are very close to the
theoretical results for a lens with N.A. 0.25, although the
N.A. of the lens when fully illuminated is 0.35. The split-
aperture arrangement offers substantial and increasing im-
provement in sectioning when the defocusing distance is
greater than 10–15mm. Table I compares the optical section-
ing properties obtained with the split-aperture arrangement
of Khannaet al. with that of several other interferometers.

B. FM interferometry

1. The demodulation process

a. Theory. In heterodyne interferometry a laser beam is
divided into two beams: object beam~frequencyf o) and ref-
erence beam~frequency f r). One or both beams are fre-
quency shifted so that the frequency difference (f o2 f r) be-
tween the two beams isf c ~carrier frequency!. In our case

FIG. 2. Optical sectioning curve as a function of the distance of the reflector
from the focal plane. The optical sectioning curve was measured by the
carrier power in the heterodyne interferometer signal. We show:~i! Mea-
sured optical sectioning curve with split-aperture objective (NA50.35,
thick black line!. ~ii ! Calculated optical sectioning curve due to objective
lens without split aperture (NA50.35, solid black line!. ~iii ! Corresponding
envelope~dashed black line!. ~iv! Calculated optical sectioning curve due to
objective lens without split aperture (NA50.25, solid gray line!. ~v! Corre-
sponding envelope~dashed gray line!. Near the focal plane (d<610mm)
the optical sectioning curve of the split-aperture lens (NA50.35) matches
the theoretical curve for NA50.25. This is because the split aperture re-
duces the effective aperture of the lens. However, away from the focal plane
(d>610mm) the rejection of the split-aperture system is greater than that
of the other systems.
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f o2 f r5455 kHz. The object beam is focused on the surface
to be measured~for example,A in Fig. 1!. The object beam
reflects from the surface and is combined with the reference
beam. The photodetector measures light power—the sum of
the object and reference waves, quantity squared. When the
sum is squared a term at the difference frequency,f o2 f r , is
produced~along with terms at the frequencies 2f o , 2 f r and
f o1 f r). f r and f o are too high in frequency to be resolved by
the photodetector, and the photodetector’s ac voltage output
is at the difference frequency (f c5 f o2 f r). The amplitude of
this ac signal is proportional to the product of the reference
and object wave amplitudes, or equivalently, to the product
of the square root of the reference and object beam powers.
~See Willeminet al., 1988 and Cooper, 1999a for more de-
tails.! When the object~A! is moving, f o is changing in time
due to the Doppler shift, andf o(t)2 f r5 f c1 f (t), resulting
in the frequency-modulated~FM! signalxA(t)

xA~ t !5a cosS 2pE ~ f o~ t8!2 f r !dt8 D
5a cosS vct12pE f ~ t8!dt8 D , ~2!

wherexA(t) is the voltage input to an FM demodulator tuned
to 455 kHz. Demodulation is accomplished by detecting the
phase of the signal, (vct12p* f (t8)dt8), taking the time
derivative to find the instantaneous frequency and subtract-
ing the carrier frequency. For an unchallenged signal, this
results in a perfect extraction off (t). Further along we will
consider the effect of applying this simple algorithm to a
signal that is challenged by the signal from a secondary ob-
ject.

When the modulating signal is sinusoidal,f (t)
5D f sin(vmt1fA), the FM signal can be written as

xA~ t !5a cos~vct2b cos~vmt1fA!!

with b5
2pD f

vm
, ~3!

wheref m is the modulation frequency and corresponds to the
frequency of the object’s motion (v52p f ). fA is the phase
of the object’s movement.D f is the frequency deviation and
is directly related to the velocity amplitude,Vo , as D f
52Vo /l, wherel is the laser wavelength. This is the Dop-
pler shift. b, the modulation index, can be expressed as a
function of velocity amplitude (b5 2Vo /l f m) or displace-
ment amplitude (b5 4pXo /l).

The spectrum ofxA can be expressed in terms of
Bessel’s functionsJn(b). It contains a carrier component
and an infinite set of sidebands located symmetrically on
either side of the carrier (f c6n fm). For small modulation
index, only the Bessel’s coefficientsJ0(b) and J1(b) have
significant values, so that the FM signal is effectively com-
posed of a carrier and a single pair of sidebands atf c6 f m .

First, consider the velocity of a single surface. At what
defocus value would the demodulator fail to accurately re-
port the velocity? The ability to measure vibration depends
on the carrier to noise ratio~C/N! at the input of the demodu-
lator. In the most sensitive detection method, the noise level
at the photodetector output is determined by the shot noise
N, which is directly proportional to the reference beam
power.~The reference beam is made powerful enough so that
this condition obtains.! For the FM demodulator to function
the C/N must exceed 10 dB with the full 150-kHz bandwidth
of the demodulator~Willemin et al., 1988!. This is known as
the ‘‘threshold effect’’ in the FM literature~Panter, 1965!. As
the surface is moved away from the focal plane the light in
the object beam will decrease, and so the carrier power will

TABLE I. First column: ~i! Paper from which the data are quoted.~ii ! Magnification and numerical aperture
~NA! of the objective lens used.~iii ! Full width at half maximum~FWHM!, the distance inmm between the two
points where the carrier level drops to half power. Columns 2–5: distances from the focal plane inmm where
the carrier power drops by factors of 10, 100, 1000, and 10 000, respectively. Symbol¯ indicates that the level
was not reported.

Carrier power/maximum light rejection 1021 1022 1023 1024

Ren & Nuttall, 2001
20 X, NA 0.42
FWHM519.5mm

625 ¯ ¯ ¯

Dalhoff et al., 2001
~using the short coherence length laser diode!
NA 0.14
FWHM527mm

228, 126 244, 141 260, 151 275, 163

Cooper, 1999a
5 X, NA 0.13
FWHM575mm ~with respect to carrier power!

282, 165 2146, 1156 ¯ ¯

10 X, NA 0.25
FWHM516mm ~with respect to carrier power!

216, 116 240, 135 283, 197 2272, 1265

Khannaet al., 1996
20 X, NA 0.53
FWHM54.2mm

25, 13 211, 14 216, 110 240, 120

Figure 2 data above
20 X, NA 0.35 Nikon lens in air
FWHM59 mm

29, 18 213, 112 221, 113 233, 130
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decrease while the shot noise will remain constant. As long
as the carrier power remains at least 10 dB above the noise
power, the demodulator will continue to measure the vibra-
tion of the object. For example, when measuring from a
naturally bright reflector such as guinea pig Hensen’s cell,
the maximum carrier power in our system is210 to
220 dB. Shot noise is268 dB. With a 0.35 numerical ap-
erture objective lens, the optical sectioning of the split-
aperture system~Fig. 2! will decrease the carrier signal to
258 dB at a distance of;1/225mm from the focal plane.
Because the FWHM of the optical sectioning curve with this
lens is only;9 mm, the recording depth—the defocus value
for which the velocity is accurately reported—can be broader
than the FWHM. This is the same effect that was discussed
by Ren and Nuttall~2001!. The defocus distance over which
the vibration can be measured depends on the interferometer
optical sectioning, the incident light power, and the reflectiv-
ity of the surface. The steeper the optical sectioning, the
narrower will be the allowed defocus distance. Lower inci-
dent light and lower reflectivity also narrow the allowed de-
focus distance. In summary, the relatively broad allowed de-
focusing distance can be understood in terms of the FM
demodulator’s threshold C/N ratio.

The relatively large defocus distance over which veloc-
ity can be measured accurately will not influence the result
when measuring the motion of a single surface. However, the
observation does raise questions about the effect a secondary
surface, which is within the allowed defocus distance of a
primary surface, would have on a measurement of the pri-
mary surface’s motion. In brief, when measuring through
multiple surfaces, it is important that the interferometer mea-
sures the vibration of the surface that is in focus. This de-
pends both on the optical sectioning and how the demodula-
tor responds to competing signals. The optical sectioning
determines how much the competing signal is reduced, and
the demodulator determines how much the residual compet-
ing signal affects the measurements.

Therefore, we take up the question of competing signals.
Returning to Fig. 1, assume that pointA moves with velocity
VA(t) upon sound stimulation, and pointC on the lamina
moves with velocityVC(t). If A is at the focal plane, light
reaching the detector from surfaceC will be attenuated ac-
cording to the optical sectioning characteristics of the inter-
ferometer. How will the signal fromC influence the reported
velocity? The photodetector output will contain an ac com-
ponent from the interference of theA wave and the reference
wave: xA(t)5a cos(vcAt2bA cos(vmt)). The photodetector
output will also contain an ac component from the interfer-
ence of the C wave and the reference wave:xC(t)
5c cos(vcCt2bC cos(vmt1fC)1c0). The amplitudesc and
a are proportional to the square root of the light power in the
C andA waves.fC represents the phase of the movement at
C relative to atA. c0 is the relative phase between theA and
C light waves, due to the optical path length difference.c0

depends on the distance at rest between the two surfaces. In
order to reduce the number of parameters we will only treat
the casefC50. vcC5vcA5vc , but we write them with
different symbols to discuss signal competition more gener-
ally. For example,vcC not equal but close tovcA is the

situation with two competing FM radio signals. There will be
a third ac component due to interference of theA and C
waves with each other, but its frequency will be far from the
carrier frequency the FM demodulator is tuned to and will
not influence the demodulation. Therefore, the relevant ac
voltage at the demodulator will bex(t)5xA(t)1xC(t). The
mathematics involved in adding the two signals is just like
that used to discuss ‘‘beats’’ in the general case in which the
two signals that make up the beat are not of equal amplitude.
Using phasor algebra,x(t) is written as

x~ t !5a@A11r212r cos~w!#cos~vcAt2bA cos~vmt !1u!,

with r5
c

a
; w5~vcC2vcA!t1c02~bC2bA!cos~vmt !,

and tan~u!5
r sin~w!

11r cos~w!
. ~4!

The amplitude of the signalx(t), aA11r212r cos(w), is
modulated. To a first approximation, this will not affect the
output of the FM receiver. Indeed, during the demodulation
process, the signalx(t) is clipped in order to remove any
amplitude modulation. This clipping is performed by the
‘‘limiter.’’

The demodulation process consists of the extraction of
the instantaneous frequency,v i(t)[ dc/dt , from the phase,
c(t)5(vcAt2bA cos(vmt)1u). Finally, the carrier fre-
quency is subtracted to give the demodulated output signal,
E(t)

E~ t !5v i~ t !2vcA52pD f A sin~vmt !1
du

dt
,

with u5arctanS r sin~w!

11r cos~w! D , r5
c

a
,

w5~vcC2vcA!t1c02~bC2bA!cos~vmt !. ~5!

@A generalization of Eq.~5! for which fCÞ0 is included in
a footnote.1# Equation~5! is useful to study the theoretical
influence of a competing signalxC(t) on the output of the
FM receiver. The first term gives the output in the absence of
the competing signal. The second term shows the effect of
competing signals. This ‘‘error’’ in the instantaneous fre-
quency depends on the modulation indicesbC , bA , on the
ratio r of the amplitudes of the secondary and primary sig-
nals, on their relative phasec0 , and on the difference of
their carrier frequencies. The time derivative of the angleu
in Eq. ~5! can be calculated directly by usingMATLAB . Alter-
natively, an expansion of this term in Bessel’s functions is
presented by Panter~1965!. When vcCÞvcA ~as for two
competing radio stations! the relative phase between the two
signals changes with time and the value of the phasec0

doesn’t matter—it can be neglected. When both carrier fre-
quencies are the same, as for optical interferometry, the
phasec0 depends on the distance between the two surfaces
without stimulation and is an important parameter.

In practice, FM receivers include a cascade of nonideal
limiters and bandpass filters. In contrast, the theoretical ex-
pression Eq.~5! corresponds to an ideal limiter without filter.
The cascade of limiters and filters was developed in part to
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reduce the effect of competing signals and, in addition to Eq.
~5!, a computer model has been developed that probes the
effect of the cascade.

b. How the FM receiver works—Principle of the model.
One step of the FM receiver is to shift the carrier frequency
to an intermediate frequency~11 MHz, IF bandwidth
5150 kHz for our receiver!. Then, the signal goes through a
limiter: An ideal limiter clips the signal in order to eliminate
any amplitude variations. Due to the limiting process, the
spectral components of the signal are spread out. A bandpass
filter following the limiter passes spectral components cen-
tered about the carrier frequency and removes their harmon-
ics. The bandwidth of the bandpass filter is the IF bandwidth.
Baghdady~1956, 1961! discusses the competing signal prob-
lem, and how the size of the bandwidth should depend on the
ratio of signal strengths. The limiter bandwidth must be wide
enough to pass a sufficient number of sideband components
to add up to a resultant signal whose average frequency at
the input of the discriminator is equal to the frequency of the
stronger of the two competing signals. During the process of
amplitude limiting followed by a filtering, a reduction of the
effective amplitude of the competing signal is achieved. For
more details see Middleton~1981, 1996!. The way we imple-
mented the computer-model FM demodulator was as fol-
lows: We started with the signalx(t), clipped it to retain
only the zero-crossing times, and then bandpass filtered it.
The filter was a window applied in the frequency domain
with a bandwidth of 150 kHz. The clipping and filtering was
repeated five times. Finally, the instantaneous frequency was
found with the zero-crossing times of the processed signal.
@Zero crossings were found with software; the way that an
electronic circuit figures zero-crossing times was described
in Cooper ~1999a!.# Our objective with this simple model
was to demonstrate the basic method by which FM demodu-
lator electronics can reduce the effect of competing signals
beyond what Eq.~5! predicts, and for that it was useful.

c. Realistic parameter values. Before delving into the
analysis of Eq.~5!, it is useful to consider theb, Xo , andr
values that normally occur in an intracochlear measurement.
The division between high- and low-modulation index is at a
b value of ;0.5– 2, corresponding to displacements,X0

525– 100 nm ~using a He–Ne-like diode laser,l
5638 nm). The measured range of displacement depends on
cochlear position~apical vs basal!, the structure considered
~basilar membrane, Hensen’s cell!, and on species. For basal
basilar-membrane~b.m.! measurements in chinchillas,Xo ex-
tends from 0.1 to 200 nm. For guinea pigs, basal b.m. dis-
placements range from 0.05–40 nm. For tectorial membrane
measurements in chinchillas, the measured displacements ex-
tend from 0.7 to 200 nm@e.g., the reviews of Robles and
Ruggero~2001! and Ulfendahl~1997!#. For apical b.m. mea-
surements in guinea pigs, the displacement extends from 6 to
36 nm ~Khanna, 1998!. Clearly, the intracochlear measure-
ments extend into both high and low modulation cases.

r5c/a is the ratio of signal coming from the secondary
surface~C! to signal coming from the primary surface~A!.
To be precise, the signal strength~carrier level of the inter-
ferometer signal! from an object in the cochlea depends on
several quantities: the object’s reflectivity,R; the object’s

relative interference amplitude,m @m represents wavefront
distortion and takes values less than 1~Khannaet al., 1996!#;
on the distance between the object and the plane of focus
(d), and the value (k) the carrier power takes at this distance
due to the optical sectioning.R, m, and d depend on the
cochlea andk depends on the interferometer optics. The het-
erodyne signal power from the surfaceA will be proportional
to (mA

2RAkA) and the heterodyne signal voltage (a from the
above! to AmA

2RAkA. Finally, the ratior5c/a is found by
taking the ratio of signal voltages from two surfaces. Con-
sider the following example, in which the motion of the or-
gan of Corti is probed in guinea pig from the scala vestibuli
side. Physiologically it is an interesting approach as mea-
surements of several key cochlear structures—Hensen’s
cells, hair cells, and basilar membrane, can be made~Khanna
and Hao, 2000!. In order to measure basilar-membrane mo-
tion from scala vestibuli adjacent to the Hensen’s border re-
gion, the incident laser beam passes through the Reissner’s
membrane, through Claudius’s cells, and is focused on the
b.m. ~Khanna and Hao, 2000!. For the b.m., which is in
focus, k51. The reflectivities and relative interference am-
plitudes of the b.m. in the tunnel region, outer hair cells,
Hensen’s cells, and Reissner’s membrane were measured
with an apical turn approach, and the values reported in
Khannaet al. ~1996!.

The values in the table below are from that reference. In
guinea pig, Hensen’s cells are quite reflective due the lipid
droplets they contain. The relative sizes of the signal from
the target~basilar membrane! and the competitors~Reiss-
ner’s membrane or Hensen’s cells! are found by comparing
Am2Rk for the three. The ratio of theAm2Rk values givesr.
The relative interference amplitude (m) depends on the state
of focusing. The representativem value of a tissue is found
with the surface in focus. When the surface is out of focus,
the m value might change because the tissue surface is not
flat. The change inm with defocus has not been measured,
and m is treated as a constant in Table II. Therefore, ther
values listed and competition indicated are upper bounds.
This ratio, listed in the final column of Table II, will guide
the interpretation of the studies on competing signals below.
In this example the reflective Hensen’s cells, with ar value
that varies between 0.06 and 0.13, pose the most serious
challenge to a measurement of b.m. motion from scala ves-
tibuli.

In summary, both low and highb are found in intraco-
chlear motion measurements. Regardingr, most major sur-
faces in the cochlea are separated by at least 100mm. With
this separation, in the special case of two surfaces with equal
reflectivity, ther values are less than 0.1 for all the systems
in Table I. When the surfaces do not have equal reflectivity,
steep optical sectioning is needed to reducer, as the example
above makes clear. As cochlear measurements begin to probe
motion at the cellular level, steep optical sectioning becomes
even more essential.

d. Numerical results. In this section the ideal demodula-
tion described by Eq.~5! and the demodulator cascade model
are used to study the influence ofbC , bA , r, and c0 on
E(t). Results obtained with both methods are compared. We
only show results for the case in whichvcC5vcA5vc be-
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cause this applies in heterodyne interferometry. We studied
in depth the case in which the competing surface was sta-
tionary: bC50 andbAÞ0. This corresponds to the experi-
mental condition of Fig. 1, in which the stationary, highly
reflective bone is the competing signal. We also considered
the case that corresponds to the primary surface stationary
and the secondary surface moving:bCÞ0, bA50. Results
from this case can be used to understand the interference that
arises when a competing surface moves much more than the
in-focus surface.

Figure 3 showsE(t) using Eq.~5! ~ideal limiter without
filter! for both low and high modulation index~upper curve:
bA50.2; lower curve:bA54; bC50 for both curves!. Re-
sults without competing signal~thin line: r50) are com-
pared to those with competition~thick and dashed curves:
r50.6 andc050 deg). Based on the section above, the ratio
used for this plot is much larger than what would normally
occur in the cochlear experiments; the purpose of the plot is
to clearly illustrate the differing effects of a competing signal
when the modulation index of the primary signal was low
compared to when it was high. At low modulation index the
output signal was reduced in size but undistorted. The high-
modulation-index signal was distorted but the amplitude of
the fundamental frequency was unchanged. The dashed
curves in Fig. 3 illustrate the effect of the FM demodulator

cascade. The cascade of limiters and filters produced no
change for the low-modulation-index case~the dashed curve
is superimposed on the thick one!, whereas at high modula-
tion index the distortion in the time domain was reduced.
The characteristics of the spectrum of an FM signal are help-
ful to explain this observation: The limiter, which spreads the
components of the spectrum, has more effect at high modu-
lation index, where the spectrum contains a carrier compo-
nent and an infinite set of sidebands, compared to the low-
modulation case, where the significant components are at
f c6 f m . The filter removes more sidebands for the high-
modulation-index case.

Figure 3 showed the influence of a competing signal on
E(t) in the time domain. In Fig. 4 we look at the same
results in the frequency domain, and consider the amplitude
of E(t) at the stimulus frequency,f m . Difference in the am-
plitude ofE(t) at frequencyf m is compared to the case with-
out a competing signal~wherer50). The result is shown as
a function of the ratior for different values of phase,c0 .
Figure 4~A! shows the effect of an unmodulated signal (bC

50) of amplitudec on a low-modulation-index signal (bA

50.2). The modulation frequency was 9.6 kHz. This panel
illustrates the strong dependence of the output on the relative
phase between competing signals. When the phase between
the signals was equal to 0 deg, the output decreased as the

FIG. 3. Comparison of calculated results using Eq.~5!
~thin and thick lines! with simulated model FM receiver
results~dashed line!, with and without a competing sig-
nal. The top panel shows demodulator output for low
modulation index (bA50.2, f m59.6 kHz, D f
51.92 kHz,c050 deg), while the bottom panel shows
results for high modulation index (bA54, f m

54.8 kHz, D f 519.2 kHz, c050 deg). The thin line
on both panels shows output without competition (r
50). Thick and dashed lines on both panels show de-
modulator output with competition (r50.6). For low
modulation index~top!, a strong competing signal re-
duces the amplitude of the output by 4 dB, but the
waveform remains unchanged. The results using Eq.~5!
are very close to those obtained with the simulated FM
receiver. For high modulation index~bottom!, the time
waveform is distorted by the strong competing signal.
The results from Eq.~5! are close to those obtained by
simulated FM receiver. The distortion predicted by the
latter is slightly lower.

TABLE II. Calculation of relative signals from b.m, r.m. and H.C. when laser beam is focused on the b.m.d
5distance from b.m., k5optical sectioning factor,R5reflectivity, m5wavefront distortion factor,m2Rk
5relative carrier power,r5square root of the ratio of carrier power of out-of-focus structure to carrier power
of in-focus b.m.

d k R31025 m m2Rk31027 r

Basilar
membrane

0 1 2.1 0.14 4

Reissner’s
membrane

;290mm 1024 3.5 0.13 0.0006 0.012

Hensen’s cells
~lipid droplets!
shoulder region

;60mm 1024 38–89 0.19–0.28 0.014–0.07 0.06–0.13
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ratio increased~as the relative size of the unmodulated signal
increased!. When the ratio was equal to 0.9, a decrease of 5
dB was observed. This result suggests that in the low-
modulation-index case the effect of a competing signal can
be thought of in terms of a weighted average: The output is
approximately equal to the amplitude~strength! of each sig-
nal (a or c) multiplied by its own frequency deviation
~which in the case of the cochlear experiments is propor-
tional to the velocity, and in the case at hand was zero for
signal C!, and divided by (a1c). An expansion of Eq.~5!
for b!1 confirms this. When the phase between the signals
was equal to 180 deg the weighted average idea still applies,
except the divisor is equal to (a2c), which produces the
observedincreasein output. The result highlights the strong
effect of the phase. In terms of an optical experiment, 180
deg phase will occur when twice the distance between the
two surfaces is (n1 1

2) l, wheren is an integer. The 0 deg
phase will occur when twice the distance between the two
surfaces isnl. With c050 deg, to have an error on the
output less than1/23 dB, the ratio of the interfering signal
over the modulated signal needed to be less than 0.4 and,
whenc05180 deg, this value was smaller, 0.3.c0 of 0 and
180 deg were worst cases, and intermediate phases showed
smaller errors. In general, harmonic distortion was small for
low modulation index: ForbA,0.5, with a ratio of 0.4 or
less, the amplitude of harmonic components was at least 30
dB down ~with bA50.2, bC50, c0590 deg) compared to
the fundamental~not shown!.

Figure 4~B! shows the change inE(t) with r at the
frequency f m due to a competing signal in the high-
modulation-index case (bA54, bC50, f m54.8 kHz).
Changes in the output at the stimulus frequency were less
than 1 dB for all ratios and phases. However, as shown in
Fig. 3, the output was distorted in the time domain. In order
to have the harmonic components at least 25 dB down, the
ratio needed to be less than 0.1~not shown!. Based on ther
values in Table II, even with steep optical sectioning a de-

tection of distortion must be treated with caution when com-
petition from secondary signals is a possibility and displace-
ments are relatively large.

To summarize the theoretical section in the case ofbC

50: The theoretical effect of competing signals at the input
of the receiver was described first in the time domain. At low
modulation index, there was a change of the amplitude of the
signal but it was not distorted. The design of the receiver
~cascade of limiters and filters! did not reduce the effect of a
competing signal. At high modulation index the competing
signal produced distortion in the output that could be reduced
by the processing of the FM receiver. In the frequency do-
main the theoretical influence of a competing signal on the
receiver output at the fundamental frequency was shown in
Fig. 4. For low modulation index, an increase or decrease of
the output was found, depending on the relative phase of the
two signals. The simple notion of a weighted average gave a
reasonable estimate of the effect of competing signals. At
high modulation index, with respect to the amplitude of the
fundamental component the output error was always less
than 1 dB, even when the competing signals were nearly
equal@Fig. 4~B!#. However, the theoretical output waveform
was distorted in the presence of the competing signal.

We began with the casebC50 andbAÞ0. Equation~5!
is now used to explore the opposite case,bCÞ0 and bA

50. When the input is the unchallenged signalA, the output
is zero. The time-domain plots in Fig. 5 show the effect of
either low-modulation ~left column! or high-modulation
~right column! competing signalC. The top panel in each
column shows the frequency deviation of the competing sig-
nal C—the output if signalC was the sole input. The middle
and bottom panels show the effect of this competing signal
when it is combined with signalA (bA50) at ratios of 0.3
and 0.05. The low-modulation/high-modulation classification
of results found above still applies. The low-modulation
competitor leads to an undistorted, but nonzero output that is
like the output for the competing signalC alone shown in the

FIG. 4. Changes in the demodulator output amplitude
due to the presence of a competing signal as a function
of the ratio (r5c/a) and for different values of phase
c0 : ~x! 0 deg;~o! 90 deg; and~-! 180 deg. Panel~A!,
low modulation index of 0.2 (bA50.2, bC50, f m

59.6 kHz). Demodulator output can decrease or in-
crease substantially depending on the relative phase of
the two competing signals and their relative amplitudes.
The worst case is when the two signals are 180 deg out
of phase. Panel~B!, high modulation index of 4 (bA

54, bC50, f m54.8 kHz). The demodulator output at
the stimulus frequency remains substantially unchanged
even in the presence of a strong competing carrier.
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top panel but with a substantially reduced amplitude. This is
as expected since the unmodulated signalA is stronger than
C. The size of the output scales withr, the relative strength
of competing signalC, and as above, a weighted-average
rule of thumb applies for the low-modulation case. The high-
modulation competitor leads to a highly distorted output. The
distorted output has odd symmetry and possesses only odd
harmonics because it was calculated withc0 equal to zero; in
general, the output is composed of both even and odd har-
monics.

2. Electronic experiments with two generators

To simulate competing signals,xA and xC were gener-
ated with two signal generators. Again, we begin with the
case bAÞ0, bC50. The first generator produced a
frequency-modulated signal with a carrier frequency 455
kHz, corresponding to interference between the reference
beam andA (xA(t)5a cos(vcAt2bA cos(vmt))). The second
signal generator produced a signal at 455 kHz with no fre-
quency modulation, corresponding to interference between
the reference beam andC (xC(t)5c cos(vcCt)). To test the
above theoretical results, the sumx(t)5xA1xC was fre-
quency shifted to 100 MHz and then applied at the input of
our demodulator and the output was measured.~The shift in
frequency is a processing detail that is not important to the
message of this paper.! Although both signal generators were
set with f c5455 kHz, in fact the two generators were not
phase locked and their carrier frequencies were slightly dif-
ferent. They were close in frequency, so the resulting sum
can be thought of as the sum of two signals with the same
carrier frequency and a slowly varying relative phase (vcCt
5(vcA1dv)t5vcAt1c0(t)). Thus, the experimental setup
could be compared to the theoretical situation of Eq.~5! with
vcC5vcA andc0 slowly varying. Asc0 varied slowly from
0 to 180 deg to 360 deg, the effects of the phase were com-

pared with the predictions of Fig. 4.f m andD f were chosen
to represent different values of the modulation index (0.04
,b,4). f m values were 4.8 and 9.6 kHz andD f was from
200 to 38 000 Hz~so that in terms of a cochlear experiment,
the velocity amplitude ‘‘Vo’’ was 0.06–12 mm/s and the dis-
placement amplitude ‘‘Xo’’ was 2–200 nm!. The output of
the FM demodulator,Eg(t) ~the subscriptg designates the
generator experiments! was measured first with just signalA,
and then as the level of signalC was increased~increase of
the ratior!. For each ratio,Eg(t) was measured and stored.
The amplitude ofEg(t) at the modulation frequencyf m was
determined by Fourier transform~FT!. The FT was per-
formed over a portion ofEg(t) where the two signals were in
phase (c050 deg) and out of phase (c05180 deg), as well
as over the whole signal.

The upper curve of Fig. 6 showsEg(t) as a function of
time (bA50.2, f m59.6 kHz,r50.6). ~Note that this ratio is
much larger than what is expected to occur in cochlear mea-
surements. As above, the large ratio is used for illustrative
purposes.! The signal in the time domain contained regularly
spaced peaks. We could interpret these peaks in terms of the
time-varying relative phase,c0 . At the time of the maxima
in Eg(t), the input signals were out of phase and at the time
of the minima, the signals were in phase. The time between
two maxima was the period of the frequency difference,
1/( f cC2 f cA). The lower curve of Fig. 6 is a zoom on a small
portion ~0.2 ms! of the upper curve, at a time whenxA and
xC were in phase. The theoretical output was calculated us-
ing Eq.~5! ~dashed line; lower curve Fig. 6! and compared to
the experimental one~solid line!. The two figures agreed
well, indicating thatE(t) resulting from the theory was use-
ful to predict the receiver output,Eg(t).

Figure 7 shows a high-modulation-index case.Eg(t) is
shown as a function of time as the bold curve (bA54, f m

54.8 kHz, r50.6). The 1-ms periodicity is due to the time-

FIG. 5. Results calculated from Eq.~5! with c0

50 deg. This experiment simulates the influence of a
vibrating surface when the interferometer is focused on
a stationary surface (bA50). The unmodulated carrier
is larger than the competing modulated carrier signal.
The upper curves correspond to the competing signal
itself (a50). The middle and lower panels show the
effect of a modulated signal combined with signalA
(bA50, bCÞ0) for a ratio (r5c/a) of 0.3 and 0.05.
For the low modulation index (bC50.2, left column!
even when the competition is weak~0.05! the demodu-
lator output contains a modulation component. For the
high modulation index case (bC54, right column! the
demodulator output is highly distorted.
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varying relative phase between the primary and secondary
input signals. We include two other curves for comparison.
The dashed curve shows the unchallenged output due to sig-
nal A ~when signalC was off!. The bold curve is distorted
relative to the unchallenged signal. During the course of the
measurement, the relative phase between the two signals,
changes and this is reflected in the changing wave shape of
the bold curve. Its overall size does not change. The thinner
curve shows the predicted effect of the competing signal us-
ing Eq.~5!. It is slightly more distorted than the output of the
demodulator, confirming that the actual workings of the FM
demodulator reduce the effect of competing signals in the
high-modulation-index case.

Figure 8 presents an analysis of experimental data like
that of Figs. 6 and 7 for a wide range of ratior. In Fig. 8, the
change inEg(t) ~amplitude atf m) due to a secondary signal

compared toEg(t) without competing signal (r50) is
shown as a function of the ratior. For each of the curves, the
Fourier transform is performed in a different part of the time
domain of a curve like Fig. 6, which allows us to infer the
influence of the phase. Panel~A! corresponds to the low-
modulation-index case~analysis of experimental data like
that of Fig. 6!. When the Fourier transform is performed in
the part of the time domain whereEg(t) is peaked at a maxi-
mum, corresponding toc05180 deg~plain curve!, the com-
peting signal caused an increase in the receiver output of 7
dB for a ratio of 0.6. When the FT was done whereEg(t)
was minimum, corresponding toc050 deg ~curve with
crosses!, then there was a decrease of 4 dB for the same ratio
of 0.6. Figure 8~A! can be compared to the theoretical results
shown in Fig. 4~A! ~low modulation of bA50.2, f m

59.6 kHz). They agree well. When the FT was done over

FIG. 6. Upper curve: Experimental output of the FM
receiver as a function of time (bA50.2, bC50, f m

59.6 kHz, r50.6). Lower curve: superposition of the
theoretical instantaneous frequency~dashed line! and
the experimental one~solid line! over a short period of
time. The generators producing the FM and the compet-
ing signals were not phase locked. Their relative phase
changed with time and, as a consequence, the demodu-
lator output amplitude fluctuated with time increasing
to a peak when the phase difference was 180 deg, and
decreasing to a minimum when the phase angle was 0
deg @see Fig. 4~A!#.

FIG. 7. Effect of a competing signal on the demodula-
tor output ~high modulation index:bA54, bC50, f m

54.8 kHz, r50.6). The bold curve was measured ex-
perimentally and is compared with calculated curves:
The thin curve is the theoretical result using Eq.~5!,
whereas the dashed curve is the expected curve without
competing signal. Both experimental and theoretical re-
sults show distortion of the sinusoidal waveform. The
distortion in the experimental results is slightly less
than that predicted by Eq.~5!.
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the entire signal, there was an average over the phase, and
the output, even for a ratio of 0.9, was close to the output of
the signal without competition~not shown!. Therefore, when
signals have different carrier frequencies, a time average can
minimize the effect of competing signals. However, in the
case of the interferometer, both secondary and primary sig-
nals have the same carrier frequency, and time averaging
does not reduce the effect of competition.

Figure 8~B! presents an analysis of experimental data at
largeb (bA54, f m54.8 kHz). It illustrates the weak depen-
dence of the amplitude at the stimulus frequency on the rela-
tive phase between carrier signals for the high-modulation-
index case. The error is within1/-1 dB for all phases and
ratios. Figure 8~B! can be compared to the theoretical results
shown in Fig. 4~B!. They agree well.

To summarize the experimental results with generated
signals in the casebAÞ0, bC50 ~secondary signal not fre-
quency modulated!:

At low modulation index (bA) when two signals with
approximately the same carrier frequency were summed at
the input of the receiver, and when they were in phase, the
error due to the competing signalC produced a decrease of
the demodulator output. When they were out of phase, the
error produced an increase in the demodulator output. The
FM demodulator output depended strongly on the ratio of the
amplitude of both signals and their relative phase. The output
waveform was not distorted by the competing signal.

For high modulation index (bA), the output of an FM
demodulator at the stimulus frequency was not influenced by
the competing signalC even when the secondary signal was
nearly as large as the primary signal. However, the output
signal was distorted.

The most important conclusion from these results is that
the theoretical expression forE(t) in Eq. ~5! was very useful
for predicting the output of the FM demodulator,Eg(t). In
the high-modulation-index case, the distortion predicted by

Eq. ~5! is an upper bound, as the FM demodulator did offer
some improvement in reducing distortion.

The study with signal generators and FM demodulator
above concerned the casebC50 andbAÞ0. The opposite
case,bCÞ0 and bA50, has also been explored. Curves
similar to those of Fig. 5 were obtained~not shown!. These
results confirm the low-modulation/high-modulation classifi-
cation of results that was noted already, and also confirm the
usefulness of Eq.~5! for predicting the demodulation.

3. Optical experiments with the interferometer

Above we compared the theoretical predicted effect of
competing FM signals to experimental results using gener-
ated FM signals and our REVOX FM demodulator. Below
we complete the study by measuring the effect of competing
signals that were produced by reflective surfaces, using the
confocal-heterodyne interferometer developed by Khanna
et al., 1996. We explore first the case in which the secondary
surface was fixed,bC50, bAÞ0, and then the case in which
both surfaces were moving,bAÞ0, bCÞ0. The setup is
shown in Fig. 9. The system was composed of two surfaces:
A glass tube with a semitransparent thin plastic membrane at
its end was used as a vibrating object. It was fixed to a stiff
steel rod. The back surface was a polished steel fiber, fixed
rigidly to a micropositioner. The position of this fiber was
adjusted by using a calibrated piezoelectric translator. Vibra-
tions were measured for several separations of the front and
back surfaces. The fiber was inserted at a distance as close as
22 mm from the front surface. The front surface was vibrated
by driving it with a speaker atvm52p f m . The back surface
was stiff and did not vibrate with the sound stimulation. The
laser’s object beam was focused at the center of the mem-
brane. The primary signal,xA(t), was produced by interfer-
ence between the object beam that reflected from the mem-
brane and the reference beam. The secondary signal,xC(t),

FIG. 8. Change in demodulator output~amplitude at
f m) with different magnitudes of competing carrier lev-
els ~r!. Experiments were similar to those described in
Figs. 6 and 7, but with ratior ranging from 0 to 0.9.
The values in the solid curve were derived from the
peak region of the demodulator time varying output
~wherec05180 deg). Values in the curve with crosses
were derived from the valley region of the curves
~wherec050 deg). Panel~A! corresponds to the low-
modulation-index case (bA50.2, bC50, f m

59.6 kHz) and panel~B! to the high-modulation-index
case (bA54, bC50, f m54.8 kHz). Results are similar
to those predicted by theory~Fig. 4!.
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was produced by interference between the object beam re-
flected from the fixed back surface and the reference beam.
The relative phase between the two signals was constant and
depended on the distance (d) between the two surfaces with-
out stimulation:c052d2p/l , with l the laser wavelength.
Measurements were made at different positions of the plane
of focus: from 10mm in front of the membrane to 10mm
behind the back surface. For each position, the carrier level
and the demodulator output were measured.

First, the vibration of the membrane alone~front sur-
face! was measured. The measured carrier level was always
at least 30 dB above the shot-noise level (268 dB), and,
consistent with the discussion of single-surface vibration
above, there was no change in the reported vibration ampli-
tude as a function of the distance from the membrane~from
232 to 132mm).

The predictions of Eq.~5! were compared to our experi-
mental data obtained with two surfaces. The values needed
for Eq. ~5! were the modulation index~determined from the
vibration of the front surface when focused on it!, the ampli-
tude ratio of the two signals~which varies as the laser is
focused at different planes! and their relative phase,c0 . The
distance between both surfaces was known within a preci-
sion of1/21 mm, which was not accurate enough to deter-
mine the phase. The phase was a free parameter in the analy-
sis, chosen in order to fit the experimental data.

The ratioc/a was found using the measured carrier lev-
els from the two surfaces together, and the measurement of
the optical sectioning curve~carrier level as a function of
distance from the focal plane! from a single surface~Fig. 2!.
The ac signal at the demodulator is given byx(t) of Eq. ~4!,
and the carrier level corresponds to the power in this signal
@proportional to x(t)2]. In the case at hand,vcC5vcA.
Therefore, the theoretical two-surface carrier power as a
function of distance from the focal plane~theoretical two-
surface optical sectioning curve! is

carrier power ~dB!

5constant110 log10~a21c212ac cos~c0!!, ~6!

where a and c were functions of distance,a5a(z), c
5c(z). We have assumed that each could be described by
the square root of the carrier power vs distance curve with
shape as in Fig. 2.c0 was fixed, depending only on the
distance between the surfaces. The theoretical two-surface
carrier power was calculated using Eq.~6!, and compared to
the measured two-surface carrier level vs distance curve. The
positions of the front and back surfaces were known roughly
(61 mm) but could be adjusted slightly to improve the fit of
Eq. ~6! to the measured data. The phasec0 was a fixed but
unknown value that was freely adjusted for the best fit. From
this fitting procedurea(z), c(z), andc0 were found. Equa-
tion ~5! was then used to predict the receiver output,Eo(t),
where the subscript ‘‘o’’ designates the optical experiments.

Ten experiments with a fixed back surface were per-
formed with different distances between the two surfaces
~from 22 to 66mm!. For half of them the back surface was
more reflective than the front one~carrier level higher when
focused on the back surface than on the front surface!. Vi-
brations were measured for eight frequencies~from 1 to 8
kHz!. Theoretical results from Eq.~5!, E(t), were compared
to the data,Eo(t), and agreed well. Results from several
experiments are presented below. The first two correspond to
low-modulation-index cases, one with a back surface of
higher reflectivity than the front surface and one with the
front surface more reflective. We have seen that the effect of
competition in the low-modulation-index case is on the fun-
damental frequency component, without introducing distor-
tion. This held true in the optical experiments, and therefore
we emphasize the fundamental component in the analysis of
these two experiments.

In the first, the front surface was positioned onz
50 mm and the back surface was at 23mm behind (z5
223mm). The measured carrier level as a function of the
distance is presented in Fig. 10~A! ~thick curve!. It is the
composite curve due to the two surfaces. The back surface
had higher reflectivity than the front surface. From this curve
and knowing what the curve is like for a single surface~mea-
sured data in Fig. 2!, the amplitudesa andc were extrapo-
lated. The dashed line is the theoretical carrier level obtained
from Eq. ~6! with c05100 deg. The ratior changed from
0.04 at the front surface (z50 mm) to 0.9 atz5113mm
and to 1 atz5212mm. For a ratio of 1, the amplitudes of
the two signals are equal.

When driven with the loudspeaker at 7 kHz, the motion
of the front surface was measured and the modulation index
bA of the front surface was determined to be 0.043. As
r(z)5c(z)/a(z), bC50, andc0 and bA were known, the
theoretical expression@Eq. ~5!# could be used in order to
predict the demodulator output, and this prediction could be
compared with the actual demodulator output. Figure 10~B!
assembles experimental~line with circles! and theoretical
~crosses! demodulator output. Theory and data were similar.

In the second experiment, the distance between the front
surface (z50 mm) and the back surface was 31mm. The
measured carrier level as a function of distance is presented

FIG. 9. The setup shown was used to optically simulate the multiple reflec-
tion conditions that might be encountered in the cochlea. A thin plastic
membrane at the end of a glass tube (diameter51.2 mm) was used as one of
the partially transmitting/reflecting surfaces. This membrane could be vi-
brated with the sound from a speaker placed near it. By changing the fre-
quency and intensity of sound, the frequency and amplitude of membrane
vibration could be controlled. The vibrating membrane produced the
frequency-modulated component of the carrier. A polished surface of a steel
fiber inserted in the tube provided the second reflecting surface. This surface
was considered stationary and provided the unmodulated component of the
carrier. Piezoelectric and mechanical translators allowed the steel fiber to be
positioned precisely with respect to the plastic membrane. Mechanical trans-
lators in the interferometer were used to position the whole assembly to-
gether with respect to the objective lens. This allowed the position of the
focal plane to be changed and measured with 1-mm resolution. Carrier level
~measured using a spectrum analyzer! and demodulator output~proportional
to the velocity! were measured as a function of distance from the front
surface.
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in Fig. 11~A!. The back surface had lower reflectivity than
the front surface. From the extrapolated amplitudesa andc,
the theoretical carrier level@Eq. ~6!# was determined with
c05166 deg~dashed line!. The ratio went from 0.004 on the
front surface (z50 mm) to 0.1 atz5116mm and to 0.64 at
z5219mm. When driven with sound, the front surface
moved with a small displacement, and produced a low-
modulation-index signal (bA50.038, f m57 kHz). Figure
11~B! compares experimental~line with circles! and theoret-
ical ~crosses! data obtained from Eq.~5!, knowing c0 , the
modulation indexbA , bC50, and the values ofr. An in-
crease of the output of 7 dB~compared to the vibration of the
front surface,z50) is observed onz5219mm. This in-
crease is well explained by the theory. It is due to the relative
phase of 166 deg between the signals coming from the two
surfaces. Also of note is that even when focused on the back
surface, the reported frequency deviation, both theoretical
and experimental, although small, was not zero. Therefore,
the mobile surface exerts an influence on the measurement at
the fixed surface even when the fixed surface has a much
larger signal strength. This result is consistent with what was

shown in Fig. 5, and reinforces the finding that both relative
signal strength and relativeb size determine the degree of
competition.

With the membrane at the end of a narrow glass tube as
a front surface, the modulation index was always low (bA

,0.1). In order to study a high-modulation-index case, a
plastic tube with a bigger diameter membrane was used. We
showed above that when the modulation index of the signals
is high a competing signal introduces distortion while leav-
ing the fundamental component unaffected. This held true in
the optical experiments, and therefore we emphasize the dis-
tortion in the analysis of these experiments. When the sur-
faces were alone, the motion~measured frequency deviation!
was almost undistorted~distortion was at least 50 dB down
relative to the fundamental!, and therefore we attribute the
distortion measured when both surfaces were present to the
competitive interaction of the two signals. For this experi-
ment, the distance between the two surfaces was;66mm;
the modulation index of the front surface, measured at a
stimulus frequency of 4 kHz, was 1.77. Figure 12 shows the
time-domain signals measured when focused on the mobile
front surface@panel~A!# and on the fixed back surface@panel
~C!#. The ratio of back/front signal strengths was 0.016 when

FIG. 10. Interferometer experiment with a vibrating membrane and a sta-
tionary back-reflecting surface. The membrane was located atz50 mm and
the back surface atz5223mm. The reflectivity of the back surface was
higher. Panel~A!: Measured carrier level as a function of distance is shown
with a thick line. The carrier level rises and reaches a peak as the plane of
the membrane reaches the focal plane. It decreases between the surfaces and
reaches a maximum again as the back surface reaches the focal plane. The
measured optical sectioning curve~Fig. 2! was used to extrapolate the am-
plitude of the signals from the two surfaces individually.~The crosses cor-
respond to the extrapolated amplitude of the modulated signala2 and the
circles to the amplitude of the unmodulated signalc2). The phase anglec0

between the two carriers could not be measured experimentally and it was
selected for best fit. The dashed line is the theoretical carrier level obtained
from Eq. ~6!. Panel~B!: Experimentally measured change in the frequency
deviation at the modulation frequency as a function of distance from the
focal plane~line with circles!. Theoretically fitted curve@using Eq.~5!# is
shown ~line with crosses!. (bA50.043, f m57 kHz, d523mm, c0

5100 deg). The theoretical curves fit the measured data quite well.

FIG. 11. A second interferometer experiment with a vibrating membrane
and a stationary back-reflecting surface. The membrane is located atz
50 mm and the stationary back surface is located atz5231mm. The
reflectivity of the front surface was higher. Panel~A!: Measured carrier level
as a function of distance is shown with a thick line. The dashed line is the
theoretical carrier level obtained from Eq.~6!. The crosses correspond to the
extrapolated amplitude of the modulated signala2 and the circles to the
amplitude of the unmodulated signalc2. For this experiment,bA50.038,
f m57 kHz, d531mm, c05166 deg. Panel~B!: Experimental~o! and the-
oretical ~x! frequency deviation~Hz! as a function of distance (bA

50.038, f m57 kHz, d531mm, c05166 deg). The theoretical results fit
the experimental data well, and in particular can account for the peak at
219mm.
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focused on the front surface, and the ratio of front/back sig-
nal strengths was 0.0063 when focused on the back surface.
Again, we see that the relatively large motion of the front
surface is able to influence the back surface measurement
even with a small ratio of signal strengths. The spectra for
these two signals are shown in panels~B! and~D!. The back
surface introduces only a small amount of distortion to the
front surface measurement. This is consistent with our ex-
pectations, since the back surface is of;zerob, and the
ratio of signal strengths is small.

We conclude the optical experiment section by showing
one case in which both front and back surfaces were moving.
This was accomplished by threading a glass tube with mem-
brane into the larger plastic tube with membrane and stimu-
lating at 2 kHz. There are no surprises with the results under
these conditions, and they serve to round out our experimen-

tal results by including a more general case. In Fig. 13, the
back surface hadbC51.14. The front surface hadbA

51.05. The ratio of back/front signal strengths was 0.014
when focused on the front surface, and the ratio of front/back
signal strengths was 0.032 when focused on the back surface.
Panel~A! shows the front surface alone; panel~C! shows the
back surface alone~to illustrate the low level of mechanical
distortion!. Panels~B! and ~D! show the distortion intro-
duced by the competing signal of the other surface, when
they were separated by 108mm. @The small change in the
fundamental component is difficult to interpret, as the exact
position where the motion is measured on the membrane
may have changed between panels~C! and~D!.# The degree
of distortion introduced by the competing signals depends on
both the strength of the competing signal and the modulation
b of that signal.

FIG. 12. High-modulation-index case (f m54 kHz, bA

51.77). A larger membrane was used in order to in-
crease its vibration amplitude. The distance between the
membrane and the stationary back surface was 66mm.
The upper left curve@panel~A!# is the signal obtained
when focused on the front surface, as a function of
time; panel ~B! is its Fourier transform. The lower
curve is the signal obtained with the back surface in
focus in the time domain@panel ~C!# and in the fre-
quency domain@panel ~D!#. The stationary back sur-
face, even though it is far away and its contribution to
the total carrier level is small (r50.016), can introduce
distortion in the demodulator output. Measuring
through the vibrating membrane, the stationary surface
also appears to vibrate with a distorted waveform.

FIG. 13. Two vibrating membranes separated by 108
mm were used in this experiment. Panel~A! shows the
Fourier transform of the signal from the front surface
alone; panel~C! shows the back surface alone. When
measured alone the front membrane vibrated with ap-
proximately 11 dB higher amplitude than the back
membrane. The second harmonic distortion was low, 60
dB below the fundamental. It was not measurable on
the second surface. Panels~B! and~D! show the distor-
tion introduced by the competing signal of the other
surface (bA51.05, bC51.14, f m52 kHz). Panel~B!:
The front surface is in focus,r50.014; panel~D!: The
back surface is in focus,r50.032. When the vibration
of each membrane was remeasured with the two mem-
branes in place, the measured amplitude of the first
membrane was lowered by about 7 dB~perhaps due to
not measuring the same location on the membrane! and
its second harmonic distortion increased by 15 dB. The
measured amplitude of the second membrane increased
by 5 dB and its second harmonic distortion was in-
creased to a level 34 dB below the fundamental. These
observations are qualitatively consistent with the theo-
retical predictions.
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III. BACK TO THE THEORY

From the above, Eq.~5! is very useful to predict the
output signal of the FM demodulator when two signals con-
tribute to its input. We conclude the Results section by using
Eq. ~5! to generate some useful experimental guidelines re-
garding signal competition. Above, realisticr and b values
were gleaned from the literature.b values extended from
very low modulation index~for low to moderate stimulus
levels! to modulation indices at high stimulus levels up to
;10. Chinchilla had largerb values than the other species
looked at, and guinea pig measurements were always within
a low-modulation case, although getting close to the bound-
ary at the highest stimulus levels. Many surfaces in the co-
chlea are of low reflectivity, the Hensen’s cells of guinea pig
being a notable exception. If the reflectivities of different
surfaces are close to being equal, then the ratio,r, is deter-
mined largely by the optical sectioning curve and the dis-

tance between surfaces. Most surfaces in the cochlea are
separated by at least 100mm, so from Table I~which reports
carrier power, so the square root is the relevant quantity! we
can see expectedr values depend on the interferometer and
will span values as high as 0.3, and as low as 0.01, with the
lower value possible with the low-coherence diode laser of
Dalhoff et al. and the divided aperture system of Koester
et al. When the competing surface is of relatively high re-
flectivity ~bone, for example! or is closer,r will be accord-
ingly higher. Future measurements that attempt to separate
the motion of, for example, tectorial membrane and reticular
lamina, will encounter more serious signal competition. The
other important parameter is the modulation index ratio.
Khannaet al. ~2000! measured vibrations of Hensen’s cell
and basilar membrane in anin vivo preparation: The basilar-
membrane velocity was 10 times smaller,bHensen/bBM510

FIG. 14. Effect of a competing signal on the fundamen-
tal and harmonic output of the FM demodulator.
Change in demodulator output in dB is calculated for
variousr5c/a values and for nine differentb combi-
nations. The calculations have been made forc0

50 deg. The demodulator output at the fundamental
frequency can increase, remain unaffected, or decrease
sharply depending on the parameters. Only odd har-
monics are present whenc050 deg. Harmonics are
plotted in dB relative to the fundamental level in the
absence of competition.

FIG. 15. As in Fig. 14 except calculations have been
made forc0590 deg. The fundamental component is
not affected appreciably except when the modulation
index of the competing signal is much higher than that
of the primary signal (bC /bA510). Distortion contains
both even and odd harmonics.
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~their Fig. 1!. In order to address a full range of experimental
conditions, we present guidelines that cover a large range of
r values and three differentbC /bA ratios.

In Figs. 14, 15, and 16 we show the effect of a compet-
ing signal as a function ofr, and for three differentbC /bA

ratios ~left: bC /bA50.01; middle,bC /bA51.2; and right
bC /bA510). This generates three plots. These three plots
are shown for three values ofbA ~top: bA50.05; middle:
bA50.5; and bottombA54). What is plotted is the change
in output,E(t), due to the competing signal, reported in dB.
The harmonics were zero without competition, and what is
plotted is their level relative to the fundamental~without
competition!. We have seen the strong effect of phase,c0 ,
on the results. Recall that the phase is not under experimental
control; it depends on the distance between surfaces. There-
fore, we present results for three phase values, 0 deg~Fig.

14!, 90 deg~Fig. 15!, and 180 deg~Fig. 16!. Note that the
even harmonics are absent when the phase is 0 deg or 180
deg. This is due to the symmetry of this condition. The 90
deg case shows the more general result, in which both even
and odd harmonics are present.

The results from Figs. 14–16 have been distilled in Figs.
17–19, by presenting results in terms of nominally accept-
able levels of error in the fundamental and distortion. The
acceptable levels chosen were63 dB for the fundamental
response, and harmonic levels at least 30 dB down relative to
the unchallenged fundamental. These ‘‘threshold’’ curves are
shown for the same three values ofbA as in Figs. 14–16. On
the left axis isr lim , the r value for which acceptable levels
are obtained.~To have a smaller error,r has to be less than
r lim .) If we examine Figs. 17–19 for a ratio of 0.1, we see
that for low modulation index (bA50.05) the errors are ac-

FIG. 16. As in Fig. 14 except calculations have been
made for c05180 deg. The competing signal intro-
duces the biggest changes for this phase.

FIG. 17. Ratio (r lim) for which the change in the fun-
damental is1/23 dB and the level of the harmonic
components is230 dB re: fundamental.r lim is shown
as a function ofbC /bA for three values ofbA ~upper
panel, bA50.05; middle panelbA50.5; and lower
panel, bA54). The phase is equal toc050 deg. To
have an error less than1/23 dB for the fundamental
or to have the harmonic component more than 30 dB
down compared to the fundamental,r needs to be less
thanr lim .
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ceptable as long asbC,3.5bA , and for high modulation
index (bA54) the errors are acceptable ifbC is between
0.5bA and 1.5bA , and again are acceptable for large values
of bC (bC.7.5bA). Comparing Figs. 17–19, it is clear that
errors in the fundamental component are much greater in the
case ofc05180 deg. Note that if two surfaces vibrate with
an arbitrary r, with approximately the same amplitude
(bC /bA;1), and the distance between surfaces is such that
c050 deg, no errors or distortion are observed~Fig. 17!. In
most cases the phase will not be exactly 0 deg, and the
phase, being related to distances between cochlear structures,
is not under experimental control. However, the physiologi-
cal basis of measured harmonics could be confirmed by their
reproducibility. Comparing Figs. 14–16, the harmonic struc-
ture is very sensitive to thec0 value. Thec0 value will vary

from measurement to measurement, due to slightly different
sites and distances. The distortion pattern, as well as the
value of the fundamental, will change between the measure-
ments if they are produced by competing signals from out-
of-focus planes.

IV. CONCLUSIONS

One factor that governs the optical sectioning capability
of an optical system is the objective lens’s numerical aper-
ture. Its effect can be described analytically and compared to
the split-aperture objective developed by Koesteret al. The
optical sectioning is greatly improved by the split-aperture
system.

FIG. 18. As in Fig. 17 exceptc0590 deg.

FIG. 19. As in Fig. 17 exceptc05180 deg.
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We investigated the effect of a competing signal on the
measured vibration. The investigation used both a purely the-
oretical treatment of FM demodulation@resulting in Eq.~5!#
and a simulation of an FM receiver, as well as tests with our
FM receiver using competing FM signals that were electroni-
cally generated, and finally tests with our entire
interferometer/receiver system using optical signals that
mimicked a true intracochlear measurement. The most basic
result was that the theoretical expression Eq.~5! proved to be
useful in predicting actual effects of competition. Beyond
that, we found that the qualitative effect of a competing sig-
nal depended on the modulation index. When the modulation
index was low~corresponding to displacements,25 nm) the
competing signal altered the magnitude of the FM receiver
output but did not affect its wave shape. When the modula-
tion index was high (displacements.100 nm) the magnitude
of the output at the stimulus frequency was resistant to the
competing signal even when the ratio was large. However,
distortion was present in the receiver output. For both low
and high modulation indices the magnitude of the change
depended on the phase difference between the two compet-
ing signals.

These findings point out that in cochlear vibration mea-
surements made without beads, in order to be sure that the
vibration of the selected structure in focus is measured it is
important to reduce reflections from out-of-focus structures.
A high numerical aperture objective lens attenuates the
strength of the reflections from surfaces close to the focal
plane, but this attenuation levels off with distance from the
focal plane at a level that is not very restrictive. Other means
provide attenuation at greater distances from the focal plane.
The specialized confocal optics provided by the split-
aperture interferometer developed by Koesteret al. ~1994! is
one such system. Interferometers using incoherent light, such
as that discussed in Dalhoffet al. ~2001!, also provide steep
optical sectioning.
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Assessment of the neural correlates of auditory scene analysis, using an index of sound change
detection that does not require the listener to attend to the sounds@a component of event-related
brain potentials called the mismatch negativity~MMN !#, has previously demonstrated that
segregation processes can occur without attention focused on the sounds and that within-stream
contextual factors influence how sound elements are integrated and represented in auditory memory.
The current study investigated the relationship between the segregation and integration processes
when they were called upon to function together. The pattern of MMN results showed that the
integration of sound elements within a sound stream occurredafter the segregation of sounds into
independent streams and, further, that the individual streams were subject to contextual effects.
These results are consistent with a view of auditory processing that suggests that the auditory scene
is rapidly organized into distinct streams and the integration of sequential elements to perceptual
units takes place on the already formed streams. This would allow for the flexibility required to
identify changing within-stream sound patterns, needed to appreciate music or comprehend
speech. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1854312#
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I. INTRODUCTION

From infancy we experience a complex auditory envi-
ronment made up of several simultaneously active sound
sources that often overlap in many acoustic parameters. Yet
we experience a coherent auditory environment made up of
identifiable auditory events. Auditory scene analysis~ASA!
involves the ability to disentangle the mixture of sound in-
put, integrating sensory inputs that belong together and seg-
regating those inputs that originate from different sources
~Bregman, 1990!. Accordingly, segregation and integration
are two fundamental aspects of ASA. The focus of the cur-
rent paper is on the interaction between these two important
auditory processes in ASA.

A. Auditory memory

A crucial part of the auditory scene analysis process is
the ability to connect elements over time~integration pro-
cesses!, allowing us to recognize a series of footsteps or to
understand spoken speech. Transient memory plays a critical
role in this process especially because auditory processing
relies so heavily on the temporal domain. This is easily dem-
onstrated by thinking about how we understand a spoken
sentence. Once each word of a sentence is spoken~i.e., the
physical source of auditory information is completed!, only
the neural trace of the physical sound information is retained.
To get to the meaning of the sentence we have to access the
memory of the previous words that were spoken.1 Consider,
however, that processing a speech stream most often occurs
within the context of other simultaneous sound streams,
whether on a city street, at the office, or in a department
store. The focus of the current study is on understanding the
relationship between the integration and segregation pro-

cesses, specifically, to focus on the order in which the fol-
lowing processes are hypothesized to occur:~a! the segrega-
tion of input into distinct streams~perceived environmental
sources! and then~b! the integration of elements necessary
for making sense of the sequential patterns within a particu-
lar sound stream. In understanding how this memory oper-
ates in facilitating ASA, it is important to understand the
relationship between these processes in terms of how audi-
tory events are represented and stored in memory. Event-
related brain potentials~ERPs! were used in the current in-
vestigation to explore the contents of transient auditory
memory and to take advantage of the ability to use this
method to observe the relationship between these processes
when the listener has no task involving the sounds.

B. Event-related brain potentials

ERPs are noninvasive electrophysiological measures of
cortical responses to sensory events that provide distinctive
signatures for stimulus change. Change is an important cue
for the auditory system. Because ERPs provide such high
temporal resolution~in the order of milliseconds! and are
time-locked to stimulus events, we can gain information
about the timing of certain cognitive processes evoked by a
given sound. Of particular importance for observing unat-
tended sound processing is the mismatch negativity~MMN !
component of ERPs~Näätänen, 1992!. MMN reflects sound
change detection and is elicited even when the sounds have
no relevance to ongoing behavior. The change detection pro-
cess underlying MMN generation is dependent upon auditory
memory. It uses sensory representations of the acoustic regu-
larities extracted from the sound sequence~often called the
‘‘standard’’!. These sensory representations of the standard
form the basis for the change detection process. Incominga!Electronic mail: esussman@aecom.yu.edu
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sounds that deviate from the neural trace of the standard
elicit MMN, which is generated in the auditory cortex and is
usually evoked within 200 ms of change detection. Thus,
MMN represents an early process of change detection based
upon a memory of the previous sound stimulation. An indi-
cation that the mechanisms underlying the MMN system in-
volve memory processes is found in evidence that MMN
generation relies on current flow through active N-methyl-D-
aspartate~NMDA ! channels~Javitt et al., 1996!. Javittet al.
showed that blockage of NMDA, which has been associated
with the cellular mechanisms involved in memory processes
~Compteet al., 2000; Kaueret al., 1988; Pulvirenti, 1992!,
prevented MMN generation without disturbing elicitation of
the prior obligatory cortical response to sound onsets. This
suggests a link between working memory processes and the
cortical auditory information-processing network involved in
MMN elicitation.

The main neural generators of the MMN are located
bilaterally in the supratemporal plane, as determined by
dipole-modeling of electric~Scherget al., 1989; Haet al.,
2003! and magnetic responses~Sams and Hari, 1991;
Woldorff et al., 1998!, scalp-current density maps of scalp-
recorded ERPs~Giard et al., 1990!, functional magnetic
resonance imaging~fMRI; Opitz et al., 1999!, and intracor-
tical ERP recordings~Halgrenet al., 1995; Kropotovet al.,
1995!. The location of the generators in the auditory cortex
accounts for the observed scalp topography of the waveform,
which is maximally negative over the fronto-central scalp
locations and inverts in polarity below the Sylvian fissure.

C. Assessing neural representations of sound
organization

MMN can be used to probe the neural representations
extracted from the ongoing sound input because the response
to a particular sound is based upon the memory of the pre-
vious sounds. This is illustrated in Fig. 1. In the well-known
auditory oddball paradigm, an ‘‘oddball’’ or infrequent sound
is presented randomly among instances of a frequently re-
peating sound. Theoddball elicits MMN because it is de-
tected as deviating, in some sound feature~frequency, inten-
sity, duration, spatial location!, from the frequently repeating
sound. In the top panel of Fig. 1, a regular auditory oddball
paradigm is shown. The letter ‘‘X’’ represents a tone of one

frequency and the letter ‘‘O’’ represents a tone of a different
frequency. The oddball~O! would elicit MMN because it has
a different frequency than that of the standard~X!. In the
bottom panel of Fig. 1, the same ratio ofO to X sounds is
presented, but instead of presenting the O tone randomly, it
occurs every fifth tone in the sequence.If the brain detects
the regularity, in this case the five-tone repeating pattern
(X-X-X-X- O-X-X-X-X- O¯), then no MMN will be elic-
ited by theO tone~the ‘‘oddball’’ in the randomized context!
because theO tone is part of the standard repeating~five-
tone! regularity. It is not deviant. Thus, it is important to note
that MMN is not ipso factoelicited when there is a situation
of a frequent and an infrequent tone presented in a sound
sequence. What is crucial to its elicitation is what is detected
as the regularity in the sound sequence and stored in auditory
memory. Thus, MMN is highly dependent upon the context
of the stimuli, whether that context is detected without atten-
tion focused on the sounds~Sussmanet al., 1999a, 1998a! or
whether the context is influenced by attentional control~Sus-
smanet al., 1998b; 2002a!.

Thus, the change detection process is far more complex
than is superficially evident from the auditory oddball para-
digm, the most common paradigm used to elicit MMN.
Simple sensory discrimination of two tones~i.e., being able
to detect whether one tone is different from another in any
sound feature! requires only a single presentation of each
sound. Repetition is not necessary for this type of discrimi-
nation. However, the MMN process is based uponrepetition
and the detection of the regularities in the acoustic input.
Even with the seemingly simple auditory oddball paradigm,
deviance detection is based upon the memory of the larger
context of the sounds and not simply on the detection of two
different tones in the sound sequence. Specifically because
MMN relies on the larger auditory context~sequential pro-
cessing of auditory events!, it can be used to assess how the
acoustic information is structured and stored in memory.

D. Segregation of sounds to create distinct sources

Segregation of sounds to distinct auditory sources is a
key function of the auditory system. Consider that the acous-
tic information entering one’s ears is a mixture of all the
sounds in the environment, without separation. Decomposing
the auditory input is therefore a crucial step, allowing us to
detect a single voice in a crowd or to distinguish a voice
coming from the left or right in the proverbial ‘‘cocktail
party’’ setting. For that reason, the process of disentangling
the sound into distinct sources plays a critical role in how we
experience the auditory environment. Although there remains
controversy over the role of attention in the stream segrega-
tion process~Botte et al., 1997; Bregman, 1990; Brochard
et al., 1999; Carlyonet al., 2001; Joneset al., 1978; 1999;
Mackenet al., 2003; Sussmanet al., 1999a; Winkleret al.,
2003!, there is considerable ERP evidence to suggest that the
segregation of auditory input to distinct sound streams can
occur without attention focused on the sounds, and that au-
ditory memory can hold information about multiple sound
streams independently~Sussmanet al., in press, submitted,
1999a; Ritteret al., 2000; Winkleret al., 2003!. This basic
finding has been replicated in various paradigms using dif-

FIG. 1. Contextual effects on MMN. The top row displays a typical ‘‘audi-
tory oddball paradigm,’’ with an ‘‘oddball’’ tone~represented by the letter
‘‘O’’ ! presented randomly~20%! amongst a frequent tone~represented by
the letter ‘‘X;’’ 80%!. The bottom row displays the same percentage of
oddballs~O! together with the frequent tones~80%! except that the O tone
is presented in a recurring pattern—it occurs every fifth tone. See text for
further discussion.
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ferent segregation cues, such as frequency proximity~Suss-
man et al., 2001; Winkleret al., 2003!, temporal proximity
~Sussmanet al., 1999a!, and a combination of spatial loca-
tion, frequency, and intensity~Ritter et al., 2000!. These
studies provide evidence in humans that auditory stream seg-
regation mechanisms are part of an early, primitive process.
This is consistent with evidence from animal studies demon-
strating that the basic stream segregation mechanisms are
part of vertebrates’ auditory systems~Fay, 2000; Hulseet al.,
1997; Fishmanet al., 2001!. It is functionally parsimonious
that the basic stream segregation process would occur auto-
matically ~calculated on the basis of the acoustic character-
istics of the sensory input!, so that attention, a limited human
resource, could be used to identify patterns within the al-
ready organized streams, needed for understanding speech or
listening to music.

E. Integration of sound elements within a single
stream

Auditory integrative processes have predominantly fo-
cused on how successive elements influence a single percept
of sound, such as with the phenomena of loudness summa-
tion ~Zwislowski, 1969! and auditory recognition masking
~Massaro, 1975!. The perception of a sound event is often
determined by the sounds that surround it. Recently, how-
ever, it was demonstrated that the larger context of a se-
quence of sounds could affect processing of the individual
sound components even when not in direct temporal proxim-
ity ~Sussmanet al., 2002b; Sussman and Winkler, 2001!. It is
this context-dependent integration process that is the focus of
the current study and described in detail below.

The paradigm of the current study was based on previ-
ous work~Sussmanet al., 1999b, 2002b; Sussman and Win-
kler, 2001! showing that two different deviations from the
same repetitive standard, occurring successively within a less
than 200-ms interval~called a ‘‘double deviant’’!, elicit only
one MMN. However, when double deviants were presented
within a stimulus sequence that also contained single devi-
ants ~i.e., sounds that differ from the repetitive standard in
one of the two ways of the double deviants!, the double
deviants elicited two discrete MMNs, which were separated
by the temporal distance of the successive deviations~a sche-
matic of the basic paradigm used in these studies is shown in
Fig. 2!. Initially, we hypothesized that the successive devi-
ants were integrated into a single deviant event because they
were indistinguishable as discrete events when subjects ig-
nored the sounds. This led to a prediction that if subjects
couldactivelydiscriminate the two successive deviants in the
blocked context, then the double deviants would elicit two
MMNs. However, this turned out not to be the case. We
found that even when subjects were trained to discriminate
the two successive deviants, only one MMN was still elicited
by them ~Sussmanet al., 2002b!. The integration phenom-
enon occurred solely as a function of changing the stimulus-
driven context~i.e., blocked versus mixed! irrespective of
whether attention was focused on the sounds.

The results of these studies are consistent with a context-
based interpretation of auditory event formation in that the
relevant information influencing event formation can be cal-

culated over a longer time. In the blocked context, the sec-
ond deviant is fully predicted by the first. Every time a de-
viant occurs another one follows it. Thus, the second of the
successive deviants does not provide new information about
‘‘deviancy.’’ In contrast, when the double deviants are mixed
with single deviants in the sequence, in the mixed context,
the second successive deviant is not fully predicted; it carries
new information such that the second deviant distinguishes
the two types of deviants presented in the block. The pres-
ence or absence of single deviants in the sound sequence
creates different contexts for the evaluation of the double
deviants and, therefore, the double deviants are processed
either as unitary events or as two successive events depend-
ing on which context they occur in. Additionally, the MMN
process appears to be predominantly influenced by the con-
text of a sequence of sounds in a longer-term period than
previously thought@estimated to be within 20 s in Sussman
and Winkler~2001!#. This global context effect on MMN has
also been shown in Sussmanet al. ~2003!.

These data, individually assessing the neural correlates
of segregation and integration in ASA, suggest that~1! seg-
regation can occur without attention focused on the sounds
and that~2! within-stream contextual factors influence how
events are represented in auditory memory.

In the current study, three experiments were conducted
to investigate the relationship between the segregation and
integration processes when they were called upon to function
together—segregation of sounds, by spectral~experiments 1
and 2! or nonspectral~experiment 3! cues, and integration of
double deviants within a stream. The blocked and mixed
condition paradigms of Sussmanet al. ~2002b; see Fig. 2!
were used within an alternating sequence of high- and low-
frequency sounds~experiments 1 and 2! and within an alter-
nating sequence of bandpass-filtered noise and harmonic
complexes~experiment 3!. The sounds were presented at a
fast rate that would induce stream segregation and the inte-
gration paradigm was imposed within the low-frequency
sound stream~experiment 1!, within both high- and low-

FIG. 2. A schematic representation showing the blocked and mixed se-
quencesused in Sussmanet al. ~1999b, 2002b!. In the blocked presentation,
every time a deviant occurs another deviant follows it~termed ‘‘double
deviants’’!. In the mixed presentation, both single and double deviants occur
randomly in the sequence. See text for further discussion.
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frequency streams~experiment 2!, and within the complex
tone stream~experiment 3!. I hypothesized that the acoustic
characteristics of the input~the stimulus-driven cues! would
be used to separate sounds into distinct sourcesprior to the
integration of elements and the formation of sound events. If
this were true, then the context of the within-stream sounds
should influence the response to the double deviants such
that one MMN would be elicited in the blocked within-
stream context and two MMNs should be elicited in the
mixed within-stream context. If integration operates at a glo-
bal level, then this pattern of results should not be observed
because the intervening high tones between the double devi-
ants should interfere with the integration process~due to the
alternation of the high and low tones—tested in the control
conditions of experiment 1!.

II. EXPERIMENT 1. SEGREGATION AND INTEGRATION
„LOW STREAM …

Four conditions were presented in experiment 1, in
which the context was manipulated within the low tones
stream. In one condition the low stream of sounds had only
double deviants~alternating-blocked! and in another condi-
tion double deviants were presented along with single devi-
ants ~alternating-mixed!. Two control conditions were used
to ascertain the effect of an intervening sound within a single
stream~low only—standard intervening condition! and to de-
termine whether the integration of elements was initiated by
a time constant or by the number of elements occurring suc-
cessively~low only—triple deviant condition!.

A. Participants

Thirteen adults~five males, eight females! between the
ages of 23 and 42 years, with no reported hearing loss or
neurological disorders, were paid to participate in the study.
All subjects passed a hearing screening. Participants were
informed of the experimental protocol before they signed a
consent form. The study was conducted at the Albert Einstein
College of Medicine.

B. Stimuli

Three tones~one high frequency and two low frequency!
were used to create the stimulus sequences. They were 50 ms
in duration with an intensity of 80 dB SPL~calibrated with
Brüel & Kjær 2209 sound-level meter!. The high-frequency
tone was 1568 Hz~H! and the low-frequency tones were 440
Hz ~L! and 494 Hz~LD!. Onset and offset ramps of 7.5 ms
were created using a Hanning window for all tones. Stimuli
were presented in four conditions: (a) alternating-blocked,
(b) alternating-mixed, (c) low only—standard intervening,
and (d) low only—triple deviant. In the two alternating con-
ditions, H and L alternated in a regular fashion at a rate of 75
ms SOA~onset to onset!, except when the deviant~LD! oc-
curred. Thus, a low tone~or a high tone! occurred once every
150 ms. In thealternating blocked condition, the deviant
~LD!always occurred twice in succession in the low stream
~e.g., H L H L H L H LD H LD H L H L !; these will be
called ‘‘double deviants’’~see Fig. 3!. Double deviants oc-
curred randomly 7.5% of the time. In thealternating mixed

condition, LD was randomly presented both singly~these
will be called ‘‘single deviants’’! 5% and twice in succession
5% each~e.g., H L H L H L H LD H LD H L H L H LD H
L; see Fig. 3!. LD was presented 15% of the time overall in
both conditions. Thus, the ‘‘blocked’’ and ‘‘mixed’’ nomen-
clature refers to the low stream only, specifically to the de-
viants and whether there are only double deviants in the se-
quence~blocked! or whether there are mixed single deviants
with double deviants~mixed! in the same sequence.

C. Procedures

Participants sat in a comfortable chair approximately 1
m from a TV monitor in a sound-attenuated booth. They
were instructed to watch a closed-captioned video, itself con-
taining no sounds, and to ignore the sounds. Three thousand
stimuli were presented in each of the four conditions (3000
34512 000 stimuli in all!. There were two runs of 1500
stimuli presented, totaling eight runs. The eight runs were
presented randomly, counterbalanced across subjects to
avoid any possible order effects.

D. Electroencephalogram „EEG… recording and data
analysis

EEG was recorded with an electrode cap using the fol-
lowing scalp locations~10–20 system!: Fz, Cz, Pz, F3, F4,
C3, C4, and both mastoids~LM and RM, for the left and
right mastoids, respectively!. Horizontal eye movements
were measured by recording the horizontal electro-
oculogram~HEOG! between electrodes F7 and F8 using a
bipolar montage and vertical using a bipolar montage be-
tween FP1 and an external electrode placed beneath the left
eye~VEOG!. The common reference electrode was attached
to the tip of the nose. Eye movement was monitored with
VEOG and HEOG. HEOG was monitored for eye saccade

FIG. 3. A schematic diagram of the stimulus paradigm used in experiment 1.
The alternating pattern of low~L! and high~H! tones that was used to create
the alternating conditions is shown in the left column. ‘‘L’’ represents a tone
of one frequency and the ‘‘LD’’ represents a tone of a slightly higher pitch
than the L tones. The ‘‘H’’ represents tones of much higher frequency than
the L and LD tones. The critical variable across conditions is the response to
the ‘‘double deviants,’’ the two successive ‘‘LD’’ tones occurring in the low
stream of the alternating conditions. Two control conditions are displayed in
the right column. The low-only conditions were presented using the same
frequency tones as in the alternating conditions; however, no H tones were
presented in these conditions.
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movement to ensure that participants were reading the cap-
tions on the video. The EEG was digitized~Nicolet amplifi-
ers! at a sampling rate of 250 Hz~bandpass 0.05–100 Hz!
and then off-line filtered between 1 and 30 Hz. Epochs of
600 ms, with a 100-ms prestimulus and 500-ms poststimulus
period, were averaged separately for the standards and
double deviants. The double deviants~and triple deviant!
were averaged from the onset of the first of the successive
deviants, thus the response to the successive deviants could
be observed within this period. Epochs with an electrical
change exceeding 100mV were excluded from further aver-
aging to remove the trials contaminated by artifacts of non-
cortical origin.

For each participant, the artifact-free epochs were then
averaged separately for the four conditions and two stimulus
types ~standard and deviant!. The mean amplitude in the
100-ms prestimulus period was subtracted from each point of
the averaged ERP responses, which served as the reference
from which the evoked responses were measured.

The difference waveforms were obtained by subtracting
the ERP response to the standard~e.g., L-H-L in the alternat-
ing condition! from the ERP response to the deviants. In the
mixed conditions, double deviants~LD-H-LD ! were aver-
aged separately from single deviants~LD-H-H!. The inter-
vals used for statistically evaluating for the presence of the
potential MMNs were determined from the group mean
deviant-minus-standard waveforms at Fz~the site of greatest
signal to noise ratio!, taking a 40-ms window centered on the
peak of the MMNs from the conditions in which two succes-
sive MMNs were elicited~the low only—standard interven-
ing and alternating-mixedconditions!. The mean amplitude
obtained in the intervals used for the two low-only condi-
tions ~range 1: 116–156 ms and range 2: 304–344 ms! and
for the two alternating conditions~range 1: 140–180 ms and
range 2: 320–360 ms! were measured for each subject indi-
vidually and were then used to verify the presence of MMN,
for each range and condition separately with one-sample,
one-tailedt-tests using the data from the Fz electrode site.
Analysis of variance~ANOVA ! for repeated measures with
factors of condition~blocked versus mixed! and range~range
1 versus range 2! was used to compare the mean voltage.
Greenhouse–Geisser correction was reported when appropri-
ate. Tukey HSDposthoctests were calculated.

E. Results and discussion

The ERP results for the low-only and alternating condi-
tions are displayed in Figs. 4 and 5, respectively~also see
Table I!.

1. Low-only conditions

In the standard-intervening condition, the two deviants
elicited separate MMNs (t1256.14, p,0.01, t1252.11, p
,0.03; ranges 1 and 2, respectively! approximately 150 ms
from each other~see Fig. 4, top!. This demonstrates that the
two deviants were processed as separate events when there
was just one standard tone intervening between them within
the single stream. In thetriple-deviant condition, the triple-
deviant elicited only one MMN (t1256.87,p,0.01, t12,1,
p.0.72; ranges 1 and 2, respectively; see Fig. 4, bottom!,

suggesting that event formation within the integrating period
operates independently of the number of elements falling
within the window. The single presentation of a standard
tone between the two deviants~e.g., LD-L-LD! resulted in
the deviants being processed as two separate events in the
standard-intervening condition, compared to the triple-
deviant condition in which all three of the elements pre-
sented in the same time window were processed as a single
deviant event~LD-LD-LD !. This provides evidence that
event formation operates on the basis of thetype of elements
falling within the integrating period, not simply integrating

FIG. 4. Experiment 1—Low tones only conditions. Grand mean event-
related brains potentials elicited by the L~thin line! and LD ~thick line!
tones in the low-only conditions are displayed in the left column. The
deviant-minus-standard difference curves are displayed in the right column
with Fz ~thick line! overlaid with the left mastoid~LM; thin line!. Arrows
point to significant MMNs. These two traces~Fz and LM! provide the re-
cording sites with the largest signal-to-noise ratio for the MMN component
as well as indicating the topographical information needed to demonstrate
that the source of the response was generated in the auditory cortex~see the
Introduction!. The response to the successive deviants can be observed
within the epoch.

FIG. 5. Experiment 1—Low tones in the alternating conditions. Grand mean
event-related brains potentials elicited by the L~thin line! and LD ~thick
line! tones in the alternating conditions are displayed in the left column. The
deviant-minus-standard difference curves are displayed in the right column
with Fz ~thick line! overlaid with the left mastoid~LM; thin line!. Arrows
point to significant MMNs.
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all elements by a time constant. The integration or segrega-
tion of successive elements within the low stream was gov-
erned by the nature of the information: elements carrying the
same information were integrated into a single auditory
event, whereas elements thatdifferedwithin that same time
period were distinguished from each other. This suggests that
the underlying time constant that tends to integrate informa-
tion operates on the basis of the distinctiveness of the infor-
mation in the larger context.

2. Alternating conditions

In the blocked condition, double deviants in the low
stream elicited one MMN (t1252.52, p,0.02, t12,1, p
.0.50; ranges 1 and 2, respectively; see Fig. 5, top row!.
The double deviants were integrated into a single deviant
event even though there was a tone intervening between
them. This indicates that the streams were segregated prior to
the integration process. In contrast, in themixed condition,
the same double deviant events elicited two MMNs (t12

52.33,p,0.02,t1255.05,p,0.01; ranges 1 and 2, respec-
tively; Fig. 5, bottom row! when single deviants also oc-
curred within the low stream. ANOVA comparing the mean
voltages of the difference waveforms in ranges 1 and 2 re-
vealed an interaction between condition~blocked versus
mixed! and range@F(1,12)56.48,p,0.03#. Posthocanaly-
ses showed that this interaction was due to larger mean am-
plitude for range 1 than range 2 in the blocked condition and
no difference between mean amplitude in ranges 1 and 2 of
the mixed condition. This confirms that one MMN was elic-
ited in the blocked condition and two MMNs were elicited in
the mixed condition. This result demonstrates that the pres-
ence of the single deviants in the low stream altered the

MMN response to the double deviants in the same way as
occurs when no intervening high tones are presented in the
stimulus block@i.e., when the low stream is presented alone
at the same stimulus rate~e.g., Sussmanet al., 2002b!#.

The double deviants in thealternating-blocked condition
elicited one MMN but they elicited two MMNs in the
alternating-mixed condition. Double deviants in bothalter-
natingconditions should have elicited two MMNs if the suc-
cessive deviant-standard-deviant pattern had been processed
as a single stream, as demonstrated by results of thelow-only
conditions. However, the presence of the single deviants
within the low stream of the mixed condition altered the
MMN response to the double deviants. This difference in the
MMN response to the same double deviants for the blocked
and mixed conditions demonstrates that the response was
dependent upon the context of the other tones within the low
stream, exactly as when the low stream is presented alone
~e.g., Sussmanet al., 2002a, b!. That is, this contextual effect
occurred despite the fact that there were intervening high
tones between the low sounds. Thus, the results indicate that
the segregation into distinct frequency streams occurred
prior to the integration of elements within streams.

III. EXPERIMENT 2. SEGREGATION AND
INTEGRATION IN BOTH HIGH AND LOW STREAMS

A. Rationale

The within-stream contextual effects observed in experi-
ment 1 occurred within only one of the two possible streams.
This leaves open the question of whether integration effects
occurred within-stream because there was only one stream
with changing information. Would the complexity~having

TABLE I. Experiment 1. Mean amplitude values~in mV! and standard deviations~in parentheses! of the
grand-averaged deviant-minus-standard~difference! waveforms in ranges 1 and 2 for all conditions at all
electrode sites.

Electrode

Condition

Low only—
Standard

intervening

Low only—
Triple
deviant

Alternating-
Blocked

Alternating-
Mixed

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Fz 21.90
~1.36!

20.72
~1.05!

22.59
~1.12!

0.10
~1.22!

20.77
~1.47!

0.05
~1.20!

20.75
~0.99!

20.82
~0.58!

Cz 21.46
~1.15!

20.50
~1.08!

21.95
~0.84!

20.19
~1.04!

20.62
~1.20!

0.09
~0.90!

20.54
~0.84!

20.91
~0.59!

Pz 20.66
~0.92!

20.12
~0.95!

20.87
~0.58!

20.32
~0.78!

20.26
~0.99!

0.08
~0.87!

20.38
~0.82!

20.82
~0.67!

F3 21.54
~1.22!

20.58
~0.93!

22.21
~0.95!

0.05
~1.03!

20.60
~1.34!

0.19
~1.18!

20.53
~0.90!

20.80
~0.57!

F4 21.83
~1.39!

20.51
~1.09!

22.46
~1.18!

0.21
~1.28!

20.85
~1.51!

0.08
~1.06!

20.85
~1.07!

20.85
~0.70!

C3 21.10
~1.05!

20.27
~0.85!

21.45
~0.65!

20.11
~0.88!

20.34
~1.20!

0.25
~0.89!

20.43
~0.83!

20.79
~0.51!

C4 21.33
~1.21!

20.23
~1.05!

21.60
~0.89!

0.07
~0.98!

20.57
~1.07!

0.14
~0.81!

20.60
~0.77!

20.84
~0.60!

LM 0.66
~0.60!

0.19
~0.69!

0.76
~0.76!

20.52
~0.65!

0.58
~0.62!

0.02
~0.64!

20.03
~0.54!

20.43
~0.61!

RM 0.85
~0.86!

0.32
~0.82!

1.26
~0.60!

20.30
~0.45!

0.65
~0.56!

0.13
~0.58!

20.01
~0.59!

20.33
~0.74!
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deviants in both streams! created by simultaneously chang-
ing contexts within the high and low streams modify pro-
cessing of the sounds? If complexity could negate the inte-
gration effects mediated by changing the contextual
information, then a global effect on sound processing could
account for the results and could not be excluded as an in-
terpretation of the results of experiment 1. If, however, the
same pattern of integration effects were found for double
deviants occurring within both the low and high streams
~double deviants eliciting one MMN in blocked and two
MMNs in mixed contexts! then the conclusions of experi-
ment 1 would be expanded and strengthened. To test this, the
same basic paradigm of experiment 1 was used except that
deviants occurred in both streams.

B. Participants

Twelve adults~five males, seven females! between the
ages of 22 and 37 years, with no reported hearing loss or
neurological disorders, were paid to participate in the study.
All subjects passed a hearing screening. Participants were
informed of the experimental protocol before they signed a
consent form. The study was conducted at the Albert Einstein
College of Medicine. Two subjects’ data were removed due
to excessive eye artifact. One subject’s data were removed
due to experimental error. The data from the remaining nine
subjects are reported. None of the subjects that participated
in experiment 2 participated in experiment 1.

C. Stimuli

Four tones~two high frequency and two low frequency!,
50 ms in duration~tone intensity was calibrated with Bru¨el &
Kjær 2209 sound-level meter at a level of 80 dB SPL!, were
used to create the stimulus sequences. The high-frequency
tones were 1568 Hz~H! and 1760 Hz~HD! and the low-
frequency tones were 440 Hz~L! and 494 Hz~LD!. Onset
and offset ramps of 7.5 ms were created with a Hanning
window for all tones. Stimuli were presented in two condi-
tions: ~a! alternating-blockedand ~b! alternating-mixed. H
and L alternated in a regular fashion at a rate of 75 ms SOA
~onset-to-onset!. Thus, a low tone~or a high tone! occurred
once every 150 ms. In thealternating-blockedconditions,
double deviants~LD or HD! always occurred twice in suc-
cession~presented randomly 6% of the time! in their respec-
tive stream but deviants never overlapped across streams. In
thealternating-mixed conditions, HD and LD were presented
randomly as single deviants~4%! and twice in succession
~4%! each. Thus, HD and LD were presented 12% overall in
both conditions. The ‘‘blocked’’ and ‘‘mixed’’ nomenclature
refers to the presentation of the deviants in both the high-
and low-frequency streams.

D. Procedures

Participants sat in a comfortable chair approximately 1
m from a TV monitor in a sound-attenuated booth. They
were instructed to watch a closed-captioned video, itself con-
taining no sounds, and to pay no attention to the sounds. Six
thousand stimuli were presented in the blocked condition in
two runs of 3000 stimuli, and 15 000 stimuli in five runs of

3000 stimuli were presented in the alternating condition, to-
taling seven runs. The seven runs were presented randomly,
counterbalanced across subjects to avoid any possible order
effects.

E. Electroencephalogram „EEG… recording and data
analysis

Recording parameters matched those of experiment 1
with the following exceptions. The EEG was digitized~Neu-
roscan Synamps amplifiers! at a sampling rate of 500 Hz
~bandpass 0.05–100 Hz! and then off-line filtered between 1
and 15 Hz. Epochs with an electrical change from baseline
exceeding675mV were excluded from further averaging.

For each participant, the artifact-free epochs were then
averaged separately for two conditions~blocked and mixed!,
two frequency ranges~high and low!, and two stimulus types
~standards and double deviants!.

The difference waveforms were obtained by subtracting
the ERP response to the standard from the ERP response to
the deviant. The intervals used for statistically evaluating for
the presence of the potential MMNs were determined from
the group mean deviant-minus-standard waveforms at Fz
~the site of greatest signal-to-noise ratio!, taking a 40-ms
window centered on the peak of the MMNs for range 1 and
range 2, which can be observed in the epoch. Range 2 inter-
vals for the blocked conditions were obtained from the cor-
responding mixed conditions, in which two MMNs were
elicited. The mean amplitude obtained in the intervals used
for the blocked—high condition was range 1: 106–146 ms
and range 2: 270–310 ms; for the blocked—low condition
was Range 1: 126–166 ms and range 2: 304–344 ms; for the
mixed—high condition was range 1: 100–140 ms and range
2: 270–310 ms; and for the mixed–low condition was range
1: 126–166 ms and range 2: 304–344 ms. The intervals were
measured for each subject individually and were then used to
verify the presence of MMN. Because the predictions for the
MMNs werea priori, one-sample one-tailed Student’st-tests
were used to determine whether the mean amplitudes ob-
tained in these latency ranges were significantly greater than
zero, separately for each range and condition. ANOVA for
repeated measures with factors of condition~blocked versus
mixed!, frequency~high versus low! and range~range 1 ver-
sus range 2! was used to compare mean voltage.
Greenhouse–Geisser correction was reported when appropri-
ate. Tukey HSDposthoctests were calculated.

F. Results and discussion

The ERP results for thealternating-blocked and
alternating-mixedconditions are displayed in Figs. 6 and 7,
respectively~also see Table II!.

1. Alternating-blocked condition

Double deviants elicited one MMN in the low stream
(t955.1, p,0.01, t9,1, p.0.43; ranges 1 and 2, respec-
tively; see Fig. 6, top row! and one MMN in the high stream
(t952.0, p,0.05, t951.0, p.0.16; ranges 1 and 2, respec-
tively; see Fig. 7, top rows!. Consistent with the results of
experiment 1, blocked condition double deviants elicited one
MMN.
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2. Alternating-mixed condition

When single deviants also occurred within respective
streams, double deviants elicited two MMNs in the low
stream (t954.8, p,0.01, t954.8, p,0.01; ranges 1 and 2,
respectively; see Fig. 6, bottom row! and two MMNs in the
high stream (t951.8, p50.05, t952.0, p,0.05; ranges 1
and 2, respectively; see Fig. 7, bottom row!. The ANOVA
comparing the mean voltage revealed an interaction of con-
dition and range@F(1,8)56.37,p,0.04# and no interaction
with frequency.Post hocanalyses showed that the mean
voltage of range 1 was larger than that in range 2 for the
blocked conditions but the mean voltages of the two ranges
were not significantly different from each other in the mixed
conditions. The presence of the single deviants in the mixed

condition altered the MMN response to the double deviants,
as compared to the blocked conditions, independently in
each stream.

The results of experiment 2 rule out complexity as an
explanation for the within-stream integration effects found in
experiment 1, and extend the results of experiment 1 to show
that integration processes are carried out concurrently on
multiple streams of auditory information.

IV. EXPERIMENT 3. SEGREGATION BY
NONSPECTRAL CUE

A. Rationale

Experiments 1 and 2 used pure tone stimuli with a large
~15 semitone! difference between high and low sounds. It is
therefore possible to consider that the integration effects may
have taken place by frequency range, and were not mediated
by streaming. An alternative interpretation would be that
with no overlapping excitation of hair cells within the co-
chlea, frequency effects rather than segregation effects may
explain the integration effects of experiments 1 and 2. This
interpretation of the current results would characterize fre-
quency as the dominant factor influencing the integration
processes, independent of segregation. Thus, another experi-
ment was conducted to assess the integration effect when
stream segregation was cued by a factor other than spectral
information. The same basic paradigm of experiment 1 was
used, except that the alternating sequence of sounds included
complex tones and narrowband noise bursts with overlapping
spectral composition. The noise and tones were expected to
segregate to separate streams~Singh and Bregman, 1997;
Iverson, 1995; Cusack and Roberts, 1999, 2000!. If the inte-
gration were a frequency-specific phenomenon in the previ-
ous two experiments, that is, if the integration process did
not depend on the initial segregation of the information, then
two MMNs should be elicited in both blocked and mixed
contexts, because of the effect of the intervening tones~see
experiment 1, discussion of low-only control conditions!.
This result may be consistent with a peripheral channeling
explanation ~Beauvois and Meddis, 1991; Hartmann and
Johnson, 1991; Rose and Moore, 2000!. On the other hand, if
a similar pattern of MMN results occurs as did in experi-
ments 1 and 2, then it could be concluded that the segrega-
tion process preceded the integration process. Or, stated dif-
ferently, we can conclude that the integration of sequential
sound elements takes place within the distinct sound streams.

B. Participants

Twelve adults~five males, seven females! between the
ages of 22 and 37 years, with no reported hearing loss or
neurological disorders, were paid to participate in the study.
All subjects passed a hearing screening. Participants were
informed of the experimental protocol before they signed a
consent form. The study was conducted at the Albert Einstein
College of Medicine. Two subjects’ data were removed due
to excessive eye artifact. One subject’s data were removed
due to experimental error. The data from the remaining nine

FIG. 6. Experiment 2—Low tones in the alternating conditions. Grand mean
event-related brains potentials elicited by the L~thin line! and LD ~thick
line! tones in the blocked conditions are displayed in the left column. The
deviant-minus-standard difference curves are displayed in the right column
with Fz ~thick line! overlaid with the left mastoid~LM; thin line!. Arrows
point to significant MMNs.

FIG. 7. Experiment 2—High tones in the alternating conditions. Grand
mean event-related brains potentials elicited by the H~thin line! and HD
~thick line! tones in the alternating conditions are displayed in the left col-
umn. The deviant-minus-standard difference curves are displayed in the
right column with Fz~thick line! overlaid with the left mastoid~LM; thin
line!. Arrows point to significant MMNs.
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subjects are reported. Eight of these subjects also partici-
pated in experiment 2. None of the subjects participated in
experiment 1.

C. Stimuli

Two types of complex sounds were used~created with
Adobe Audition 1.0software!: harmonic complexes~called
‘‘tones’’ ! and bandpass-filtered noise bursts~called ‘‘noise’’!.
The harmonic complexes had the same fundamental fre-
quency (f 0) as the low tones of experiments 1 and 2~440 Hz
for the standard sound and 494 Hz for the deviant sound! and
were composed of the first three harmonics with equal am-
plitudes. Tone 1~T! consisted of 440, 880, and 1320 Hz, and
tone 2~TD! consisted of 494, 988, and 1482 Hz. The other
type of complex tone~N! was created by narrow-band fast
Fourier transform~FFT! filter performed on broadband noise
between 440 and 1320 Hz. Thus, it overlapped the same
spectral region~440–1320! as the standard complex tone~T!.
Tone duration for all tones was 50 ms, with onset and offset
ramps of 7.5 ms made with a Hanning window. Sound inten-
sity of the tones and noise were equated and presented at 77
dB SPL~Brüel & Kjær 2209 sound-level meter!.

Stimuli were presented in four conditions:tones-only
blocked, tones-only mixed, alternating-blocked and
alternating-mixed. The tones-only conditionswere control
conditions to verify that the auditory context would have a
similar effect on complex tones as they did with the pure-
tone stimuli in previous studies~i.e., double deviants elicit-
ing one MMN in blocked context and two MMNs in mixed
context!. In the event that the effects of context on integra-
tion of sequential sounds were specific to pure tones, the
control conditions were needed to determine this. The sound
sequence was presented at 150 ms onset-to-onset pace, the

pace that the complex tones would occur in the alternating
conditions ~alternating-blockedand alternating-mixed! of
the main experiment. Three thousand stimuli were presented
in two runs of 1500 stimuli each, for thetone-only blocked
condition and 6000 stimuli in four runs of 1500 stimuli for
the tone-only mixed condition.

In the alternating conditions, tone and noise stimuli were
alternated~T-N-T-N-T-N¯! at an onset-to-onset pace of 75
ms. The alternating conditions used the same basic paradigm
as experiment 1, with the context changes occurring only in
the tones stream. Six thousand stimuli were presented in two
runs of 3000 stimuli for the alternating-blocked condition
and 24 000 stimuli in four runs for the alternating-mixed con-
dition. Deviants~TD! occurred 15% overall in all conditions
~7.5% occurrence of double deviants in the blocked condi-
tions and 8% single deviants and 7% double deviants in the
mixed conditions!.

D. Procedures

Participants sat in a comfortable chair approximately 1
m from a TV monitor in a sound attenuated booth. They
were instructed to watch a silent closed-captioned video and
to pay no attention to the sounds. Three thousand stimuli
were presented in two runs of 1500 stimuli each, for the
tone-only blocked conditionand 6000 stimuli in four runs of
1500 stimuli for thetone-only mixed condition. For the alter-
nating conditions, 6000 stimuli were presented in two runs of
3000 stimuli for the alternating-blocked conditionand
24 000 stimuli in four runs for thealternating-mixed condi-
tion. Deviants occurred 15% overall in all conditions~7.5%
occurrence of double deviants in the blocked conditions and
8% single deviants and 7% double deviants in the mixed

TABLE II. Experiment 2. Mean amplitude values~in mV! and standard deviations~in parentheses! of the
grand-averaged deviant-minus-standard~difference! waveforms in ranges 1 and 2 for all conditions at all
electrode sites.

Electrode

Condition

Alternating-
Blocked high

Alternating-
Blocked low

Alternating—
Mixed high

Alternating—
Mixed low

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Fz 20.67
~1.01!

20.25
~0.74!

20.97
~0.57!

0.04
~0.73!

20.35
~0.62!

20.43
~0.64!

21.13
~0.70!

20.59
~0.37!

Cz 20.09
~1.15!

20.17
~1.05!

20.60
~0.43!

0.16
~0.77!

20.21
~0.76!

20.17
~0.81!

20.89
~0.58!

20.32
~0.59!

Pz 0.68
~0.95!

0.04
~0.96!

0.29
~0.68!

0.46
~0.60!

0.26
~1.06!

0.23
~0.88!

20.13
~1.11!

0.08
~1.00!

F3 20.54
~0.98!

20.13
~0.65!

20.75
~0.45!

0.12
~0.71!

20.32
~0.53!

20.27
~0.60!

20.89
~0.69!

20.39
~0.43!

F4 20.55
~0.86!

20.21
~0.56!

20.87
~0.69!

0.20
~0.77!

20.21
~0.67!

20.21
~0.63!

20.98
~0.63!

20.52
~0.42!

C3 0.02
~0.88!

20.04
~0.87!

20.35
~0.31!

0.31
~0.58!

20.07
~0.65!

20.05
~0.82!

20.67
~0.70!

20.17
~0.70!

C4 0.13
~1.03!

20.05
~0.79!

20.35
~0.60!

0.35
~0.81!

0.06
~0.87!

0.04
~0.83!

20.62
~0.60!

20.13
~0.62!

LM 1.07
~0.77!

0.20
~0.66!

1.24
~0.91!

0.52
~0.31!

0.86
~0.69!

0.56
~0.55!

0.79
~1.01!

0.45
~0.84!

RM 0.85
~0.50!

0.31
~0.50!

1.11
~0.62!

0.54
~0.58!

0.68
~0.79!

0.55
~0.60!

0.75
~0.77!

0.42
~0.73!
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conditions!. The order of the four conditions was counterbal-
anced across subjects to avoid any possible order effects.

E. Electroencephalogram „EEG… recording and data
analysis

Data recording parameters were the same as those used
in experiment 2. For each participant, the artifact-free epochs
were averaged separately for the complex tones by stimulus
type @standards~T! and double deviants~TD!#, separately, in
the four conditions~tones-only blocked, tones-only mixed,
alternating-blocked, and alternating-mixed!.

The difference waveforms were obtained by subtracting
the ERP response to the standard from the ERP response to
the deviant. The intervals used for statistically evaluating for
the presence of the potential MMNs were determined from
the group mean deviant-minus-standard waveforms at Fz
~the site of greatest signal-to-noise ratio!, taking a 40-ms
window centered on the peak of the MMNs where elicited.
For the blocked conditions, range 2 intervals from the mixed
conditions were used to measure the presence of MMN in
range 2 of the blocked conditions because MMN was ex-
pected to be elicited in the mixed conditions. For the tones-
only blocked condition the mean amplitude was obtained in
the following intervals, range 1: 104–144 ms and range 2:
282–322 ms; for the tones-only mixed condition the inter-
vals were for range 1: 100–140 ms and range 2: 282–322
ms; for the alternating-blocked condition the intervals were
for range 1: 104–144 ms and range 2: 258–298; and for the
alternating-mixed condition the intervals were for range 1:
100–140 ms and range 2: 258–298. Intervals were measured
for each subject individually and then used to verify the pres-
ence of the MMN using a repeated measures ANOVA with
factors of condition~alternating-blocked, tones-only blocked,
alternating-mixed, tones-only mixed! 3peak~range 1 versus
range 2! and stimulus type~deviant versus standard! to de-
termine in which conditions and which peaks the standard
and deviant waveforms differed from each. ANOVA with
factors of condition~blocked versus mixed!, control ~alter-
nating versus tones-only!, and range~range 1 versus range 2!
was calculated on the difference waveforms to compare
mean voltages. Greenhouse–Geisser correction was reported
when appropriate. Tukey HSDpost hoc tests were calcu-
lated.

F. Results and discussion

The ERP results for thetones-onlyandalternatingcon-
ditions are displayed in Figs. 8 and 9, respectively~also see
Table III!.

The ANOVA revealed a three-way interaction between
condition, stimulus type, and range@F(3,24)56.25,p
,0.01#, showing that the significant difference between the
standard and deviant~MMN ! was dependent upon the con-
dition and range. Tukey HSDpost hoccomparisons revealed
that MMNs were elicited in both range 1 and range 2 of the
mixed conditions @alternating mixedand tones-only mixed;
see Figs. 8~bottom row! and 9 ~bottom row!#, whereas
MMNs were elicited only in range 1 of theblocked condi-
tions @alternating blockedand tones-only blocked; see Figs.

8 ~top row! and 9~top row!. This pattern of results is con-
sistent with experiments 1 and 2, in which two MMNs were
elicited by double deviants in the mixed context and one
MMN was elicited in the blocked context.

The ANOVA comparing mean voltage of the deviant-
minus-standard difference waveforms revealed an interaction
between condition and range with no other interactions
@F(1,8)521.11,p,0.002#. Post hocanalyses show that the
mean voltage of range 1 was larger than that of range 2 for
the blocked conditions and there was no difference in mean
voltage between ranges 1 and 2 in the mixed conditions. This
substantiates the finding that one MMN was elicited in the
blocked conditions and two MMNs were elicited in the
mixed conditions.

FIG. 8. Experiment 3—Tones-only conditions. Grand mean event-related
brains potentials elicited by the T~thin line! and TD~thick line! tones in the
tones-only conditions are displayed in the left column. The deviant-minus-
standard difference curves are displayed in the right column with Fz~thick
line! overlaid with the left mastoid~LM; thin line!. Arrows point to signifi-
cant MMNs.

FIG. 9. Experiment 3—Alternating conditions. Grand mean event-related
brains potentials elicited by the T~thin line! and TD~thick line! tones in the
alternating conditions are displayed in the left column. The deviant-minus-
standard difference curves are displayed in the right column with Fz~thick
line! overlaid with the left mastoid~LM; thin line!. Arrows point to signifi-
cant MMNs.
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The results extend the findings of our previous studies
using pure tones~e.g., Sussmanet al., 2002b!, now demon-
strating with complex tones the same contextual effects on
within-stream integration processes observed with pure
tones. Additionally, the results demonstrate stream segrega-
tion by a nonspectral cue. This suggests that the stream seg-
regation process involves more than simple frequency reso-
lution of peripheral mechanisms. This finding is consistent
with other studies showing that stream segregation is not
solely dependent upon peripheral channeling~Bey and
McAdams, 2003@Experiment 1#; Cusack and Roberts, 2000;
Iverson, 1995; Moore and Glockel, 2002; Robertset al.,
2002; Vliegen and Oxenham, 1999!. The results provide
strong support for the notion that segregation occurs prior to
integration and that integration effects operate within already
segregated sound streams. The interplay between these two
processes is thus observed in complex sound situations, such
as would be needed for processing speech and other environ-
mental sounds.

V. GENERAL DISCUSSION

Three experiments were conducted to investigate the
timing of two organizational processes of ASA, segregation
of streams and integration of within-stream elements, when
they were called upon to function concurrently and the lis-
tener had no task to perform with the sounds. The within-
stream contextual effects, the integration of successive ele-
ments to a single or double deviant event as indexed by
MMN, followed the same pattern of results as has been dem-
onstrated for temporal integration processes when only one
sound stream was present~Sussmanet al., 2002b!. This in-
dicates that the segregation to independent streams occurred
prior to the integration and formation of the auditory units

within streams. The results demonstrate that~1! multiple
sound streams are maintained independently,~2! stream seg-
regation occurs prior to within-stream integration or event
formation, and~3! auditory context effects act on the already
formed streams.

Experiments 1 and 2 demonstrated that the integration
process operates on two streams independently, as though
each stream occurred alone. These results show that the in-
tegration occurred on the already segregated streams, the
segregation process taking place at an earlier level of pro-
cessing than the integration process. Experiment 3 confirmed
that the segregation process preceded the integration of in-
formation within streams. Given that the spectral composi-
tions of the two sets of sounds were similar in experiment 3,
if the sounds were processed as part of the same stream, then
the effects of intervening tones on within stream processes
would have been observed~experiment 1, control condi-
tions!. Thus, the results of experiment 3 provided strong sup-
port to conclude that the segregation processes mediated the
integration processes.

The timing of the segregation and integration processes
that have been demonstrated in the current and previous
studies suggests the following model. A neural representation
of the sound input is initially made regarding how many
sources are present in the signal. This is calculated according
to the acoustic characteristics of the input~the frequency,
intensity, duration, and spatial location features as well as the
timing of the input!. Extraction of the acoustic regularities is
then established on the already formed streams~i.e., the con-
text is determined!. The long-term effects of the auditory
context mediate local, within-stream, event formation~Suss-
man and Winkler, 2001!. The integration processes~or sound
event formation! operate after the within-stream context has

TABLE III. Experiment 3. Mean amplitude values~in mV! and standard deviations~in parentheses! of the
grand-averaged deviant-minus-standard~difference! waveforms in ranges 1 and 2 for all conditions at all
electrode sites.

Electrode

Condition

Tones-only—
Blocked

Tones-only—
Mixed

Alternating—
Blocked

Alternating—
Mixed

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Range
1

Range
2

Fz 20.72
~0.84!

0.13
~0.50!

20.63
~0.31!

20.81
~0.39!

21.02
~0.46!

20.34
~0.47!

20.76
~0.76!

20.64
~0.44!

Cz 20.40
~0.58!

0.28
~0.51!

20.42
~0.41!

20.78
~0.56!

20.71
~0.64!

20.26
~0.52!

20.66
~0.88!

20.39
~0.64!

Pz 0.09
~0.55!

0.31
~0.59!

0.10
~0.88!

20.36
~0.96!

20.14
~0.82!

20.14
~0.63!

20.10
~0.92!

20.05
~0.90!

F3 20.64
~0.76!

0.14
~0.42!

20.49
~0.33!

20.59
~0.43!

20.87
~0.44!

20.23
~0.35!

20.71
~0.83!

20.49
~0.34!

F4 20.66
~0.81!

0.18
~0.59!

20.53
~0.37!

20.81
~0.45!

20.89
~0.40!

20.23
~0.44!

20.60
~0.72!

20.45
~0.49!

C3 20.34
~0.58!

0.23
~0.49!

20.32
~0.45!

20.61
~0.59!

20.60
~0.66!

20.22
~0.55!

20.50
~0.88!

20.21
~0.63!

C4 20.24
~0.53!

0.33
~0.54!

20.13
~0.50!

20.55
~0.71!

20.61
~0.55!

20.11
~0.54!

20.28
~0.75!

20.12
~0.55!

LM 0.56
~0.82!

0.23
~0.65!

0.48
~0.73!

0.23
~0.71!

0.92
~0.66!

0.21
~0.65!

0.58
~0.67!

0.76
~0.72!

RM 0.46
~0.67!

0.28
~0.45!

0.50
~0.62!

0.32
~0.69!

0.76
~0.51!

0.30
~0.53!

0.70
~0.66!

0.73
~0.70!
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been determined. Thus, whether a sound element is pro-
cessed as one or two events depends on the surrounding in-
formation within the same stream. The MMN process uses
this information—the representation of the segregated
streams and the detected sound regularities within
streams—in determining what is deviant in the sound input.

A. Implications for speech processing

Extending the notion that the integration of sound ele-
ments into perceptual units proceeds on the already segre-
gated information, the data discussed here support the view
that sound elements are integrated into linguistic units~pho-
nemes, syllables, and words! after the initial segregation of
the input into distinct sound sources. Speech processing, ac-
cording to this model, would rely, at least in part, on the
primitive ASA processes ~Brown and Cooke, 1994;
Rosenthal and Okuno, 1998!.

When more than one voice occurs simultaneously, seg-
regation by acoustic parameters~e.g., f 0) serves to distin-
guish the separate voices in the auditory environment,
whereas the integration of successive sound elements within
the separate voices serves to distinguish speech units. There
are additional segmentation processes that are also necessary
for within-stream comprehension, those that allow us to dis-
tinguish words within a speech stream or individual footsteps
within a series. For example, hearing the difference between
‘‘topic’’ and ‘‘top pick’’ is determined by the duration of the
silent /!/ closure@less than 150 ms was needed to hear one
word and between 150 and 300 ms was needed to hear two
words; Pickett and Decker~1960!#. In fact, this timing that
made the difference between hearing one or two words is
consistent with our finding in which the same timing made
the difference between tones~pure or complex! being repre-
sented as one or two deviant events. Two successive deviants
elicited one MMN at 150-ms interval between them, whereas
the two successive deviants elicited two MMNs when they
were separated by 300 ms~Sussmanet al., 1999b!. Further
research would be needed, however, to clarify whether pure
acoustic cues function similarly as acoustic cues embedded
in speech for defining auditory events.

Within-stream segmentation also takes place within the
‘‘integrating’’ period. The standard intervening tone between
the two successive deviant tones~in the low-only—standard
intervening condition! influenced the integration process as
reflected by the MMN response~i.e., affected what became
integrated into one event!. When a single tone intervened
between the two successive deviant tones, falling within the
less than 200-ms integrating window, each of the deviants
elicited its own MMN. What otherwise might have been re-
sponded to as one deviant event~two successive deviants
occurring within 150 ms! was separated into two deviant
events~eliciting two separate MMNs! by the presence of the
intervening tone occurring between them when they were
processed in the same low-tone stream. This result indicates
that the integration of elements occurring within less than
200 ms operates according to the sequential organization of
the unit or auditory event that falls within the window. The
temporal proximity of the elements, on its own, is not
enough for integration—this should already be evident be-

cause the phenomenon of streaming can occur when sounds
are 100 ms apart—but neither is the frequency proximity
sufficient~the low tone standards are near in frequency to the
deviants but are not integrated just by the fact that they fall
within this window!. Thus, the result indicates that the inte-
gration mechanism is ‘‘searching’’ for elements that likely
form a perceptual unit. The auditory system operates on the
basis of the informational units falling within the window
and does not just integrate all the elements that fall within a
window of less than 200 ms.

This is further confirmed with the triple deviants in the
low-only—triple deviants condition, in which three succes-
sive deviants occurring within the integrating period elicited
one MMN. Elements that fall within the integrating window
are being integrated to form a single auditory event. These
data lend credence to the notion that the integrating period
operates independently of the sheer number of elements fall-
ing within the window and focuses on the formation of
events out of closely occurring sound elements. The integra-
tion of elements across time occurred as a function of the
role of the stimuli that fell within the integrating period~e.g.,
deviant vs. standard!. Whereas three deviant sounds occur-
ring successively were responded to as a single deviant
event, the successive deviant-standard-deviant pattern was
not integrated, even though the tones occurred within the
same time period. This demonstrates that auditory context
influences the integrating window in terms of auditory event
formation. This mechanism could be important in speech
processing when determining which phonemic units are to be
integrated and which segregated, such as those cues that dis-
tinguish ‘‘topic’’ from ‘‘top pick.’’

It remains to be determined whether the segmentation
processes that operate within streams to facilitate identifica-
tion of perceptual units~and which are also part of integra-
tion processes necessary to link acoustic elements to percep-
tual units! differ from the procedures that are initially used to
determine how many sources are in the environment. Addi-
tionally, the role of attention in these processes remains to be
determined.

Context effects on MMN have now been demonstrated
in a number of different studies using a wide range of para-
digms ~Sussmanet al., 1998a, 1999a, 2001, 2002a, b; Suss-
man and Winkler, 2001; Winkleret al., 2003!. Interestingly,
MMN has also been reported to reflect categorical perception
of consonants and vowels~Dehaene-Lambertzet al., 2000;
Näätänenet al., 1997; Winkleret al., 1999!, voice onset time
~Sharma and Dorman, 2000!, and length~Nenonenet al.,
2003!. The phonetic context effects~the shift in category
boundary that is altered by surrounding speech characteris-
tics! observed with these MMN studies of categorical per-
ception might actually represent another form of context ef-
fect on MMN and not a speech-specific effect~Pisoniet al.,
1983; Sussmanet al., 2004!.

B. Concluding remarks

The results of the current study demonstrate context ef-
fects on auditory event formation that occur after the segre-
gation of sounds to distinct streams when the listener is not
focused on the sound input. Moreover, integration of within-
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stream elements is influenced by the larger context of the
within-stream sounds. The auditory system does not just in-
tegrate all information that falls within a 150-ms window;
the informational content of the elements determines what is
integrated within this period and what is not. These data,
taken together with previous results, also showing that seg-
regation occurs prior to other processes~e.g., Sussmanet al.,
1998b; 1999b; Yabeet al., 2001!, provide strong evidence
that segregation is an earlier, primitive process initially
driven by stimulus characteristics of the acoustic input.
Functionally, the integration of sequential elements to per-
ceptual units taking place on the already segregated streams
would facilitate the ability to identify within-stream sound
patterns, thus making it possible to appreciate music or com-
prehend speech.

ACKNOWLEDGMENTS

This research was supported by the National Institutes of
Health ~Grant No. R01 DC04263!. The author is grateful to
Dr. Albert S. Bregman for his advice on experiment 3 and for
his comments on an earlier version of the manuscript. The
author thanks Dr. Yonathan Fishman and three anonymous
reviewers for their helpful comments on an earlier version of
the manuscript. The author is also grateful to Rosie Wong
and Fakhar Kahn for collecting the data and for their assis-
tance with data processing and manuscript preparation.

1This transient form of auditory memory has been estimated to store infor-
mation for a period of time of at least 30 s~Cowan, 2001!.

Beauvois, M., and Meddis, R.~1991!. ‘‘A computer model of auditory
stream segregation,’’ Q. J. Exp. Psychol. A43A, 517–541.

Bey, C., and McAdams, S.~2003!. ‘‘Postrecognition of interleaved melodies
as an indirect measure of auditory stream formation,’’ J. Exp. Psychol.
Hum. Percept. Perform.29~2!, 267–279.

Botte, M.-C., Drake, C., Brochard, R., and McAdams, S.~1997!. ‘‘Percep-
tual attenuation of nonfocused auditory streams,’’ Percept. Psychophys.
59, 419–425.

Bregman, A. S.~1990!. Auditory Scene Analysis~MIT, Cambridge, MA!.
Brochard, R., Drake, C., Botte, M.-C., and McAdams, S.~1999!. ‘‘Percep-

tual organization of complex auditory sequences: Effect of number of
simultaneous sub-sequences and frequency separation,’’ J. Exp. Psychol.
Hum. Percept. Perform.25, 1742–1759.

Brown, G. J., and Cooke, M. P.~1994!. ‘‘Computational auditory scene
analysis,’’ Comput. Speech Lang.8~4!, 297–336.

Carlyon, R. P., Cusack, R., Foxton, J. M., and Robertson, I. H.~2001!.
‘‘Effects of attention and unilateral neglect on auditory stream segrega-
tion,’’ J. Exp. Psychol. Hum. Percept. Perform.27~1!, 115–127.

Compte, A., Brunel, N., Goldman-Rakic, P. S., and Wang, X.-J.~2000!.
‘‘Synaptic mechanisms and network dynamics underlying spatial working
memory in a cortical network model,’’ Cereb. Cortex10~9!, 910–923.

Cowan, N.~2001!. ‘‘The magical number 4 in short-term memory: a recon-
sideration of mental storage capacity,’’ Behav. Brain Sci.24~1!, 87–114.

Cusack, R., and Roberts, B.~1999!. ‘‘Effects of similarity in bandwidth on
the auditory sequential streaming of two-tone complexes,’’ Percept. Psy-
chophys.28, 1281–1289.

Cusack, R., and Roberts, B.~2000!. ‘‘Effects of differences in timbre on
sequential grouping,’’ Percept. Psychophys.62, 1112–1120.

Dehaene-Lambertz, G., Dupoux, E., and Gout, A.~2000!. ‘‘Electrophysi-
ological correlates of phonological processing: a cross-linguistic study,’’ J.
cogn. Neurosci.12, 635–647.

Fay, R. R.~2000!. ‘‘Spectral contrasts underlying auditory stream segrega-
tion in goldfish~Carassius auratus!,’’ J. Assoc. Res. Otolaryngol.1, 120–
128.

Fishman, Y. I., Reser, D., Arezzo, J., and Steinschneider, M.~2001!. ‘‘Neural
correlates of auditory stream segregation in primary auditory cortex of the
awake monkey,’’ Hear. Res.151, 167–187.

Giard, M. H., Perrin, F., Pernier, J., and Bouchet, P.~1990!. ‘‘Brain genera-
tors implicated in processing of auditory stimulus deviance: A topographic
event-related potential study,’’ Psychophysiology27, 627–640.

Halgren, E., Baudena, P., Clarke, J. M., Heit, G., Liegeois, C., Chauvel, P.,
and Musolino, A.~1995!. ‘‘Intracerebral potentials to rare target and dis-
tractor auditory and visual stimuli. I. Superior temporal plane and parietal
lobe,’’ Electroencephalogr. Clin. Neurophysiol.94, 191–220.

Ha, K. S., Youn, T., Kong, S. W., Park, H. J., Ha, T. H., Kim, M. S., and
Kwon, J. S.~2003!. ‘‘Optimized individual mismatch negativity source
localization using a realistic head model and the Talairach coordinate sys-
tem.’’ Brain Topography15~4!, 233-238.

Hartmann, W. M., and Johnson, D.~1991!. ‘‘Stream segregation and periph-
eral channeling,’’ Music Percept.9, 155–184.

Hulse, S. H., MacDougall-Shackleton, S. A., and Wisniewski, A. B.~1997!.
‘‘Auditory scene analysis by songbirds: stream segregation of birdsong by
European starlings~Sturnus vulgaris!,’’ J. Comp. Psychol.111, 3–13.

Iverson, P.~1995!. ‘‘Auditory stream segregation by musical timbre: effects
of static and dynamic acoustic attributes,’’ J. Exp. Psychol. Hum. Percept.
Perform.21, 751–763.

Javitt, D. C., Steinschneider, M., Schroeder, C. E., and Arezzo, J. C.~1996!.
‘‘Role of cortical N-methyl-D-aspartate receptors in auditory sensory
memory and mismatch negativity generation: Implications for schizophre-
nia,’’ Proc. Natl. Acad. Sci. USA93, 11962–11967.

Jones, D. M., Alford, D., Bridges, A., Tremblay, S., and Macken, W. J.
~1999!. ‘‘Organizational factors in selective attention: The interplay of
acoustic distinctiveness and auditory streaming in the irrelevant sound
effect,’’ J. Exp. Psychol.: Learn. Mem. Cogn.25, 464–473.

Jones, M. R., Maser, D. J., and Kidd, G. R.,~1978!. ‘‘Rate and structure in
memory for auditory patterns,’’ Mem. Cognit.6, 246–258.

Kauer, J. A., Malenka, R. C., and Nicoll, R. A.~1988!. ‘‘NMDA application
potentiates synaptic transmission in the hippocampus,’’ Nature~London!
334, 250–252.

Kropotov, J. D., Na¨ätänen, R., Sevostianov, A. V., Alho, K., Reinkainen, K.,
and Kropotova, O. V.~1995!. ‘‘Mismatch negativity to auditory stimulus
change recorded directly from the human temporal cortex,’’ Psychophysi-
ology 32, 418–422.

Macken, W. J., Tremblay, S., Houghton, R. J., Nicholls, A. P., and Jones, D.
M. ~2003!. ‘‘Does auditory streaming requie attention? Evidence from
attentional selectivity in short-term memory,’’ J. Exp. Psychol. Hum. Per-
cept. Perform.29~1!, 43–51.

Massaro, D. W. Experimental Psychology and Information Processing. Chi-
cago: Rand McNally, 1975.

Moore, B. C. J., and Gockel, H.~2002!. ‘‘Factors influencing sequential
stream segregation,’’ Acust. Acta Acust.88, 320–332.
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When trying to detect a tonal signal in a continuous broadband noise, listeners attend selectively to
both the frequency and the duration of the expected signal. However, it is not known whether they
monitor separate or combined representations of these two attributes. To investigate this question, a
probe-signal method was used to measure the detectability of signals of expected and unexpected
durations at two expected frequencies. The four listeners expected only one of two signals to be
presented at random: a brief tone at one frequency or a long tone at another frequency. For each
signal frequency, the detectability of the signals of unexpected duration decreased to near chance as
the difference between the expected and unexpected duration, at that frequency, increased. The
frequency specificity of this duration tuning indicates that both the frequency and the duration of an
expected stimulus are represented in a single template. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1855771#

PACS numbers: 43.66.Dc, 43.66.Mk@GDK# Pages: 1299–1304

I. INTRODUCTION

One of the primary purposes of sensory systems is to
inform organisms of the presence of external stimuli. In hu-
mans, at least, stimulus detection is implicitly defined as con-
scious awareness of the stimulus. This awareness requires
attention. Therefore, to fully understand the process of stimu-
lus detection, we must know how this attention is distributed
across different stimulus attributes in a variety of circum-
stances. Here, for reasons described below, we examined the
distribution of attention in an auditory signal-detection task
in which listeners were uncertain as to which of two signals,
that differed in both frequency and duration, was to be pre-
sented.

Many investigations of the distribution of attention in
auditory signal-detection tasks have employed the probe-
signal method~Greenberg and Larkin, 1968!. With this
method, listeners are led to expect a particular target signal
by presenting it on the majority of trials. However, they oc-
casionally are presented unexpected probe signals that typi-
cally differ from the target signal along only one stimulus
dimension. Each signal is detectable on;85% of trials when
it is the only one presented. The detectability of the unex-
pected signals is taken to indicate the selectivity with which
listeners attend to the particular value of the expected stimu-
lus along the varied stimulus dimension.

From such experiments it is clear that listeners trying to
detect a tonal signal in a continuous broadband noise attend
selectively to both the frequency and the duration of the
expected signal, but it is not known whether they monitor
separate, or combined, representations of these two at-

tributes. Demonstrating focused attention to the signal fre-
quency, listeners led to expect a signal of a particular fre-
quency detect that signal on a higher percentage of trials than
signals of unexpected frequency~Greenberg and Larkin,
1968; Yama and Robinson, 1982; Scharfet al., 1987; Dai
et al., 1991; Wright and Dai, 1994a!. Indicating duration-
specific attention, listeners who expect a signal of a particu-
lar duration detect that signal more frequently than signals
that differ from it in duration~Wright and Dai, 1994a; Dai
and Wright, 1995!. The primary purpose of the present ex-
periment was to determine whether the selective attention to
both frequency and duration reflects~a! the intersection of
two separate attention templates, one tuned to the expected
frequency, and the other tuned to the expected duration, or,
as we~Wright and Dai, 1994a; Dai and Wright, 1995! have
claimed but not tested~b! the product of a single template,
tuned to both the expected frequency and duration.

It also is not known whether listeners selectively attend
to two or more expected signal durations when they are un-
certain as to which duration is to be presented, or, if so,
whether the uncertainty influences the duration tuning of
those templates. When listeners are uncertain as to which of
several expected signalfrequenciesis to be presented, signal
detectability is highest for signals presented at the expected
frequencies, and lower for signals at unexpected frequencies,
even when the unexpected frequencies are between two ex-
pected ones~Macmillan and Schwartz, 1975; Howardet al.,
1986; Schlauch and Hafter, 1991; Hafteret al., 1993!. Lis-
teners therefore appear to monitor multiple frequency-tuned
templates, each of which is centered on an expected signal
frequency. However, the frequency bandwidths of these tem-
plates are often~Schlauch and Hafter, 1991; Hafteret al.,
1993!, though not always~Macmillan and Schwartz, 1975!,
reported to be wider than those measured in conditions in
which only a single frequency is expected. The secondary
purpose of this experiment was to establish whether listeners

a!Portions of this work were presented in ‘‘Evidence for auditory signal-
detection templates tuned to both the frequency and duration of an ex-
pected signal,’’ 147th Meeting of the Acoustical Society of America, New
York City, New York, May 2004.

b!Electronic mail: b-wright@northwestern.edu
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also selectively monitor several different templates tuned to
different durations in conditions involving duration uncer-
tainty, and, if so, whether uncertainty affects the duration
bandwidth of those templates.

To address these questions, we used a variant of the
probe-signal method~Greenberg and Larkin, 1968! to mea-
sure the detectability of signals of expected or unexpected
durations that were presented randomly at one of two ex-
pected frequencies. Each signal was detectable on;90% of
trials when it was the only possible signal. To the listener, the
task appeared to be signal detection in the presence of un-
certainty as to which of two signals was to be presented.
These expected signals, presented on the majority of trials,
were a brief, low-frequency tone and a long, high-frequency
tone in one case, and a long, low-frequency tone and a brief,
high-frequency tone in another case. Interspersed among
these expected-signal trials were occasional unexpected-
signal trials in which the signal had the same frequency as,
but a different duration than, one or the other of the two
expected signals. Thus, all of the signals were presented at
one of two expected frequencies, but some signals had dura-
tions that were shorter, or longer, than expected.

Assuming that listeners would attend selectively to the
two expected signal frequencies, as demonstrated previously
~Macmillan and Schwartz, 1975; Howardet al., 1986;
Schlauch and Hafter, 1991; Hafteret al., 1993!, we reasoned
that the detectability pattern for the signals with unexpected
durations should indicate whether or not listeners~a! monitor
both the frequency and duration of a given expected signal
through a single template and~b! attend to two different
duration-tuned templates in the present signal-uncertainty
task. We report that detectability was high only for the brief
signal at the frequency where it was expected and for the
long signal at the frequency where it was expected. These
results support the ideas that both frequency and duration are
represented in a single template, and that listeners who are
uncertain as to which of two signal durations is to be pre-
sented attend to two different duration templates, each of
which is tuned to the duration of an expected signal.

II. METHOD

A. Listeners

Four normal-hearing adults~two female, two male! aged
24 to 41 years served as listeners. Three were paid for their
participation. The fourth was the author~L4!.

B. Stimuli and procedure

We used a modified version of the probe-signal proce-
dure~Greenberg and Larkin, 1968; Daiet al., 1991! to assess
the detectability of tonal signals with expected and unex-
pected durations that were randomly presented at one of two
expected frequencies in a continuous masking noise. In the
multiprobe condition, we presented 12 different tonal signals
in each block of 40 trials. Of these 12 signals, one of two
expected target signals occurred on 30 trials~15 trials for
each expected signal, in random order!. Thus, as in a signal-
uncertainty task, the listener expected one of two signals on
each trial, but did not know which signal would be presented

on any particular trial. For three listeners~L1–L3!, the two
target signals were a 4-ms, 1-kHz tone and a 299-ms, 4-kHz
tone in one test, and a 299-ms, 1-kHz tone and a 4-ms, 4-kHz
tone in another test. For the fourth listener~L4!, a 0.25-kHz
tone replaced the 1-kHz tone. On the remaining ten trials in
each block, we presented ten unexpected probe signals on
one trial each. These probe signals always had the same fre-
quency as one or the other of the two target signals, but had
one of five unexpected durations. The five unexpected dura-
tions were 7, 24, 86, 161, and 299 ms for the 4-ms target, and
4, 7, 24, 86, and 161 ms for the 299-ms target. Note that,
within any given test, 4- and 299-ms signals occurred at both
signal frequencies, but each served as the expected duration
at one frequency and the unexpected duration at the other. A
probe signal was randomly presented on one of every four
successive trials, with the constraint that probe signals could
not be presented on two consecutive trials. Only L4 knew of
the presence of the probe durations in the multiprobe condi-
tion. Such awareness appears to have little to no effect on the
results of probe-signal experiments~Scharfet al., 1987; Dai
et al., 1991; Wright and Dai, 1994a!. None of the other lis-
teners reported hearing signals that had durations other than
the expected one.

For each listener, and each signal, we set the signal level
to yield a performance rate of approximately 90% correct
detections when only that signal was presented~Table I!.
These signal levels were determined by measuring the per-
centage of correct detections of a fixed-level signal in a 50-
trial block, and adjusting the signal level between blocks
until the listener detected the signal on;90% of the trials.
We checked performance at the established signal levels in
the probe-alone condition.

The performance metric in both the multiprobe and
probe-alone conditions was the percentage of correct re-
sponses for each signal. The task was two-interval forced-
choice with feedback. The signal was presented randomly in
either of two observation intervals, each of which was
marked by a visual display on a computer screen. The lis-
tener indicated on a computer keyboard whether the signal
occurred in the first or second interval, and was given visual
feedback as to whether the response was correct or incorrect
after every trial. The percent-correct detections in each of the
two multiprobe conditions were based on 900 trials for each
of the two expected target signals and on 60 trials for each of

TABLE I. Mean signal level~dB SPL! for each signal required to yield a
performance rate of approximately 90% correct detections. The number of
listeners tested at each frequency (n) is listed below each frequency. The
across-listener standard deviation for the 1 and 4 kHz signals averaged 1.2
dB.

Signal duration~ms!

4 7 24 86 161 299

250 Hz
(n51)

67.0 63.5 54.0 47.0 45.0 44.0

1000 Hz
(n53)

67.8 64.0 51.7 49.0 44.7 44.7

4000 Hz
(n54)

65.4 62.6 56.9 52.0 50.4 49.5
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the ten unexpected probe signals~data were pooled across
trials per listener gathered from 60 blocks of 40 trials each!.
Performance in the probe-alone conditions was estimated
from 150 trials~3 blocks of 50 trials each! for each of the 12
signals.

All signals were gated with 1-ms cosine-squared rise/fall
envelopes. Reported durations were measured between the
half-power points. The signals were generated digitally and
played through a 16-bit digital-to-analog converter~Tucker
Davis Technologies DD1! at a sampling frequency of 25
kHz, followed by an 8.5-kHz low-pass filter~TDT FT5!. We
obtained the continuous masker from a noise generator~TDT
WG2! the output of which was passed through a low-pass
filter with a cutoff frequency of 8.5 kHz~TDT FT5!. The
noise spectrum level was 25 dB SPL. The signals and noise
were sent to separate programmable attenuators~TDT PA4!,
and then mixed~TDT SM3!, before delivery to the left ear-
piece of Sennheiser HD450 earphones. All listeners were
tested in a sound-attenuating room.

III. RESULTS

For each signal frequency, listeners detected signals of
the expected duration on a greater percentage of trials than

signals whose durations deviated markedly from the ex-
pected value~Fig. 1, top, expected two signals!. Performance
in the probe-alone condition~lines only! was quite uniform
at about 87% correct detections, across the two signal fre-
quencies and six signal durations used for each listener. In
the multiprobe conditions~lines with symbols!, the mean
performance for the expected signals~filled symbols! was
5.6% lower than that in the probe-alone condition, consistent
with other reports of the relatively small cost of signal un-
certainty on detection~e.g., Green, 1961; Macmillan and
Schwartz, 1975; Schlauch and Hafter, 1991; Dai and Wright,
1995!. Most importantly, for each signal frequency, the de-
tectability of the signals of unexpected duration~open sym-
bols! typically decreased to near chance as the difference
between the expected and unexpected duration, at that fre-
quency, increased. In two exceptions out of 16 cases~L3,
right panel; L4, left panel!, the percent-correct detections for
brief signals was equally high at both frequencies, but per-
formance for the long signals was similar to that of other
listeners.

To determine whether the present version of signal un-
certainty affected the duration tuning revealed by perfor-

FIG. 1. Detectability of tonal signals of expected and unexpected durations, presented at one of two expected frequencies. Top panels~expected two signals!
show the percentage of correct detections in the multiprobe conditions for signals of expected~filled symbols! and unexpected~open symbols! durations,
measured with two different pairs of expected signals@brief, low frequency paired with long, high frequency~left column! and brief, high frequency paired
with long, low frequency~right column!#. Also shown is performance in the probe-alone condition~lines without symbols!. The signal frequencies were 1 kHz
~squares, long-dashed lines! and 4 kHz~triangles, solid lines! for three listeners~L1–L3, left half!, and 0.25 kHz~hourglasses, short-dashed lines! and 4 kHz
~triangles, solid lines! for one listener~L4, right half!. Bottom panels~expected one signal! show the mean results of six listeners who expected only a single
signal, and were always presented signals at the expected frequency~from Dai and Wright, 1995!. Error bars indicate plus and minus one standard error of
the mean. Otherwise, as in the top panels. All panels indicate the individual~top panels! or mean~bottom panels! durations corresponding tod8/2 ~arrows! for
the brief ~B! and long~L! expected signals.
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mance in the multiprobe condition, we compared the current
results to those of a similar experiment in which listeners
expected signals of only one frequency and duration~Dai
and Wright, 1995; mean results shown in Fig. 1, bottom,
expected one signal!. In that experiment, signals of unex-
pected duration were also detected on progressively fewer
trials as the disparity between the expected and unexpected
durations grew. We based the comparison between the two
experiments on half-detectability bandwidths for signal du-
ration computed for each listener and expected signal
~Greenberg and Larkin, 1968!. We estimated these band-
widths by first converting the percentage of correct detec-
tions at each signal duration tod8. We next calculatedd8/2
~equal to one-half of the maximumd8 value! and then used
the signal durations for the twod8 values that flankedd8/2 to
compute the linear interpolation of the signal duration for
d8/2. On the assumption thatd8 and signal power are di-
rectly related,d8/2 corresponds to the half-power point
~Greenberg and Larkin, 1968!. The duration difference be-
tween the expected signal duration~4 or 299 ms! and the
signal duration corresponding tod8/2 @Fig. 1, arrows, for
brief ~B! and long~L! expected signals# provided the half-
detectability bandwidth. Note that, due to the distribution of
unexpected signal durations, these half-detectability values
represent the duration bandwidth only on the longer-duration
side for the 4-ms expected signals, and only on the briefer-
duration side for the 299-ms expected signals. The results
would be influenced by this discrepancy if duration tuning
were to prove to be asymmetrical around the expected dura-
tion. Asymmetries in template tuning have been reported
~Dai and Buus, 1991; Wright and Dai, 1994b, 1998!, but,
to date, are the exception rather than the rule. We analyzed
the logs of the half-detectability values with a 2 group
~one versus two expected signals!32 duration~4 versus 299
ms!32 frequency ~1 versus 4 kHz! analysis of variance
~ANOVA !. This analysis included data from the 3 two-signal
listeners tested with signals at 1 kHz and 4 kHz~L1–L3! and
from the 6 one-signal listeners tested with those same signals
~Dai and Wright, 1995!.1

The duration tuning was broader for the long than for
the brief expected signals in both groups, and broader in the
two-signal than the one-signal listeners for the brief, but not
for the long, expected signals~Fig. 2!. The ANOVA yielded
significant main effects for group@F(1,27)515.65,
p,0.0001# and signal duration @F(1,27)5148.38,
p,0.0001#, and a significant group3duration interaction
@F(1,27)517.31, p,0.0001#. As confirmed by follow-up
t-tests on the interaction, the half-detectability duration
bandwidths were larger for the 299-ms~overall mean of
249 ms! than the 4-ms~overall mean of 31 ms! expected
signals for both groups, indicating that the duration band-
width is linked to the particular expected signal duration
@one-signal:t(10.8)514.72, p,0.0001; two-signal:t(5.2)
54.29, p50.007]. This connection is evident in the relative
bandwidths~duration bandwidth divided by the expected du-
ration! as well, except that the relative bandwidths were con-
sistently smaller for the long~overall mean of 0.84! than for
the brief ~overall mean of 6.11! expected signals. The abso-
lute bandwidths were also significantly larger in the two-

signal than the one-signal listeners, but only for the brief
expected signals~average increase of 46 ms!, showing a
clear, though selective, influence of signal uncertainty on du-
ration tuning@ t(15)54.06, p,0.001#.

IV. DISCUSSION

The present results are most consistent with the ideas
that listeners monitor both the frequency and duration of a
given expected signal through a single template, and that
they attend to at least two templates, tuned to different dura-
tions, in duration-uncertainty conditions. Supporting this
view, listeners who were uncertain as to which of two signals
that differed in both frequency and duration was to be pre-
sented nearly always detected each of these expected signals
on a greater percentage of trials than unexpected signals of
markedly different duration~Fig. 1, top!. Other outcomes,
leading to different conclusions, were possible. For just two
examples, detectability could have been high for both the
brief and the long signals, but not for signals of intermediate
duration, at both frequencies. That result would have indi-
cated that the frequency and duration templates are separate,
and that listeners attend to two different duration templates,
each of which is tuned to the duration of an expected signal.
Detectability also could have been high only for the brief
signals or only for the long signals, at both frequencies. In
that case, we would have concluded that there are separate
templates for frequency and duration, and that listeners only
attend to a single duration template under conditions of du-
ration uncertainty.

The most important implication of the present results is
that, in simple signal-detection tasks, listeners monitor a
single template tuned to both the frequency and the duration
of the expected signal, as opposed to listening through sepa-
rate templates, one tuned to frequency and one tuned to du-
ration. Thus, listeners appear to tap a representation in which
the individual stimulus features have been combined, or
bound together. This outcome need not have been the case,

FIG. 2. Half-detectability bandwidths for duration tuning for listeners who
were uncertain about both the frequency and duration of the signal to be
presented, compared to listeners who had no uncertainty. Mean results are
shown for the two different signal pairs@brief, low frequency paired with
long, high frequency~left panel! and brief, high frequency paired with long,
low frequency~right panel!# for six listeners who expected only one signal
~white bars; data from Dai and Wright, 1995!, and three listeners who ex-
pected two~black bars!. Note that these values represent the duration band-
width only on the longer-duration side for the 4-ms expected signals, and
only on the briefer-duration side for the 299-ms expected signals.
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because recent evidence from perceptual-learning experi-
ments indicates that representations in which the frequency
and duration of a stimulus are encoded separately can also
influence behavior~Wright et al., 1997; Wright, 1998; Del-
hommeauet al., 2002!. Interestingly, separate evidence for
an attentional template tuned to both frequency and location
~e.g., Mondoret al., 1998! raises the possibility that the de-
tection template observed here may be tuned to three stimu-
lus attributes: frequency, duration, and location. It has yet to
be determined whether the frequency-and-location or
frequency-and-duration templates are also tuned to the ex-
pected presentation time of the signal, another stimulus at-
tribute to which listeners are known to listen selectively
based on expectations~Leis-Rossio, 1986; Chang, 1991;
Wright and Fitzgerald, 2004!.

The present results also indicate that listeners faced with
the current version of signal-duration uncertainty attend se-
lectively to the two expected stimulus durations, but do so
through templates that are more broadly tuned for brief-
duration signals than in the no-uncertainty condition. The
evidence for duration-specific listening parallels that ac-
cepted for frequency-specific listening in frequency-
uncertainty conditions~Macmillan and Schwartz, 1975;
Howard et al., 1986; Schlauch and Hafter, 1991; Hafter
et al., 1993!. The broadening of the duration tuning of the
brief-signal template is also consistent with several reports of
a widening of the frequency tuning in cases of signal-
frequency uncertainty~Schlauch and Hafter, 1991; Hafter
et al., 1993!. However, the specificity of the broadening to a
particular expected stimulus does not appear to have a coun-
terpart in the frequency-uncertainty literature. There are at
least three potential explanations for why the present uncer-
tainty conditions only affected the duration tuning for the
brief signal. One possibility is that uncertainty, as a rule,
broadens tuning universally, but that this influence was ob-
scured here by a ceiling effect in the bandwidth of the tuning
for the long signal, which was already quite broad. Alterna-
tively, uncertainty may specifically broaden the tuning on the
longer-duration side of duration templates. Consistent with
this account, broadening was observed when the unexpected
signals were longer than~expected brief! but not when they
were shorter than~expected long! the expected signal. It is
also possible that template tuning under conditions of uncer-
tainty is not affected uniformly for all expected signals, but
rather is influenced by the particular combination of signals
that is expected.

Finally, the current data extend the previous evidence
that detection performance decreases only slightly when lis-
teners are uncertain of the signal frequency or duration to a
case in which there is uncertainty about both. The perfor-
mance cost of listening for signals of a variety of frequencies
~e.g., Macmillan and Schwartz, 1975; Schlauch and Hafter,
1991! or durations~Dai and Wright, 1995! typically reduces
performance by only about 5% relative to when there is no
uncertainty about the signal. The detectability of the ex-
pected signals in the multiprobe conditions here, which var-
ied in both frequency and duration, also only decreased by an
average of 6%. The lack of additivity of the influences of
uncertainty about frequency with those about duration,

which might have produced a;10% decrease in perfor-
mance, provides further evidence that both frequency and
duration are encoded in the same signal-detection template.
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Detection-theoretic analysis of same–different judgments
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Three methods were applied to determine which decision model best accounted for same–different
judgments about the amplitude of acoustic sinusoids. The methods were~1! analysis of the shape of
the receiver operating characteristic;~2! analysis of an observer’s decision space; and~3! a
correlation method based on the conditional-on-single-stimulus procedure. In one experiment,
observers rated their confidence that a pair of 1-kHz sinusoids was drawn from the same or from
different sets. The two sets had identical Gaussian distributions of decibel amplitudes, but their
mean amplitudes differed by 3 dB. The differencing model, in which observers base their decision
on the absolute difference between the two observations, accounted for the data better than the
independent-observation model, in which observers compute independent likelihood ratios for each
observation. A second experiment added to every trial an interval that contained a 1-kHz sinusoid
whose amplitude equaled the grand mean of both stimulus sets. Despite this additional information,
which is needed to adopt the independent-observation model, the differencing model again better
accounted for the data. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1853272#

PACS numbers: 43.66.Fe@NFV# Pages: 1305–1313

I. INTRODUCTION

Two detection-theoretic models, the independent-
observation and the differencing models, have been devel-
oped to account for an observer’s decision process for same–
different judgements~see Noreen, 1981, or Macmillan and
Creelman, 1991, for a review!. A complication is that the two
models yield discrepant estimates of an observer’s ability to
distinguish between two similar stimuli, measured by the ac-
curacy indexd8. The objective of this research is to deter-
mine, by means of three methods, which model best accounts
for an observer’s judgments about the amplitude of acoustic
sinusoids. The application of the three methods in this re-
search is also evaluated.

A. Elements of the same–different task and its
decision models

For a standard version of the same–different experi-
ment, every trial contains two independent observation inter-
vals, separated either in time or space. Each of two stimuli,
e.g.,A or B, normally has an equal probability of occurring
in each observation interval. Therefore, on each trial, there is
an equal probability of four possible stimulus arrangements;
i.e., ^AA&, ^BB&, ^AB&, or ^BA&. Observers are required to
decide whether the two stimuli are the same or different. To
simplify detection-theoretic analysis, we make the standard

detection-theory assumptions:~1! the two observations on
each trial are independent of each other; and~2! the under-
lying distributions associated with each stimulus class,A and
B, are Gaussian and are of equal variance.

To elucidate the two decision models, letx5^x1 ,x2&
denote the standardized observations~i.e., measured in units
of standard deviation! in the first and second intervals, re-
spectively, of each trial. The independent-observation model
assumes the observer compares the likelihood of a pair of
observations given the ‘‘same’’ type of trial~i.e., ^AA& or
^BB&) against the likelihood of the same pair of observations
given the ‘‘different’’ type of trial~i.e., ^AB& or ^BA&). The
likelihood ratio ofx on which the observer bases a decision,
is usually denoted byL(x) and is given as~see Noreen,
1981; Dai, Versfeld, and Green, 1996!

L~x!5L~x1 ,x2!5
ed8x11ed8x2

11ed8~x11x2!
.

The criterial value ofL(x), usually denotedb, equals 1
for unbiased responses~i.e., not favoring one response over
the other!. This unbiased likelihood-ratio decision rule has
proved equivalent to a categorical decision rule~Noreen,
1981!, by which the observer independently categorizes each
observation and then compares their categories. The catego-
rization can be based on likelihood ratios for each observa-
tion arising fromA againstB, or it can be based on sensory
strength with the criterial value equal to the grand mean of
all possible observed values~Noreen, 1981; Daiet al. 1996!.
Noreen~1981! claimed that this equivalence holds only for
the unbiased case. However, the independent-observation
rule based on the likelihood ratio ofx with a criterial value,
b, can be proved to be equivalent to the categorical rule with
a decision criterial value,1 6@ ln(b)#/d8 ~see Ross, 1998, pp.
257 and 303; cf. Irwin and Hautus, 1997!

a!Portions of this work were presented in ‘‘Decision processes used by hu-
man observers in an auditory same-different task,’’ Abstracts of the 29th
Australasian Experimental Psychology Conference, Adelaide, Australia,
April, 2002, and ‘‘Three methods for determining decision strategies in an
auditory same–different task,’’ Proceedings of the 18th Annual Meeting of
the International Society for Psychophysics, Rio de Janeiro, Brazil, Octo-
ber, 2002.

b!Electronic mail: m.wang@auckland.ac.nz
c!Electronic mail: j.irwin@auckland.ac.nz
d!Electronic mail: m.hautus@auckland.ac.nz
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Respond R1 (or ‘‘1’’), if and only if both x1 andx2

are greater than
ln(b)/d8 or both are less than2 ln(b)/d8;
otherwise respond R0 (or ‘‘0’’) .

The general form of the categorical rule introduced here
and its equivalence to the independent-observation rule ex-
plain how the categorical rule can be coupled with the
confidence-rating method~see later! to trace out ROC~re-
ceiver operating characteristic! curves, using the same para-
metric equations as those for the independent-observation
rule.

On the other hand, the differencing model assumes the
observer computes the difference between the two observed
values,x1 andx2 , and compares the difference to a criterion,
k. Note thatx1 , x2 , andk are all standardized and measured
in units of standard deviation.

B. Optimal decision rules

For uncorrelated observations, as assumed in this paper,
the independent-observation rule is the optimal rule to maxi-
mize correct responses and minimize errors~Dai et al., 1996;
Noreen, 1981!, while for highly correlated observations, the
differencing rule is optimal~Dai et al., 1996!. Irwin and his
colleagues ~1993, 1995, and 1997! have shown that
independent-observation judgments are difficult, or even im-
possible, to make for simple sensory stimuli, like the ampli-
tudes of 1-kHz sinusoids~Hautus, Irwin, and Sutherland,
1994! or the concentrations of orange-flavored drinks~Irwin
et al., 1993!. However, the differencing model, which is not
the optimal model for the case, accounted well for the ob-
servers’ judgments about these simple sensory stimuli~cf.
Irwin and Francis, 1995; Francis and Irwin, 1995!. Three
methods are used in experiment 1 to examine this issue more
fully.

Macmillan and Creelman~1991! have indicated that
knowledge of the distributions of stimuli is necessary for an
observer to adopt the independent-observation rule; and Dai
et al. ~1996! have shown that knowledge of the grand mean
value of the distributions is necessary for adopting the unbi-
ased categorical rule—a simple form of the independent-
observation rule. Therefore, in addition to investigating the
decision model for same–different judgments about the am-
plitudes of individual acoustic sinusoids, this research also
investigates whether an observer can be oriented to make
independent-observation judgments~i.e., optimal judgments!
about simple sensory stimuli of this sort. In experiment 2 we
endeavor to do this by familiarizing the observer with the
distributions of stimuli and with their grand mean value.

We next describe three methods for determining the de-
cision process adopted, which is a prerequisite for a valid
estimate ofd8.

C. Shape analysis of the ROC

The ROCs obtained from the differencing and
independent-observation models have fundamentally differ-
ent shapes. The differencing model predicts asymmetric
ROCs about the minor diagonal of the unit square~Sorkin,
1962!, while the independent-observation decision model

predicts symmetric ROCs about this diagonal~Noreen,
1981!. The shape of an empirical ROC can therefore be used
to infer the decision strategy adopted by an observer~e.g.,
Hautus, Irwin, and Sutherland 1994; Irwin and Francis,
1995!. The parametric equations of the ROC for the differ-
encing model have been provided by Macmillanet al.
~1977!, and those for the independent-observation models
have been provided by Irwin and Hautus~1997!.

D. Two-dimensional decision-space analysis

The observed values of the two stimuli on each trial can
be represented by one point in a two-dimensional space, in
which one dimension represents the observation in the first
interval, and the other dimension represents the observation
in the second interval. The differencing rule partitions the
decision space by two straight lines with slope51 and
intercept56criterion difference,k, measured in units of
standard deviation. The independent-observation rule parti-
tions the decision space by two lines~or curves! which rep-
resent a constant likelihood ratio of a pair of observations
given the ‘‘same’’ type of trial relative to the same pair of
observations given the ‘‘different’’ type of trial. For a par-
ticular criterionb, the criterion boundary can be described
by the equation

x25h~x1!5
1

d8
lnS b2edx1

8

12b•edx1
8 D .

For the unbiased case~i.e., b51!, the criterion boundary is
defined by the axes~Dai, Versfeld, and Green, 1996; Irwin
and Hautus, 1997!.

E. The correlation method

Dai et al. ~1996! suggested a correlation method to con-
trast the independent-observation and the differencing
models2 ~cf. Thorndike, 1978!. This method originates from
the conditional-on-a-single-stimulus~COSS! procedure
~Berg, 1989!, integrated with correlational analysis suggested
by Richards and Zhu~1994! and Lutfi ~1995!. To implement
the correlation method, let each observation variable take on
the value of a physical element of the presented stimulus in
the ith observation interval on each trial, and be standardized
and denotedxi . The observer’s behavioral response,R, can
then be related to multiple observation variables by a linear
combination of these observation variables, e.g.,a1x1

1a2x2 , wherea1 anda2 are the combination weights. The
relation between a physical stimulus variable, e.g., intensity
or frequency, and the corresponding psychological observa-
tion variables,xi , should be assumed linear, at least locally3

~Johnson, 1980; Wang, Irwin, and Hautus, 1998; Macmillan
and Creelman, 1991, pp. 212–216!, to comply with the cor-
relation method~Richards and Zhu, 1994!.

When applying the correlation method to contrast the
differencing and the independent-observation models, we as-
sume that the weights an observer gives tox1 andx2 are61
when adopting the differencing rule. On the other hand, we
assume that the weights forx1 and x2 are both 1 for the
categorical rule ~i.e., another form of the independent-
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observation rule!. Richards and Zhu’s~1994! theorem states
that the correlation between the binary response variable,R,
and each observation variable,xi , is proportional to the lin-
ear combination weight,a i . Thus, it is predicted that the two
decision models give different parametric distributions of
correlations,r Rxi

, wherer Rxi
denotes the correlation coeffi-

cient betweenR and xi . For each type of trial~i.e., ^AA&,
^AB&, ^BA&, or ^BB&) an observer’s judgments can be
simulated by a Monte Carlo method based on the differenc-
ing and the independent-observation models. Then, for each
type of trial, two correlation distributions can be obtained
from the Monte Carlo simulation for each decision model,
respectively~see Daiet al., 1996 for a simulation example!.
The two distributions are separated by a boundary line with
slope 21 for ^AA& and ^BB&, and slope 1 for̂ AB& and
^BA& ~Dai et al., 1996; Thorndike, 1978!. Both two-
dimensional distributions are at first projected onto the line
y5x for ^AA& and^BB& and onto the liney52x for ^AB&
and ^BA&, to form new one-dimensional Gaussian distribu-
tions. To optimize the decision whether the pair of empirical
correlations is from the differencing or the independent-
observation distribution, the boundary line is located where
the likelihood ratio of the two newly formed one-
dimensional distributions equals 1. The separation between
the two distributions is indicated byda , which equals the
difference of the means of the two distributions divided by
the root-mean-square of their variances.

Note that this application of COSS analysis differs from
Berg’s ~1989! COSS analysis in the way that the internal
noise and criterion variability can somewhat reduce the ac-
curacy of estimates of correlation coefficients used to obtain
estimates of weights4 ~Richards and Zhu, 1994!. Berg’s
~1989! COSS analysis estimates weight ratios,a1 /a2 , by
regressing response probabilities on the perturbations added
to xi . The estimated weight ratios have been shown to be
independent of all additive sources of internal noise.

We now investigate the application of these three meth-
ods for the case of discriminating the amplitudes of acoustic
sinusoids with the same–different task.

II. EXPERIMENT 1

A. Methods

1. Observers

Three paid observers~GS, NB, and FG! with normal
hearing participated. Normal hearing was assessed by no
hearing loss in excess of 15 dB (re: I.S.O standard, 1975! at
any audiometric frequency over 500 Hz to 6 kHz on a
Békésy-tracking task with a Bru¨el & Kjær audiometer~type
1800!. GS, a graduate student, was experienced in psychoa-
coustic tasks, but NB and FG, both undergraduate students,
were inexperienced observers.

2. Stimuli, apparatus, and procedure

The stimuli were 1-kHz sinusoids of 100-ms duration,
generated by a programmable synthesizer~Hewlett Packard
8904A! and shaped by a Hanning (cos2) window with 10-ms
rise and fall times to reduce transients. The sound level of
each sinusoid was controlled by a programmable attenuator

~TDT, PA4! with a resolution of 0.1 dB. Two Gaussian dis-
tributions of sound levels were selected to form two stimulus
sets. One distribution, denoted byA, had an average sound
level at the earphone of 50 dB SPL and the other, denoted by
B, of 53 dB SPL. Both distributions had a standard deviation
of 1.5 dB, sod852 for an ideal observer. It was expected
that the external Gaussian perturbations were relatively large
and would therefore swamp the observer’s internal noise~as-
sumed independent and additive!, so that observers would
make judgments according to the physical values of stimuli
but not according to internal fluctuation~see Lee, 1963;
Kubovy, Rapoport, and Tversy, 1971; Ward, 1973; and
Ashby and Gott, 1988, for this technique!.

On each trial, the level of the stimulus in each interval
was drawn at random from either distributionA or B. There-
fore, the two levels in each interval were not actually the
same when drawn from the same distribution, and could be
nearly equal when drawn from different distributions. Prior
to the experiment, all observers were informed about the
stimuli and their distributions, as just described. They were
also informed about the possible decision strategies. One
strategy is to first categorize each tone of each trial and then
decide they were from the same or different distributions; the
other is to make a decision based on the difference in mag-
nitude between the two tones.

In an experimental session, the observer was seated in a
sound-attenuating booth~Amplaid, model E! in front of a
computer terminal. The stimuli were presented monaurally
by means of earphones~Telephonics, TDH-39P!. The termi-
nal’s screen presented the instructions and its keyboard
served as a response panel.

An observer’s task was to make a same–different judg-
ment on each trial about two 1-kHz sinusoidal stimuli sepa-
rated by a 500-ms silent interval. The judgments were made
using a six-point confidence-rating scale. Rating 1 corre-
sponded to ‘‘very confident that the two stimuli were from
different stimulus classes.’’ Rating 6 corresponded to ‘‘very
confident that the two stimuli were from the same class.’’
Ratings were entered using the numeric keys from 1 to 6 of
the keyboard.

Each observer received at least 2000 practice trials with
trial-by-trial feedback. Data analysis was based on 1000 tri-
als without trial-by-trial feedback~see Robinson and Watson,
1972, for a review about the advantages and disadvantages
of providing trial-by-trial feedback!.

B. Results

1. Shape analysis of the ROC

The parametric equations of the ROC provided by Mac-
millan et al. ~1977! and Irwin and Hautus~1997! for each
decision model were used to fit the rating data. We used a
maximum-likelihood method, similar to those reported by
Dorfman and Alf~1969! for the normal–normal model of the
yes–no task, to estimate the best-fitting accuracy indexd8
and decision criteria~k or b!; and the goodness-of-fit statistic
x2 was also provided. Table I presents the maximum-
likelihood estimates ofd8, based on each decision model,
together with the goodness-of-fit statistic,x2 ~df54!, and its
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probability,p. For observer GS, the differencing model pro-
vides a good fit to the rating judgments atp,0.01, while the
independent-observation model does not. For the other two
observers, NB and FG, the ROC analysis does not distin-
guish between the two decision models.

2. Decision space analysis

Two approaches to decision-space analysis are adopted
in this research. One approach constructs an observer’s inter-
nal decision space using the observer’s accuracy index,d8.
The observed value of a stimulus represented in the decision
space is a linearz-score transformation of the physical mag-
nitude of the stimulus in terms of the maximum-likelihood
estimates ofd8 and the decision criteria~k or b! from ROC
analysis. This approach assumes the observer’s internal noise
and unstable criteria interfere with the discriminability of the
two stimulus classes. For experiment 1, the value ofd8 for
an ideal observer is 2. However, as ROC analysis has shown,
for all observers the estimated values ofd8 are less than 2.
For a human observer, an additional source of variability
could be introduced to the underlying distributions, because

of internal noise and unstable criteria. This reduces the esti-
mate of the observer’s accuracy~Green and Swets, 1966;
Wickelgren, 1968!. In these cases, given the expected mean
physical magnitude of each stimulus class, denoted byMA

and MB , respectively, and given the maximum-likelihood
estimate ofd8, the variability of the underlying distributions
was estimated by dividingMA2MB53 dB by d8. There-
fore, a linear transformed value equals the distance in stan-
dard deviation units from the physical magnitude of, say, a
stimulusA to the expected mean physical magnitude of that
stimulus, plus2d8/2 ~or 1d8/2 for stimulusB!.

Figure 1 shows an example of the partitioning pattern of
the decision space for observer GS’s same–different judg-
ments, which provides a preliminary indication of the deci-
sion strategy the observer might have adopted. Figure 1~a!
shows the partitioning pattern of the observer’s decision
space, assuming the differencing model, and Fig. 1~b! shows
the partitioning pattern assuming the independent-
observation model. Table II~a! shows the proportion of the
same–different judgments made by each observer that is cor-
rectly accounted for by the decision criteria estimated from
ROC analysis, based on each decision model. The ROC
analysis is the same as that discussed in Sec. II B 1. As
shown in this table, for each observer the differencing model
appears to better account for individual judgments than the
other model.

An alternative approach to decision-space analysis,
which can be implemented independently of ROC analysis,
assumes that the observer’s true accuracy,d8, equals 2 and
that reduced estimates of sensitivity are due to criterion
variation. This approach investigates how the decision space,
defined by the physical values of the stimuli, is segregated
into different response regions. Using this approach, an ob-

TABLE I. Maximum-likelihood estimates ofd8, based on the differencing
and the independent-observation models, for observers GS, NB, and FG in
experiment 1. The associated obtained values of the goodness-of-fit statistic,
x2 ~df54!, and probability,p, are also reported.

Observer

Differencing Independent observation

d8 x2 p d8 x2 p

GS 1.8 1.05 0.903 1.4 20.14a 0.000
NB 1.6 0.38 0.984 1.3 8.71 0.069
FG 1.6 8.93 0.063 1.3 4.53 0.340

ap,0.01.

FIG. 1. ~a! and~b! show how observer GS’s judgments,
‘‘same’’ or ‘‘different,’’ partition the two-dimensional
decision space. Two sets of lines illustrate the
maximum-likelihood estimates of the decision criteria
based on the differencing~solid lines! and the
independent-observation~broken lines! models. GS’s
judgments of ratings 1, 2, and 3 have been defined as
‘‘different’’ ~crosses! and ratings 4, 5, and 6 as ‘‘same’’
~circles!. Panel ~1! shows ‘‘different’’ judgments,~2!
shows ‘‘same’’ judgments, and~3! shows both types of
judgment combined. The symbols represent the pairs of
standardized observation values, based ond851.8 in
~a! andd851.4 in ~b!.
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server’s criteria were determined by an iterative method in
which the value ofk or b started from a low value around
zero, and then was gradually increased by 0.01 on each it-
eration.

The proportion of an observer’s judgments that can be
accounted for by each value ofk or b was recorded and the
criterial value that can best account for the observer’s judg-
ments was then found. Table II~b! shows the maximum pro-
portion of the same–different judgments made by each ob-
server that is correctly accounted for by the decision criteria
determined by the iterative method, based on the differenc-
ing and the independent-observation models, respectively.
Note that using the iterative method, the criterial value that
can best account for each observer’s judgments is not well
defined. Again, for each observer the differencing model ap-
pears to better account for the same–different judgments
than the other model. These results, like those of the first
approach that uses the parametric estimates from ROC analy-
sis to construct the decision space, favor the differencing
model for all observers.

3. The COSS method

Figures 2 and 3 show empirical correlations and the pat-
terns of the simulated correlation distributions for observers
GS and NB, based on each decision model. The two simu-
lated correlation distributions for each type of trial were
based on the observer’s best-fittingd8 and same–different
decision criteria from ROC analysis for each decision rule.
The indexda indicates the separation of the two simulated
distributions and equals the difference of the means of the
two distributions divided by the root-mean-square of their
variances.

As shown in Fig. 2, the three pairs of correlations cal-
culated from observer GS’s empirical data for^AA&, ^BB&,
and ^BA& trials fall in the regions of the differencing distri-
bution. The pair of empirical correlations for^AB& trials falls
on the other side of the optimal boundary separating the two
distributions, but very close to the boundary. The COSS pat-
tern indicates that the differencing model tends to prevail for
GS. For NB, the differencing model appears to slightly pre-

vail overall, by a narrow margin~see Fig. 3!. This is because
the individual COSS patterns for^AA& and ^BB& favor the
differencing model and that for^BA& favors the other model,
but which model the COSS pattern for^AB& favors is uncer-
tain. For FG, no decisive conclusion can be drawn from the
COSS method, because the individual COSS patterns for
^AA& and ^BB& favor the differencing model but those for
^AB& and ^BA& favor the independent-observation model.

TABLE II. ~a! Proportion of judgments made by each observer in experi-
ment 1 that is correctly accounted for by the best-fitting decision criteria
estimated by ROC analysis, based on the differencing or the independent
decision model.~b! Maximum proportion of judgments made by each ob-
server in experiment 1 that is correctly accounted for by the decision criteria
determined by the iterative method based on the differencing or the
independent-observation decision model, assuming the observer’s accuracy,
d8, equals 2.

Observer

Differencing Independent observation

d8 k P(c) d8 b P(c)

~a! GS 1.8 1.5 0.844 1.4 0.9 0.786
NB 1.6 1.2 0.715 1.3 1.0 0.687
FG 1.6 1.4 0.738 1.3 0.9 0.719

~b! GS 2.0 1.9 0.855 2.0 0.5 0.789
NB 2.0 1.8–1.9 0.735 2.0 0.6 0.715
FG 2.0 1.5–1.6, or

1.8–1.9
0.740 2.0 0.6 0.721

FIG. 2. Empirical correlations for observer GS and the simulated correlation
distributions based on the independent-observation and the differencing de-
cision models (da : the separation of the two simulated correlation distribu-
tions!.

FIG. 3. Empirical correlations for observer NB and the simulated correla-
tion distributions based on the independent-observation and the differencing
decision models (da : the separation of the two simulated correlation distri-
butions!.
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C. Discussion

For observer GS, the results from all three methods for
determining the decision models suggest that the observer
adopted the differencing decision strategy for the amplitude
discrimination of single sinusoids. For observers NB and FG,
shape analysis of the ROC and COSS analysis does not
clearly discriminate between the two decision models. The
results from decision-space analysis, however, appear to fa-
vor the differencing model over the other. For all three ob-
servers, the results from decision-space analysis tend to favor
the differencing model over the other.

Note that all three methods assume that the observer
consistently adopts one of the two decision strategies~see
Hautus, Irwin, and Sutherland, 1994; Irwin and Francis,
1995; Francis and Irwin, 1995 for a justification of this as-
sumption!. However, human observers may intermingle the
two decision rules or adopt an even more complicated rule
~Dai et al., 1996!. A modest conclusion is that the observers
generally tended to adopt the differencing rule for the ampli-
tude discrimination of acoustic single sinusoids. This conclu-
sion accords with the results reported by Hautuset al.
~1994!, who conducted a similar experiment. Hautuset al.’s
experiment, however, had no perturbation added to each type
of stimulus, so the decision strategy cannot be disclosed
from decision-space analysis and also cannot be investigated
with the COSS method. The results of experiment 1 show a
consistent trend with the results reported by Hautuset al.
~1994!, and thus show, to some extent, the validity of the
three methods.

It is worth noting that shape analysis of the ROC
coupled with the rating method can be complicated by the
unknown effects of unstable criteria on each category rating
and thus affect the estimated values ofd8. This in turn af-
fects the reliability of our application of COSS analysis, be-
cause we use these parametric estimates from ROC analysis
to simulate the correlation distributions. In addition, the cor-
relation distributions were simulated assuming stable deci-
sion criteria, but the empirical correlation points could be
volatile, because of unstable criteria. Unstable criteria reduce
the accuracy of the estimated correlation coefficients~Rich-
ards and Zhu, 1994!.

In the present experiment, the imprecise information the
observers had about the distributions of the stimuli and their
grand mean might have contributed to the observers’ adop-
tion of the differencing rule instead of the independent-
observation rule, which is the optimal rule for uncorrelated
observations. The next experiment investigates whether an
observer can be oriented to make optimal judgments by pro-
viding the observer with knowledge of the distributions of
stimuli and with the reference value~i.e., the grand mean
value of the distributions!. Although it is difficult to be sure
that an observer has sufficient knowledge of the distributions
of stimuli, many practice trials were provided to familiarize
the observer with the distributions, as in experiment 1.

III. EXPERIMENT 2

A. Methods

1. Observers

Three paid graduate students~LG, TG, and ZL! with
normal hearing participated. None had previous experience
in psychoacoustic tasks.

2. Stimuli, apparatus, and procedure

The stimuli, apparatus, and procedure were the same as
for experiment 1, except that there were three observation
intervals on each trial instead of two. Each trial contained
one information interval that preceded two stimulus-
presentation intervals. The information interval of each trial
contained a 1-kHz sinusoid of 100-ms duration with a stimu-
lus level equal to the grand mean of distributionsA and B.
Each observer received at least 2000 practice trials with trial-
by-trial feedback. Data analysis was based on 800 trials with-
out trial-by-trial feedback.

B. Results

1. Shape analysis of the ROC

Table III shows the maximum-likelihood estimates of
the accuracy index,d8, and their obtainedx2 ~df54! and
probabilities,p, for each observer for each model. For both
LG and ZL, the ROCs based on the differencing model pro-
vide good fits at p,0.01, while those based on the
independent-observation model do not. For TG, neither of
the obtained x2 ~df54! for the differencing or the
independent-observation models is significant atp,0.01.

2. Decision space analysis

As in experiment 1, two approaches to decision-space
analysis were undertaken: one constructed the decision space
using the parametric estimates from the ROC analysis, and
the other was undertaken independently of ROC analysis.
The results from both approaches show that, for all observ-
ers, the differencing model accounts for their same–different
judgments consistently better than the other model~see Table
IV !.

3. The COSS method

The results from COSS analysis generally favor the dif-
ferencing model over the independent-observation model. As
shown in Fig. 4, for LG, the empirical correlations for^AA&
and ^BB& trials clearly fall in the region of the differencing

TABLE III. Maximum-likelihood estimates ofd8 for observers LG, TG, and
ZL in experiment 2, based on the differencing and the independent-
observation models. The associated obtained values of the goodness-of-fit
statistic,x2 ~df54!, and probability,p, are also reported.

Observer

Differencing Independent observation

d8 x2 p d8 x2 p

LG 1.4 6.61 0.158 1.1 20.08a 0.000
TG 1.8 10.44 0.033 1.5 1.04 0.903
ZL 1.6 12.84 0.012 1.2 21.59a 0.000

ap,0.01.
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correlation cluster, whereas the other empirical correlations
for ^AB& and^BA& trials fall almost on the boundaries of the
optimal region. The whole COSS pattern for LG appears to
favor the differencing model more than the other model. For
TG, all but the pair of correlations for^BA& trials fall on the
differencing side of the optimal boundary~see Fig. 5!. The
whole COSS pattern, again, appears to favor the differencing
model more than the other model. For ZL, the pair of em-
pirical correlations for̂ AA& and ^BB& trials clearly falls in
the region of the differencing correlation cluster, whereas the
pair of empirical correlations for̂AB& trials falls on the
other side of the optimal boundary and the pair of empirical
correlations for ^BA& trials falls almost on the optimal
boundary~see Fig. 6!.

C. Discussion

As shown above, although the results from ROC analy-
sis generally favor the differencing model, the ROC analysis

for TG can reject neither model at the 0.01 level. Interest-
ingly, the ROC analysis for TG’s judgments shows a large
discrepancy between the two probability levels of the ob-
tainedx2 ~df54! for each decision model. The probability
level of the obtainedx2 ~df54! is 0.03 for the differencing
model and 0.90 for the independent-observation model.
Decision-space analysis provides some insight into this.

An advantage of decision-space analysis is that it can
reveal whether the symmetric assumption holds. The sym-
metric assumption made to simplify ROC analysis for both
the independent-observation model and the differencing

TABLE IV. ~a! Proportion of judgments made by each observer in experi-
ment 2 that is correctly accounted for by the best-fitting decision criteria
estimated by ROC analysis, based on the differencing or the independent-
observation decision model.~b! Maximum proportion of judgments made by
each observer in experiment 2 that is correctly accounted for by the decision
criteria determined by the iterative method based on the differencing or the
independent-observation decision model, assuming the observer’s accuracy,
d8, equals 2.

Observer

Differencing Independent observation

d8 k P(c) d8 b P(c)

~a! LG 1.4 1.5 0.788 1.1 0.9 0.743
TG 1.8 1.2 0.761 1.5 1.1 0.650
ZL 1.6 1.2 0.749 1.2 1.0 0.708

~b! LG 2.0 2.1–2.2 0.790 2.0 0.3 0.741
TG 2.0 1.3–1.4 0.761 2.0 0.7 0.723
ZL 2.0 1.3–1.4, or

1.8–1.9
0.751 2.0 0.9 0.716

FIG. 4. Empirical correlations for observer LG and the simulated correlation
distributions based on the independent-observation and the differencing de-
cision models.

FIG. 5. Empirical correlations for observer TG and the simulated correlation
distributions based on the independent-observation and the differencing de-
cision models.

FIG. 6. Empirical correlations for observer ZL and the simulated correlation
distributions based on the independent-observation and the differencing de-
cision models.
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model is that P(‘ ‘different’ ’ u^AB&) equals
P(‘ ‘different’ ’ u^BA&) and that P(‘ ‘same’’ u^AA&) equals
P(‘ ‘same’’ u^BB&). That is, on the two-dimensional decision
space, the two halves of the decision contour for the
independent-observation model are symmetric, and so are
the two halves of that for the differencing model. This sym-
metric assumption automatically comes from the assump-
tions made in this research about the two observations on
each trial:~1! x1 andx2 are equal-variance Gaussian givenA
or B (sA

25sB
2), and ~2! x1 and x2 are independent of each

other. Decision-space analysis shows that the symmetric as-
sumption for ROC analysis is violated in TG’s case. The
asymmetry of TG’s judgments can be not only visually in-
spected across the decision space but also quantified by the
proportion of TG’s judgments correctly accounted for by a
certain decision criterion for each type of trial@see Table
V~a!#. If the symmetric assumption is met, the probability of
responding ‘‘same’’ given̂AA& should be close to that given
^BB&, and the probability of responding ‘‘different’’ given
^AB& should be close to that given^BA&. The asymmetry of
TG’s same–different judgments is indicated by the ratio of
P(‘‘same’’u^AA&) over P(‘‘same’’u^BB&) and that of
P(‘‘different’’ u^AB&) over P(‘‘different’’ u^BA&). The asym-
metry of each observer’s same–different judgments in ex-
periment 1 is also shown in Table V~b!. From Table V, it is
apparent that TG’s same–different judgments for the ‘‘same’’
type of trial are the least symmetric among the observers in
both experiments 1 and 2.

Our application of COSS analysis in this research is also
subject to the symmetric assumption and can be complicated
by asymmetric judgments, because the correlation distribu-
tions were simulated based on the assumption of independent
observations~note that COSS analysis itself need not have
the symmetric assumption!. This symmetric assumption im-
plies, in terms of the COSS technique, that equal weights or
importance are given to each observation on each trial of the
same–different task, although the directions or signs are op-
posite.

IV. GENERAL DISCUSSION AND CONCLUSIONS

We found that the three methods~i.e., ROC analysis,
decision-space analysis, and the COSS method! provided
converging evidence, tending to favor the differencing model
for the amplitude discrimination of acoustic sinusoids. Al-

though ROC and COSS analyses could be complicated by
asymmetric judgments and unstable criteria, they did more or
less provide evidence for the adoption of the differencing
strategy. Intriguingly, by visually inspecting the decision
space, the partitioning patterns of the decision space for the
six observers all resemble the partitioning pattern of the dif-
ferencing strategy rather than that of the independent-
observation strategy. Direct visual inspection of the decision
space might incur the criticism that this approach is rather
subjective. For experiments 1 and 2, the proportion of each
observer’s same–different judgments correctly described by
the differencing model appears higher than that by the
independent-observation model. These results mitigate, to
some extent, the subjectivity entailed in making inferences
from visual inspection of the decision space.

As shown in the Results sections of experiments 1 and 2,
fitting the differencing or the independent-observation deci-
sion models to the same set of judgments yields discrepant
estimated values ofd8. The maximum-likelihood estimates
of d8 for the differencing model were found to be 20%–33%
greater than those for the independent-observations model.
This is in accord with theoretical calculations for derivedd’s
for each model based on the same set of unbiased judgments
~Wang, 2002!. This also accords with the fact that the
independent-observation strategy achieves a greater unbiased
percentage correct than the differencing strategy does, given
an underlyingd8 ~Noreen, 1981; Wang, 2002!. In this sense,
the independent-observation strategy is an optimal decision
strategy compared to the differencing decision strategy. The
first experiment in this paper has shown that when an ob-
server has limited information about the distributions of
stimuli, the observer adopts the differencing rule. The second
experiment has shown that observers still do not adopt the
independent-observation rule, an optimal rule, even if
equipped with sufficient information about the distributions
of stimuli. The reference information intended to orient the
observers to adopt the categorical rule—the simple form of
the independent-observation rule—does not facilitate its
adoption for this type of simple sensory stimuli. This might
suggest that these simple sensory stimuli place a constraint
on human observers to adopt an optimal decision rule for the
same–different task.

1By statistical theorems~see Ross, 1998, pp. 257 and 303!, the independent-
observation rule can be proved to be equivalent to the categorical rule.

TABLE V. The asymmetry of each observer’s same–different judgments in experiment 2@see ~a!# and in
experiment 1@see ~b!# is indicated by the ratio ofP(‘ ‘same’’ u^AA&) over P(‘ ‘same’’ u^BB&) and that of
P(‘ ‘different’ ’ u^AB&) over P(‘ ‘dif ferent’ ’u^BA&).

P~‘‘same’’
u^AA&)

P~‘‘same’’
u^BB&)

P(‘ ‘same’’ u^AA&) /
P(‘ ‘same’’ u^BB&)

P~‘‘different’’
u^AB&)

P~‘‘different’’
u^BA&)

P~‘‘different’’
u^AB&)/

P~‘‘different’’
u^BA&)

~a! LG 0.725 0.705 1.028 0.495 0.525 0.943
TG 0.770 0.420 1.833 0.665 0.700 0.950
ZL 0.720 0.555 1.297 0.660 0.610 1.082

~b! GS 0.792 0.656 1.207 0.588 0.584 1.007
NB 0.748 0.492 1.520 0.656 0.620 1.058
FG 0.705 0.655 1.076 0.595 0.560 1.062
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Irwin and Hautus’s~1997! work is a precursor to the development of the
general form of the categorical rule and its equivalence to the independent-
observation rule.

2The correlation method is analogous to discriminant analysis, which distin-
guishes among two or more groups on two variables and is a special ap-
plication of multiple regression analysis~Thorndike, 1978!.

3The assumption of linearity is often made about the relation between simi-
lar stimuli and their discriminability, i.e., for fine discrimination~e.g.,
Johnson, 1980!. A justification for this assumption comes from studies in
fine discrimination of stimuli, such as studies in cumulatived8 ~e.g., Wang,
Irwin, and Hautus, 1998; Macmillan and Creelman, 1991, pp. 212–216!.

4In Berg’s ~1989! COSS analysis, the internal noise is added toxi and
multiplied by a i ; while in our application of COSS, like Richards and
Zhu’s ~1994! and Lutfi’s ~1995! modified version of COSS analysis, the
internal noise term is appended to the weighted sum of observation vari-
ables.
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Effect of frequency-modulation coherence for inharmonic
stimuli: Frequency-modulation phase discrimination
and identification of artificial double vowels
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The ability to compare patterns of frequency modulation~FM! in separate frequency regions was
explored. In experiment 1, listeners had to distinguish whether the FM applied to two
nonharmonically related sinusoidal carriers was in phase or out of phase. The FM rate was the same
for each carrier. The starting phase of the modulation was randomized for each stimulus in a three
alternative, forced-choice~3AFC! trial. Subjects were sensitive to relative FM phase for modulation
rates of 2 and 4 Hz, but not for higher rates. In experiment 2, vowel identification was compared for
artificial single and double vowels. The vowels were constructed from complex tones with
components spaced at 2-ERBN ~equivalent rectangular bandwidth! intervals, by increasing the
levels of three components by 15 dB, to create three ‘‘formants.’’ In the double vowels, the
components of the two vowels were interleaved, to give 1-ERBN spacing. The three ‘‘formant’’
components were frequency modulated at 2, 4, or 8 Hz, with either the same or different rates for
the two vowels. The identification of double vowels was not improved by a difference in FM rate
across vowels, suggesting that differences in FM rate do not support perceptual segregation of
inharmonic stimuli. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1856251#

PACS numbers: 43.66.Fe, 43.66.Nm, 43.71.Mk@RAL# Pages: 1314–1325

I. INTRODUCTION

When sounds are presented in two nonoverlapping spec-
tral regions, a variety of interaction effects can be observed,
depending on the circumstances. For example, in modulation
detection interference~MDI ! ~Yost et al., 1989; Yost and
Sheft, 1989; Mooreet al., 1991! across-frequency processing
has a detrimental effect on perception, whereby amplitude
modulation~AM ! or frequency modulation~FM! of one car-
rier frequency interferes with the perception of AM or FM on
another carrier frequency. On the other hand, across-
frequency processes can improve the detection or discrimi-
nation of signals in some circumstances, as in the phenom-
ena of comodulation masking release~CMR! ~Hall et al.,
1984; Buus, 1985; Schooneveldt and Moore, 1987! and pro-
file analysis ~Spiegel et al., 1981; Green, 1988; Gockel,
1998!. Also, across-frequency processing is clearly useful in
the perception of timbre~Plomp, 1970! and in vowel recog-
nition ~Klein et al., 1970; Assmannet al., 1982!.

This paper is concerned with the ability to compare pat-
terns of FM in separate frequency regions. Two aspects of
this ability are explored here. The first aspect is whether
listeners can actually detect differences in the pattern of FM
applied to different carriers under conditions where within-
channel interactions are minimized and where cues related to
harmonicity~see below! are not available. This was explored
by requiring subjects to discriminate in-phase~coherent! FM
from out-of-phase~incoherent! FM applied to two widely
separated carriers. The second aspect is whether differences
in the pattern of FM applied to different carriers can be used
as a cue for perceptual segregation of complex sounds.

Evidence for sensitivity to FM coherence has been

sought using paradigms such as MDI~Wilson et al., 1990;
Moore et al., 1991; Carlyon, 1991, 1994!, CMR ~Schoon-
eveldt and Moore, 1988; Grose and Hall, 1990!, CMR inter-
ference~Groseet al., 1995!, discrimination between coherent
and incoherent FM~McAdams, 1984; Demany and Semal,
1988; Grose and Hall, 1990; Carlyon, 1991!, segregation of
simultaneous vowels~McAdams, 1989; Marin and McAd-
ams, 1991; Chalikia and Bregman, 1993; Summerfield and
Culling, 1992; Culling and Summerfield, 1995!, effects of
FM coherence on signal detectability~Cohen and Chen,
1992; Carlyon, 1994!, and the shift of the first formant pho-
neme boundary~Gardner and Darwin, 1986!. While some
studies have been interpreted as indicating a weak sensitivity
to FM coherence~Chalikia and Bregman, 1993; Cohen and
Chen, 1992!, the majority of studies has failed to indicate
such sensitivity.

Carlyon~1991, 1994, 2000! has presented evidence that
apparent sensitivity to FM coherence can often be explained
in terms of perceptual grouping by harmonicity. Sounds with
harmonically related components tend to fuse and to be
heard as a single sound, whereas when a single harmonic is
mistuned it tends to ‘‘pop out’’ and be heard as a separate
sound~Mooreet al., 1985a, 1985b, 1986!. When two carriers
are modulated incoherently, this may result in them moving
alternately in and out of a simple harmonic relationship, and
this can provide a cue for discriminating coherent from in-
coherent FM. When potential harmonicity cues are avoided,
sensitivity to FM coherence has not usually been observed.
In addition, Carlyon ~1991! has suggested that within-
channel cues related to beating between adjacent components
may have been used in some cases.

Not all cases of sensitivity to FM coherence can be ex-

1314 J. Acoust. Soc. Am. 117 (3), Pt. 1, March 2005 0001-4966/2005/117(3)/1314/12/$22.50 © 2005 Acoustical Society of America



plained in terms of the use of harmonicity cues or beating
cues. Wilsonet al. ~1990! measured the ability to detect FM
of a sinusoidal carrier in the presence of a second nonhar-
monically related carrier. When the second carrier contained
FM at the same rate, it interfered with the detection of the
FM of the target carrier. The effect was greater when the two
carriers were modulated in phase than when they were
modulated out of phase, which was taken as indicating a
sensitivity to FM coherence. However, Carlyon~1994! dem-
onstrated that the effect was caused by detection of combi-
nation tones rather than by a sensitivity to FM coherenceper
se.

Furukawa and Moore~1996, 1997a! used an indirect
way of assessing whether there was a mechanism sensitive to
FM coherence. They investigated the detectability of FM im-
posed on two nonharmonically related carriers. The modula-
tion on each carrier was equally detectable, as determined in
preliminary experiments, and a pink-noise background was
used to mask distortion products and to mask the outputs of
auditory filters tuned between the two carriers. They found
that detectability was generally better when the FM was in
phase across carriers than when the FM was in antiphase.

Furukawa and Moore~1996, 1997a! discussed several
possible mechanisms that might underlie the effect of FM
coherence. One is that the auditory system is sensitive to the
coherence or relative phase of amplitude modulation~AM ! at
the outputs of the auditory filters where the changes in exci-
tation level evoked by the FM are greatest. This mechanism
was referred to as the ‘‘FM-induced-AM mechanism.’’ How-
ever, Furukawa and Moore~1997b! later showed that the
detectability of AM on two widely spaced inharmonically
related carriers was not influenced by the coherence of the
AM across carriers, suggesting that the sensitivity to FM
coherence cannot be explained by FM-induced-AM. A sec-
ond mechanism suggested by Furukawa and Moore~1996,
1997a, 1997b! to explain the effect of FM coherence was
that judgments were partly based on fluctuations in overall
pitch or residue pitch evoked by the two carriers; these fluc-
tuations would be bigger when the modulation was coherent
across carriers than when it was incoherent. The results of
Carlyon ~2000! support this interpretation. Whatever the
mechanism, the results of Furukawa and Moore do show a
perceptual effect of across-frequency FM coherence under
conditions where within-channel cues and cues related to
harmonicity were not available. The effect decreased with
increasing FM rate from 2.5 to 10 Hz, suggesting that sensi-
tivity to FM coherence is greatest for very low FM rates.

In the present study, we used adirect measure of sensi-
tivity to FM coherence, by requiring subjects to discriminate
in-phase FM from out-of-phase FM applied to two sinusoidal
carriers. Most previous studies of FM coherence used FM
rates of 5 Hz and above. Given the evidence from the studies
of Furukawa and Moore that the effect FM coherence on the
detectability of FM is greatest for very low FM rates, we
used rates as low as 2 Hz. To make the stimuli relevant to the
perceptual grouping of formants in vowel perception, the
carrier frequencies were chosen to fall in the regions of the
first and the second formants in natural speech.

In the second experiment, we assessed whether differ-

ences in the pattern of FM applied to the formants of two
simultaneous synthetic vowels would enhance the identifica-
tion of the vowels. If so, this might be taken as evidence that
across-frequency comparison of FM patterns can affect per-
ceptual grouping, as might be expected from the Gestalt
principle of ‘‘common fate’’~Bregman, 1990!. Recognition
of simultaneous vowels has been studied mainly for vowels
with harmonic spectra and with either identical or different
fundamental frequencies~Scheffers, 1983; Assmann and
Summerfield, 1989, 1990; Summerfield and Assmann, 1991;
Culling and Darwin, 1993, 1994; McKeown and Patterson,
1995; de Cheveigne´ et al., 1997b, 1997a; de Cheveigne´,
1999!. The results from those studies have indicated that, for
a given vowel pair, the identification of one vowel is often
robust, while the identification of the other vowel is much
poorer. This has led to the notion of a dominant and a non-
dominant vowel in simultaneously presented vowel pairs.
When listening to two competing speakers, it is not cleara
priori which one of two simultaneous vowels will emerge as
the dominant one; it could belong either to the target or to the
competing voice. A second outcome of work on the identifi-
cation of competing vowels is an effect of their fundamental
frequencies (F0’s!. A difference between theirF0’s usually
leads to higher identification scores than when theF0’s are
the same~Scheffers, 1983; Zwicker, 1984; Assmann and
Summerfield, 1990; Culling and Darwin, 1994!. The effect of
an F0 difference is usually greater for the nondominant
vowel in a pair than for the dominant vowel.

In the present study we wanted to avoid using harmonic
spectra for several reasons. First, the resolvability of harmon-
ics changes with harmonic number~Plomp, 1964!. Low har-
monics are well resolved and higher ones are less well re-
solved or not resolved at all. This may lead to a strong
emphasis on the lower harmonics of the vowels in the per-
ceptual processing of harmonic vowel pairs~Culling and
Darwin, 1994; Culling and Summerfield, 1995!. Second, har-
monicity of the component spectra provides a very strong
perceptual grouping cue~Darwin, 1984; Darwin and Gard-
ner, 1986; Culling and Darwin, 1993! that helps to perceptu-
ally separate the two vowels when they have differentF0’s
and tends to make them fuse when they have the sameF0 .
The powerful effects of harmonicity might make it difficult
to observe the more subtle effects of cues arising from
across-frequency comparison of FM patterns, and this could
account for previous failures to find effects of FM coherence
on the identification of double vowels with harmonic com-
ponents~McAdams, 1989; Marin and McAdams, 1991; Cha-
likia and Bregman, 1993; Culling and Summerfield, 1995!.

The effects of FM coherence on the identification of
double vowels with inharmonic components was studied by
Chalikia and Bregman~1993!. They used stimuli in which
harmonics were randomly shifted in frequency from their
nominal values. The amplitudes of the shifted harmonics
were adjusted so as to restore the original spectral envelope
for each vowel. Each vowel had components that glided up-
wards in frequency by six semitones, or glided downwards in
frequency by the same amount. They found better identifica-
tion performance when the two vowels in a pair glided in
opposite directions than when they glided in parallel, main-
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taining a constant nominal difference in fundamental fre-
quency of six semitones. This was taken as evidence for a
role of FM coherence in perceptual grouping by the principle
of ‘‘common fate.’’

The experiment of Chalikia and Bregman was criticized
by Summerfield and Culling~1992!. They pointed out that
the stimuli differed in the range of nominal fundamental fre-
quency across conditions. This meant that the phonetic dis-
tinctiveness of the vowels might have differed across condi-
tions, depending on the precision with which the components
defined the positions of the formant peaks. Summerfield and
Culling ~1992! carried out an experiment using inharmonic
vowels, but they measured the threshold for detecting one
vowel in the presence of another vowel. Both vowels were
frequency modulated at the same rate~2.5 Hz!, and the
modulation could be either in phase~coherent! or could dif-
fer in phase across the two vowels~incoherent!. No effect of
FM phase was found.

The difference between the results of Chalikia and Breg-
man ~1993! and of Summerfield and Culling~1992! might
have occurred because of confounding effects in the stimuli
of Chalikia and Bregman, namely differences in the distinc-
tiveness of vowels across conditions. Alternatively, it might
have occurred because the differences in the pattern of FM
used by Chalikia and Bregman~parallel glides versus cross-
ing glides! produced larger effects on perceptual segregation
than the differences in FM phase~at the same rate! used by
Summerfield and Culling.

In our experiment 2, we used vowel pairs whose FM
rate differed across vowels. This contrasts with most previ-
ous studies of the role of FM coherence in vowel perception,
which used FM of the same rate, but different phase applied
to the different vowels~McAdams, 1989; Marin and McAd-
ams, 1991; Chalikia and Bregman, 1993; Summerfield and
Culling, 1992; Culling and Summerfield, 1995; de Chev-
eignéet al., 1997a!. We reasoned that differences in FM rate
across vowels might provide a more potent cue for percep-
tual segregation than differences in FM phase at the same
rate. This reasoning was partly based on the phenomenon of
MDI, which is thought to be caused at least partly by per-
ceptual grouping of the two carriers~Yost et al., 1989; Hall
and Grose, 1990, 1991; Moore and Shailer, 1992!. Interfer-
ence with the detection or discrimination of FM on a given
carrier produced by FM of a remote carrier is not affected by
the relative phase of the modulators when the FM rates are
the same~Carlyon, 1991, 1994; Mooreet al., 1991!, but it
does decrease when the FM rate of the interferer differs from
that of the target~Mooreet al., 1991!. This may indicate that
the perceptual segregation of the two carriers is enhanced by
an FM rate difference across the carriers, but not by a phase
difference when they have the same rate.

In our experiment, to avoid the influence of effects of
harmonicity, we used artificial vowels, each of which had
components spaced at 2-ERBN intervals, where ERBN stands
for the average value of the equivalent rectangular band-
width of the auditory filter as determined using young, nor-
mally hearing listeners at moderate sound levels~Glasberg
and Moore, 1990; Moore, 2003!. Hence, all the partials of
the vowels were spaced at approximately equal distances

along the length of the basilar membrane~Moore, 1986! and
all components were approximately equally resolvable
~Moore and Ohgushi, 1993!. We measured vowel recognition
for isolated vowels and for simultaneously presented vowel
pairs. For the latter, the partials of the vowels were inter-
leaved, so that there was a fixed separation of 1 ERBN be-
tween adjacent partials, thus minimizing spectral overlap
while using a maximal number of partials.

II. EXPERIMENT 1: FM COHERENCE DISCRIMINATION

A. Stimuli

Each stimulus contained two carriers that were sinusoi-
dally frequency modulated. The carriers were modulated ei-
ther in phase~coherent modulation! or 180 deg out of phase
~incoherent modulation!, at the same rate and with the same
modulation depth. In this paper, FM depths are expressed as
peak frequency deviation from the carrier frequency divided
by the carrier frequency, multiplied by 100, i.e., as percent
deviation from the carrier frequency. The FM depths were
0.625%, 2.5%, and 10%. Modulation rates of 2, 4, and 8 Hz
were used in the main experiment, and supplementary mea-
surements were made using a 16-Hz rate. The first carrier
frequency (Fc1) was chosen to fall in the region of the first
formant frequency of natural vowels and was either 208.1 Hz
(ERBN number56! or 374.9 Hz (ERBN number59!. The
second carrier frequency (Fc2) fell in the region of the sec-
ond formant and was 923.9 Hz (ERBN number515! or
1364.0 Hz (ERBN number518!. These four frequencies were
chosen because there are not any simple harmonic relations
betweenFc1 andFc2. Table I shows the ratios between the
possible values ofFc1 and Fc2; all these ratios are well
away from integer numbers. The duration of each stimulus
was 500 ms including 10-ms raised-cosine ramps, and the
interstimulus interval was 600 ms.

The stimuli were presented at an overall level of 64 dB
SPL ~61 dB per carrier! in a pink-noise background with a
wideband level of 46 dB SPL~100 Hz to 8 kHz! and a
spectral level of 10 dB (re: 20 mPa! at 1 kHz. The excitation
levels of the individual carriers were roughly 30 dB above
the excitation level evoked by the pink-noise background, as
calculated using the excitation pattern model of Glasberg and
Moore ~1990!.

The stimuli were generated offline using a PC, and were
stored on the PC disk. During the measurements, they were
retrieved from the disk and converted to analog form using a
Turtle Beach Montego II soundcard~16-bit resolution, 44.1-
kHz sample rate!. The pink noise was generated using an
Ivie Electronics IE20B noise generator. The signals and pink
noise were mixed using a Mackie 1202 VLZ Pro 12-channel
mixing desk. The mixing desk drove the right headphone of

TABLE I. Ratios between the frequencies of the second and the first carriers
of the stimuli used in experiment 1. AllFc2/Fc1 ratios are well away from
integer numbers.

Fc15208.1 Hz Fc15374.9 Hz

Fc25923.9 Hz 4.44 2.46
Fc251364.0 Hz 6.55 3.64
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Sennheiser HD 580 headphones through an impedance-
matched Hatfield 2125 attenuator. Subjects were tested in a
double-walled sound-attenuating booth.

B. Method

Psychometric functions for the discrimination of FM co-
herence were measured using a three-interval, three-
alternative forced-choice task~3I,3AFC! with feedback. In
each trial, two stimuli had coherent FM and one stimulus,
selected randomly, had incoherent FM. The task of the sub-
ject was to indicate which of the three stimuli was modulated
incoherently. To prevent subjects from using the starting
phase of the modulation applied to a single carrier as a cue,
the starting modulator phase for the lower carrier frequency
was selected randomly for each stimulus from the values 0
and 180 deg. Feedback was supplied through a window in
the sound-attenuating booth, via a computer screen.

Stimuli were presented in blocks of 30~20 for subject 1!
trials with fixed carrier frequencies and a fixed modulation
depth. For a given pair of carrier frequencies, the first block
used the largest FM depth~10%! and subsequent blocks used
the 2.5% and 0.625% depths. A new pair of carrier frequen-
cies was then selected for testing. These blocks were inter-
spersed with runs for the vowel identification task of experi-
ment 2. Two blocks were obtained for each subject for each
condition, with reversed order of modulation depths in the
second block, resulting in 60 responses per condition for
each subject~40 for subject 1!.

C. Subjects

Six subjects were used, five females and one male, with
ages ranging from 29 to 43 with a mean of 35. All subjects
had normal hearing in their right ear and were tested using
that ear. All subjects were highly experienced in psychoa-
coustic experiments, including experiments involving FM
detection and discrimination. Subjects were given two blocks
of practice trials for each pair of carrier frequencies, using
the largest FM depth, before data collection started~240
practice trials in total!.

D. Results

Overall performance varied somewhat across subjects,
but the pattern of results was similar for all subjects. To
prevent possible ceiling effects for high percent-correct
scores from distorting the averages and their variances, the
percent-correct scores were converted tod8 values using
standard tables~Hacker and Ratcliff, 1979!. The average re-
sults across subjects are shown in Fig. 1 asd8 versus modu-
lation depth. The error bars indicate the across-subject 95%
confidence intervals. The relatively large error bars partly
reflect the fact that overall performance differed across sub-
jects, one subject performing markedly better than the others.
The four panels show the results for the different combina-
tions of carrier frequency. ‘‘Low’’ means that both the first
and second carriers were at the lower of the two possible
frequencies~see Table I for exact values!. ‘‘High’’ means that
both carriers were at the higher of the two possible frequen-
cies. ‘‘Narrow’’ means that the first carrier was at the higher

of the two possible frequency values and the second carrier
was at the lower of the two values. For the case ‘‘wide,’’ the
reverse was true. The squares, circles, and triangles show
data for the 2-, 4-, and 8-Hz modulation rates, respectively.

Scores were at or close to chance for the smallest of the
three modulation depths and for the 8-Hz modulation rate.
However, for the 2- and the 4-Hz modulation rates, thed8
values approached or exceeded 1 for the two larger modula-
tion depths. In other words, discrimination of relative modu-
lator phase was possible for the two lower modulation rates.
To assess the significance of these effects, a three-way
within-subjects analysis of variance~ANOVA ! was con-
ducted on the meand8 values for each subject, with factors
modulation rate, modulation depth, and combination of car-
rier frequencies. This showed significant effects of modula-
tion rate (F (1,7)57.46, p,0.03) and depth (F (1,6)512.2,
p,0.02) and a significant interaction between these two fac-
tors (F (4,20)58.50, p,0.0005). The main effect of combi-
nation of carrier frequencies was not significant (F (1,7)

54.26, p50.07), and no interactions involving this factor
reached significance. As the effect of combination of carrier
frequencies was not significant, the data were pooled across
the four pairs of carriers. A two-way ANOVA based on the
pooled data, with factors modulation rate and modulation
depth showed significant effects of both main factors
(F (2,36)523.9, p,0.0005; F (1,29)539.8, p,0.0005) and
their interaction (F (4,92)520.0, p,0.0005). Bonferroni-
correctedpost-hocpairwise comparisons showed significant
differences between the scores for the 2- and the 8-Hz rates
(p,0.0005), between the 2- and the 4-Hz rates (p,0.01),
and between the 4- and the 8-Hz rates (p,0.0005). Similar
pairwise comparisons for the three modulation depths
showed thed8 values for all three depths to be significantly
different from each other (p,0.0005 in all cases!.

Figure 2 shows the individual data plotted as a function
of modulation depth for the three modulation rates. Because

FIG. 1. Scores for the FM phase discrimination task, expressed asd8. Pan-
els~a! to ~d! show the results for the conditions ‘‘low,’’ ‘‘high,’’ ‘‘wide,’’ and
‘‘narrow’’ ~see the text!, respectively. The squares, circles, and triangles
show the results for the 2-, 4-, and 8-Hz modulation rates, respectively. The
error bars show 95% confidence intervals.
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of the lack of an effect of combination of carrier frequencies,
thed8 values have been averaged across the various pairs of
carrier frequencies. Figure 2 shows that one subject~subject
1! performed much better than the others for the 2-Hz modu-
lation rate and slightly better than the others for the 4-Hz
rate. Nevertheless, for the 2- and the 4-Hz rates, thed8 val-
ues increase with increasing modulation depth for all sub-
jects.

We consider next the results for the different starting
modulator phases used in the experiment. There were two
possible starting phases for each of the three stimuli within a
trial, leading to a total of eight combinations. Two of these
combinations had identical starting phases for the lower
(Fc1) carrier of the target stimulus~incoherently modulated!
and the two ‘‘standard’’~coherently modulated! stimuli, and
two had identical starting phases of the higher carrier (Fc2)
for all three stimuli. For the remaining four combinations,
the two standard stimuli had opposite starting phases, creat-
ing a larger uncertainty in the stimuli, and possibly leading to
lower scores. Figure 3 shows the average results for the
modulation rate and depth that led to the highest scores
~2-Hz rate, 10% depth!, separately for each of the eight start-
ing phase combinations. Panel~a! shows results for all six
subjects and panel~b! shows results for the five ‘‘worst’’
subjects. The error bars indicate 95% confidence intervals.
Scores were indeed higher for the combinations with identi-
cal starting phases for the two standard stimuli~the four con-
ditions on the left!, but they still reached levels well above
chance for the four combinations with different starting
phases for the two standard stimuli~the four conditions on
the right!.

A potential problem in interpreting these results occurs
for the largest modulation depth used. With this depth~10%!,
the carrier frequencies for the incoherently modulated stimuli
would have fallen momentarily close to harmonic relation-
ships. Consider, for example, the case whenFc1 was 374.9
Hz and Fc2 was 923.9 Hz. The maximum instantaneous

frequency ofFc1 ~412.4 Hz! coincided with the minimum
instantaneous frequency ofFc2 ~831.5 Hz!, and these two
frequencies had almost an octave relationship. Thus, subjects
might have identified the interval with incoherent modulation
by detecting the momentary harmonicity in the target inter-
val. This problem does not apply for the 2.5% modulation
depth, as the instantaneous frequencies of the two carriers
always stayed well away from a simple harmonic relation-
ship. For this modulation depth, the mean value ofd8 for the
2-Hz modulation rate was 0.64, with a standard error of
0.106. This is significantly greater than 0 (p,0.001). For
the 4-Hz rate, the mean value ofd8 was 0.254, with a stan-
dard error of 0.085. Again, this is significantly greater than 0
(p,0.05).

We conclude that the results show a sensitivity to across-
frequency FM coherence that cannot be explained in terms of
the use of harmonicity cues. Sensitivity to FM coherence
was moderately high for the 2-Hz modulation rate, poor for
the 4-Hz rate, and absent for the 8 Hz rate.

III. EXPERIMENT 2: VOWEL IDENTIFICATION

A. Stimuli

The stimuli were complex tones with components uni-
formly spaced on an ERBN scale, for the reasons described in
the introduction. Each ‘‘vowel’’ had components spaced at
2-ERBN intervals. One set of vowels~set A! had components
with ERBN numbers from 2 to 28, while the other set~B! had
components with ERBN numbers from 3 to 29. Double vow-
els always contained one vowel from set A and one from set
B, so that the combined stimuli had components spaced at
1-ERBN intervals. In this way low-frequency beating cues,
which are of use in the identification of simultaneously pre-
sented harmonic vowels~Culling and Darwin, 1994; Culling

FIG. 2. Individual results for the three modulation rates plotted as a function
of modulation depth. Panels~a! to ~c! show the individual scores for the 2-,
the 4-, and 8-Hz rates, respectively. Panel~d! shows the averages and 95%
confidence intervals of the scores for each modulation rate.

FIG. 3. Average scores for the 2-Hz modulation rate and 10% modulation
depth for the eight possible combinations of modulator starting phase. The
scores shown in the top panel are averages across all six subjects and those
in the bottom panel are averages across the five subjects with the ‘‘worst’’
scores. The error bars show the 95% confidence intervals. The different
starting phases are coded sequentially with ‘‘0’’ or ‘‘1’’ for the two reference
stimuli and the target, where 0 means that lower component started in the
‘‘up’’ direction and 1 means that it started in the ‘‘down’’ direction.

1318 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 J. Lyzenga and B. C. J. Moore: Sensitivity to frequency-modulation



and Summerfield, 1995!, could be minimized. Also, there
were no harmonicity cues or spectral regularity cues~Roberts
and Bregman, 1991; Roberts and Brunstrom, 2001! that
could be used to segregate the two vowels.

The stimuli contained ‘‘background’’ components, all of
equal level. Six types of artificial vowels were created by
increasing the levels of three ‘‘formant’’ components by 15
dB. Harmonic stimuli similar to these have been used in
previous studies of vowel-like sounds, and have been found
to be readily identified as vowels, even by untrained listeners
~Leek et al., 1987; Alcántara and Moore, 1995!. For each
vowel type, a version was made for both set A and set B;
these two versions were made as perceptually similar as pos-
sible, given the limitation imposed by the different compo-
nent frequencies for the two sets. The adjustments involved
picking the component to be incremented from the compo-
nents closest in frequency to the ‘‘target’’ value for each
formant. The naturalness of each vowel, and the similarity of

each vowel in set A and B were judged subjectively by the
authors.

The six vowels were /i/, /}/, /a/, /Å/, /o/, and /u/. The
component numbers of the formant components and their
corresponding frequencies are given in Table II. Examples of
spectra of the stimuli are shown in Fig. 4. All components of
the complexes had a starting phase of 0 deg. To make the
vowels sound somewhat more natural and to allow us to
investigate the effect of modulation rate, the three formant
components of each vowel were sinusoidally frequency
modulated at a rate of 2, 4, or 8 Hz, with a modulation depth
of 5%; for a given vowel, all components were modulated at
the same rate. The modulation of each formant component
had a starting phase of either 0 or 180 deg. The three formant
components either all had the same starting phase or the
middle formant had the opposite phase from the other two
~later analyses indicated that there was no influence of this
phase difference on the results!. During the measurements,
stimuli were chosen at random from the four resulting phase
configurations.

For the isolated vowels, identification scores were mea-
sured for all three FM rates. For the double vowels, one
vowel was modulated at an 8-Hz rate while the FM rate of
the other vowel was either 2, 4, or 8 Hz. The goal was to
determine whether a modulation-rate difference between the
two simultaneously presented vowels would aid their percep-
tual segregation and hence lead to improved identification.

The overall level of each vowel was 67 dB SPL; the
level of each formant component was 61 dB SPL. To prevent
the detection of combination tones, and to limit peripheral
interactions, all stimuli were presented in a pink-noise back-
ground with a spectral level of 10 dB (re: 20 mPa! at 1 kHz.
These levels resulted in excitation levels~Glasberg and
Moore, 1990! for the vowel components that were roughly
15 dB above the excitation level evoked by the pink-noise
background for the background components and 30 dB
above that level for the formant components. Stimulus gen-
eration and presentation methods were identical to those for
experiment 1.

TABLE II. Component numbers and corresponding formant frequencies for
the three-formant artificial vowels of experiment 2. Six vowel types were
constructed for each of the two interleaved 2-ERBN spaced spectra, making
a total of 12 vowels. The component numbers refer to these 2-ERBN spaced
spectra. The corresponding component numbers for the combined single-
ERBN spaced spectra are two times the component number for the ‘‘set A’’
vowels and two times the component number plus 1 for the ‘‘set B’’ vowels.

Vowel:

Formant
component
numbers

Frequency
1st formant

~Hz!

Frequency
2nd formant

~Hz!

Frequency
3rd formant

~Hz!

/a/ set A 8 10 12 1201.2 1972.0 3158.1
/a/ set B 8 10 12 1055.1 1747.1 2812.1
/}/ set A 6 10 12 700.4 1972.0 3158.1
/}/ set B 6 10 12 605.5 1747.1 2812.1
/i/ set A 4 11 13 375.0 2501.4 3972.9
/i/ set B 4 11 13 313.3 2222.5 3543.6
/Å/ set A 6 8 10 700.4 1201.2 1972.0
/Å/ set B 6 8 10 605.5 1055.1 1747.1
/o/ set A 5 7 11 520.2 923.9 2501.4
/o/ set B 5 7 11 443.7 806.2 2222.5
/u/ set A 4 8 10 375.0 1201.2 1972.0
/u/ set B 4 9 11 313.3 1364.0 2222.5

FIG. 4. Schematic spectra of some of the vowel stimuli.
The top row shows the spectrum of /i/ when in set A
and set B; the nominal formant component numbers
were the same for the two sets. The bottom row shows
the spectrum of /u/ when in set A and set B; the nominal
formant component numbers were different for the two
sets.
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B. Method

For the vowel identification task with the isolated vow-
els, subjects were asked to use a mouse to select one of six
‘‘boxes’’ on a computer screen, indicating the six vowel
types. The vowel type was indicated in an ‘‘h–vowel–d’’
context. Feedback was given immediately after the response,
via the computer screen, which indicated the correct answer.
For the vowel pairs, subjects had to select two different
boxes indicating the two perceived vowels, after which feed-
back was given for both vowels. Before each run, subjects
could play a sample of each vowel~from set A and set B! or
vowel pair as many times as they liked, until they felt that
they were familiar with the characteristics of the stimuli.
Each run contained 40 presentations of either an isolated
vowel or a vowel pair. For each condition, subjects per-
formed 10 or 12 runs. This resulted in 70 to 80 responses per
isolated vowel and 140 to 160 responses per vowel for the
vowel pairs. Runs for the vowel identification task were in-
terspersed with runs for the FM-phase discrimination task of
experiment 1.

C. Subjects

The six subjects of experiment 1 were all tested using
the 8-Hz modulation rate, both for the isolated vowels and
for the double vowels. Five subjects out of those six were
also tested using the 4-Hz modulation rate for the isolated
vowels, and using the 8-Hz rate combined with the 4-Hz rate
for the double vowels. For convenience, these subjects are
referred to as the ‘‘4-Hz’’ group. A different group of five
subjects out of the original six was tested using the 2-Hz
modulation rate for the isolated vowels, and using the 8-Hz
rate combined with the 2-Hz rate for the double vowels.
These subjects are referred to as the ‘‘2-Hz’’ group.

D. Results

All subjects reported that the stimuli sounded like vow-
els, especially when presented in isolation. The pattern of
results was broadly similar across subjects, so we focus on
the mean results. Figure 5~a! shows mean scores for the iso-
lated vowels for the five subjects tested using 2- and 8-Hz
formant modulation rates~the 2-Hz group!. Figure 5~b!
shows the corresponding scores for the 4-Hz group. For all
six vowel types, the scores for the 4-Hz rate are very close to
those for the 8-Hz rate, but the scores for the 2-Hz rate are
consistently somewhat smaller. For the 2 Hz group the over-
all average scores were 70% and 75% for the 2- and the 8-Hz
modulation rates, respectively. For the 4-Hz group the aver-
age scores were 77% and 76% for the 4- and the 8-Hz modu-
lation rates, respectively. Possibly, the slightly reduced
scores for the 2-Hz rate reflect a reduced ability to estimate
the mean formant frequencies when the FM rate is very low.

As the confusion matrices for all FM rates were found to
be very similar~the rms differences were smaller than 3%!,
they have been combined into a single confusion matrix,
shown in Table III. That the confusion matrices were very
similar for the three FM rates indicates that the modulation

rate had very little effect on the perceptual distances between
the isolated vowels. The most frequent confusion was that /Å/
was identified as /o/ and vice versa.

Figure 6~a! shows scores for the double vowels when
both were modulated at an 8-Hz rate~triangles! and when
one was modulated at 2 Hz and one at 8 Hz~squares!. The
average scores across the five subjects~2-Hz group! and six
vowel types were 54% for the former and 56% for the latter.
Figure 6~b! shows scores for the double vowels when both
were modulated at an 8-Hz rate~inverted triangles! and when
one was modulated at 4 Hz and one at 8 Hz~circles!. The
average score across the five subjects~4-Hz group! and six
vowel types was 55% for the former and 54% for the latter.
There is little or no effect of a difference in FM rate on the
identification of double vowels, at least in these mean scores.
However, it should be remembered that scores for isolated
vowels modulated at a 2-Hz rate were lower than scores for
isolated vowels modulated at an 8-Hz rate. Therefore, the
comparison shown in Fig. 6~a! may be somewhat unfair.

FIG. 5. Percent-correct identification of the artificial vowels presented in
isolation. The top panel contains the data for the 2-Hz group, showing the
results for the 2-Hz~squares! and 8-Hz~triangles! modulation rates. The
bottom panel shows the data for the 4-Hz group for the 4-Hz~circles! and
8-Hz ~inverted triangles! FM rates. The error bars show 95% confidence
intervals.

TABLE III. Confusion matrix for the vowels presented in isolation. The
data for the 2-, 4-, and 8-Hz FM rates have been combined, giving a total of
7920 vowel presentations. The vowel stimuli are shown in the left column
and the responses are shown in the top row. All scores are expressed as a
proportion of the total presentations of a given vowel. The order of the
vowels has been chosen to minimize the number of responses more than one
position away from the diagonal of the matrix.

Stimulus

Response

/i/ /}/ /a/ /Å/ /o/ /u/

/i/ 0.896 0.052 0.018 0.005 0.003 0.025
/}/ 0.054 0.676 0.076 0.106 0.035 0.054
/a/ 0.018 0.075 0.806 0.087 0.008 0.006
/Å/ 0.005 0.114 0.095 0.541 0.220 0.025
/o/ 0.003 0.033 0.007 0.193 0.710 0.054
/u/ 0.026 0.054 0.006 0.023 0.057 0.834
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Another way of assessing whether there is a benefit in
having a difference in modulation rate across vowels is to
compare performance in identifying a vowel modulated at an
8-Hz rate when that vowel is presented with a second vowel
modulated at either 8 Hz or another rate~2 or 4 Hz!. For that
comparison, the only difference between the two cases is
whether the second vowel is modulated at the same or at a
different rate from the first vowel. To make this comparison,
the overall scores for the case where one vowel was modu-
lated at 2 Hz~or 4 Hz! and one at 8 Hz were partitioned into
the score obtained for the vowel that was modulated at 2 Hz
~or 4 Hz! and the score for the vowel that was modulated at
8 Hz. The latter could then be compared with the overall
score when both vowels were modulated at 8 Hz. Figure 7~a!
shows mean scores for each vowel type for a vowel modu-
lated at 8 Hz, when that vowel was combined with another
vowel modulated at 2 Hz~squares! and when it was com-
bined with another vowel modulated at 8 Hz~triangles!~data
from the 2-Hz group!. The scores tend to be slightly higher
for the former than for the latter, but the differences are not
large. The overall mean was 57% when the two vowels were
modulated at different rates and 53% when they were modu-
lated at the same rate. A within-subjects ANOVA based on
the scores shown in Fig. 7~a!, with factors modulation-rate
combination and vowel type, did not give a significant effect
of modulation-rate combination (F (1,4)50.76, p50.43), al-
though the effect of vowel type was significant (F (5,20)

54.46, p,0.01).
Figure 7~b! shows corresponding mean scores for the

vowel modulated at 8 Hz when that vowel was combined
with another vowel modulated at 4 Hz~circles! and when it
was combined with another vowel modulated at 8 Hz~in-
verted triangles!~data from the 4-Hz group!. There is no
trend for scores to be higher for the former than for the latter.
The overall mean score was 53% when the two vowels were
modulated at different rates and 55% when they were modu-
lated at the same rate. A within-subjects ANOVA based on
the scores shown in Fig. 7~b! showed no significant effect of

modulation-rate combination (F (1,4)53.16, p50.15) or of
vowel type (F (5,20)52.40,p50.07).

We conclude that the data do not provide any clear sup-
port for the hypothesis that differences in FM rate across
vowels can promote perceptual segregation and thereby en-
hance the identification of simultaneously presented vowels.

As the confusion matrices for all three FM rate combi-
nations were found to be very similar~the rms differences
were smaller than 5%!, they have been combined into a
single confusion matrix shown in Table IV. The confusion
matrix shows a different pattern from that in Table III, with
an increase in the proportion of errors, and a change in the
distribution of those errors. These effects will be examined in
more detail in the Discussion section.

FIG. 6. Percent-correct identification of the simultaneously presented vowel
pairs. The format is similar to that for Fig. 5. The symbols indicate the
combination of modulation rates used.

FIG. 7. Part~a! shows mean scores for each vowel type for a vowel modu-
lated at 8 Hz, when that vowel was combined with another vowel modulated
at 2 Hz~squares! and when it was combined with another vowel modulated
at 8 Hz~triangles! ~data from the 2-Hz group!. Part~b! shows corresponding
scores for a vowel modulated at 8 Hz, when that vowel was combined with
another vowel modulated at 4 Hz~circles! and when it was combined with
another vowel modulated at 8 Hz~inverted triangles! ~data from the 4-Hz
group!. The error bars show 95% confidence intervals.

TABLE IV. As Table III, but for vowels presented in pairs. The data for all
three formant-modulation rate combinations have been combined, making a
total number of 7800 presented vowel pairs~i.e., 15 600 vowels!. When
neither of the vowels in a pair was identified correctly, it was not possible to
determine which reported vowel was confused with which presented one.
The entries in these cases have been assigned randomly to the possible
categories of confusions.

Stimulus

Response

/i/ /}/ /a/ /Å/ /o/ /u/

/i/ 0.710 0.089 0.063 0.041 0.032 0.065
/}/ 0.089 0.452 0.129 0.145 0.088 0.097
/a/ 0.068 0.139 0.510 0.129 0.071 0.083
/Å/ 0.042 0.151 0.125 0.450 0.133 0.098
/o/ 0.034 0.094 0.071 0.137 0.586 0.078
/u/ 0.068 0.101 0.081 0.098 0.076 0.575
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IV. DISCUSSION

A. Experiment 1: FM phase coherence discrimination

The averaged8 values for the across-frequency FM
phase discrimination task, shown in Fig. 1, indicate that this
task can be performed, but only for very low modulation
rates. To provide further confirmation that the task could not
be performed for high modulation rates, the two subjects
who had given the highest scores for the 2-Hz rate partici-
pated in a pilot study of the discrimination of FM coherence
using a modulation rate of 16 Hz. Their scores for that rela-
tively high modulation rate did not deviate significantly from
chance for any of the FM depths tested.

It is worth considering whether some cue other than
across-frequency FM coherence might have been used to
perform the task. As discussed earlier, a harmonicity cue
might have been used for the 10% modulation depth, but this
cue was not available for the 2.5% depth, as the two carrier
frequencies did not approach a simple harmonic relationship
at any point during the modulation cycle for the stimuli with
incoherent modulation. Performance remained above chance
for the 2.5% FM depth for the 2- and 4-Hz modulation rates.
A second possible cue might arise from interaction of the
carriers at the outputs of auditory filters tuned between them
~Carlyon, 1994!. However, it seems unlikely that this cue
would have been usable. Consider, for example, the ‘‘wide’’
condition, in which the two carriers had frequencies of 208
and 1364 Hz. Calculation of the excitation pattern for these
two tones presented simultaneously~Glasberg and Moore,
1990! showed that the excitation level at the center fre-
quency where they interacted most strongly was216.5 dB,
while the excitation level evoked by the pink-noise back-
ground at this center frequency was 31 dB. Peripheral inter-
action seems extremely unlikely in this case. Even for the
‘‘narrow’’ condition, where the carrier frequencies were 375
and 924 Hz, the excitation level at the center frequency
where the interaction was greatest~642 Hz! was only 25.5
dB, while the pink noise again evoked an excitation level of
31 dB.

We can conclude that neither harmonicity nor within-
channel cues can account for the observed sensitivity to FM
coherence. Overall, the results indicate that the auditory sys-
tem does have at least some sensitivity to across-frequency
FM coherence for very low FM rates. Previous reports of a
complete absence of such sensitivity~Carlyon, 1991, 1994!
can be attributed to the use of FM rates of 5 Hz and above,
and perhaps to individual differences in sensitivity. Our re-
sults are consistent with the indirect measures of Furukawa
and Moore~1996, 1997a! in showing greater effects of FM
coherence for very low modulation rates.

It is noteworthy that the averaged8 values did not rise
far above unity, even for the largest FM depth used~10%!,
for which the FM was highly audible. The task never became
really easy, even for the lowest FM rate and for highly au-
dible modulation depths. Subjects reported that they per-
formed the task by ‘‘following’’ the modulation, i.e., by lis-
tening for the pattern of upward and downward changes in
the frequencies of the two carriers. They reported that they
did not perform the task by judging the degree of perceptual

fusion of the two carriers. This is consistent with earlier re-
ports ~McAdams, 1989; Marin and McAdams, 1991; Cha-
likia and Bregman, 1993; Summerfield and Culling, 1992;
Culling and Summerfield, 1995; Gardner and Darwin, 1986!,
and with the results of our experiment 2, indicating that FM
coherence provides at most a very weak cue for perceptual
grouping.

It is possible that sensitivity to FM coherence is found
only for very low FM rates because the ability to ‘‘follow’’
the pattern of frequency changes depends on the use of in-
formation extracted from phase locking. It has been proposed
that the mechanism that decodes phase-locking information
is ‘‘sluggish’’ and cannot track rapid FM~Sek and Moore,
1995; Moore and Sek, 1996!. If this explanation is correct,
the ability to discriminate FM coherence should disappear if
one or both of the carriers lies above 5 kHz, a frequency
above which phase locking is almost absent~Johnson, 1980!.
This prediction remains to be tested.

B. Experiment 2: Vowel identification

The results of experiment 2 failed to provide evidence
that a difference in FM rate across two simultaneously pre-
sented synthetic vowels could enhance the perceptual sepa-
ration of those vowels and hence lead to improved identifi-
cation. This happened even though each vowel had
components that were equally spaced on an ERBN scale,
which minimized cues for segregation based on harmonicity.
It might be argued that our failure to find an effect of a
difference in FM rate occurred because our stimuli were not
sufficiently vowel-like. The lack of harmonic structure might
have led to the perceptual segregation of the first and second
‘‘formants’’ within a given ‘‘vowel’’. Also, the values of the
‘‘formant’’ frequencies were restricted to values falling at
equal spacing on the ERBN scale, which meant that the
choice was not ideal in all cases.

To assess the extent to which our vowels were perceived
in a similar way to natural vowels, the confusion matrices in
Tables III and IV were used to calculate two-dimensional
perceptual maps for the single and double vowels~Klein
et al., 1970; Kruskal, 1964!. Figure 8 shows the results of
this for the isolated vowels, after rotation and scaling of the
results to align them with theF1 –F2 plane, which is often
used to represent vowel space. The bold symbols connected
by a dotted line show the results of the multidimensional
scaling, while the fainter symbols indicate the positions of
the two versions of each vowel~one from set A and one from
set B! in the F1 –F2 plane. There is a good correspondence
between the perceptual space and the physical representation
in theF1 –F2 plane. Furthermore, the pattern of the percep-
tual results is similar to that found for more natural vowels
~Klein et al., 1970!.

Figure 9 shows the corresponding perceptual map for
the simultaneous vowel pairs. The map is similar to that for
the isolated vowels with the exception of the vowel /a/. For
the isolated vowels, there was a large perceptual distance
between /a/ and the two vowels /i/ and the /u/, indicating
large dissimilarity. For the simultaneous vowels, these per-
ceptual distances were reduced. In the data, this effect was
revealed by more confusions between /a/ and /i/ and between
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/a/ and /u/. Overall, though, the perceptual space for the
double vowels was broadly similar to that for the isolated
vowels and for more natural vowel stimuli. Hence, it seems
unlikely that our failure to find an effect of differences in FM
rate on the identification of double vowels was caused by our
stimuli being insufficiently vowel-like.

As noted in the Introduction, when listening to two si-
multaneous vowels, one of the two vowels often stands out
as dominant and more easily identifiable, while the other,
nondominant, vowel is harder to identify. Scores for the non-
dominant vowel tend to be affected more than scores for the
dominant vowel by manipulations such as differences in fun-
damental frequency between vowels. It seemed possible that

effects of differences in FM rate across vowels might show
up for the nondominant vowel, but not for the dominant
vowel. To explore this possibility, we determined the propor-
tion of trials with no (p0), a single (p1), and two vowels
correct (p2). From these scores it is possible to calculate the
probability of correct identification of the dominant (pd) and
nondominant (pnd) vowels as well as the average probability
correct (pavg). From the relations

p25pd pnd, ~1!

p05~12pd!~12pnd!, ~2!

p1512p22p0 , ~3!

pd can be derived as

pd5p112p220.5A~p1
214p1p2!, ~4!

after whichpnd can be computed using Eq.~1!. The average
probability of correct identification is related top1 andp2 by

pavg50.5p11p2 . ~5!

The results of this exercise are summarized in Table V.
The results are consistent with the notion of a dominant and
a nondominant vowel. The values ofpd are only about 0.09
to 0.17 lower than the mean proportions correct for the vow-
els presented in isolation~right-most column of Table V!,
while the values ofpnd are 0.29 to 0.37 lower. The values of
pd and pnd are slightly greater for the 8- and 2-Hz FM rate
combination than for the 4- and 8-Hz or 8- and 8-Hz com-
binations. However, the differences are small, and are not
greater forpnd than for pd . Thus, the data provide no evi-
dence to support the idea that effects of FM rate differences
on the identification of double vowels are greater for the
nondominant than for the dominant vowel.

V. CONCLUSIONS

For complex sounds with two nonharmonically spaced
carrier frequencies, one in the first-formant region of vowels
and one in the second-formant region, subjects were able to
score above chance in a task requiring discrimination of co-
herent~in phase! and incoherent~out of phase! FM applied
to the two carriers, but only for modulation rates of 2 and 4
Hz, and not for a rate of 8 Hz. We conclude that the auditory
system is sensitive to across-frequency FM coherence, but
only for very low modulation rates.

FIG. 8. Large bold symbols connected by dotted lines show the results of
multidimensional scaling for the artificial vowels presented in isolation,
based on combined data for the 2-, 4-, and 8-Hz rates. After rotation and
scaling of the perceptual space, the dimensions 1 and 2 corresponded very
well with the frequencies of the first and second formants,F1 and F2.
Hence, the results are displayed in theF1 –F2 space. The small isolated
symbols indicate the positions of the stimulus vowels inF1 –F2 space.

FIG. 9. As Fig. 8, but for the simultaneous vowel pairs.

TABLE V. The probability of zero (p0), one (p1), and two (p2) correct
responses for simultaneously presented vowels for a vowel with a 2-, 4-, or
8-Hz FM rate combined with a vowel with an 8-Hz FM rate. Columns 4 to
6 show the derived values of the overall average probability correct (pavg),
and the average probability of identifying the dominant vowel (pd) and the
nondominant vowel (pnd). For comparison, the last column shows the av-
erage probability of correct identification for vowels presented in isolation
(piso).

p0 p1 p2 pavg pd pnd piso

2 Hz, 8 Hz 0.15 0.58 0.27 0.56 0.63 0.43 0.72
4 Hz, 8 Hz 0.16 0.60 0.24 0.54 0.60 0.40 0.77
8 Hz, 8 Hz 0.14 0.63 0.23 0.55 0.60 0.39 0.76
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For vowel-like sounds with components uniformly
spaced on an ERBN scale~to eliminate effects of harmonic-
ity!, subjects were not able to use differences in FM rate
across two simultaneously presented vowels to improve
vowel identification. These results suggest that differences in
the FM rate applied to the two vowels did not promote per-
ceptual segregation of the vowels. Subjective reports are
consistent with this interpretation.
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The dominance region~DR! for pitch was determined for 16- and 200-ms complex tones containing
the first seven harmonics of a fundamental frequency~F0! of 250 Hz. A tone was presented with one
of the harmonics mistuned upwards or downwards by 3%, followed 500 ms later by a perfectly
harmonic tone of the same duration. Listeners adjusted the F0 of the harmonic tone so that its pitch
matched that of the mistuned complex. In experiment 1, stimuli were presented monaurally. The DR
was significantly higher in harmonic number for the short than for the long duration. The overall
sum of the pitch shifts produced by all harmonics was significantly larger for the short than for the
long duration, presumably due to stronger perceptual fusion for the former. In experiment 2, the
mistuned harmonic was presented only contralaterally to the remainder of the complex. A similar
shift in the DR with duration was observed, although the pitch shifts were smaller than for monaural
presentation. There was no significant effect of duration on the overall pitch shifts. The results are
discussed in terms of pattern recognition and autocorrelation models of pitch perception, and a role
of attention in pitch matching is suggested. ©2005 Acoustical Society of America.
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I. INTRODUCTION

The question of which harmonics are the most important
in determining the pitch of a complex tone~the residue pitch!
has been the subject of a considerable amount of research
~Bilsen and Ritsma, 1967; Plomp, 1967; Ritsma, 1967, 1970;
Patterson and Wightman, 1976; Mooreet al., 1985; Dai,
2000!. For example, Plomp~1967! presented his subjects
with a perfectly harmonic complex tone of a given funda-
mental frequency~F0! followed by a complex whose com-
ponents were split into two groups, the lower group of com-
ponents having a slightly lower F0 and the higher group
having a slightly higher F0. Subjects had to indicate which of
the two tones was higher in pitch. He found that harmonic
numbers 3–5 were dominant in determining the pitch.
Ritsma ~1967! used very similar methods and came to a
similar conclusion. Plomp~1967! also found that the region
of dominant harmonics depended somewhat on the F0; the
harmonic numbers of the dominance region tended to de-
crease with increasing F0. Generally, the lower resolved har-
monics have been found to be dominant in determining the
residue pitch. In agreement with this, pattern recognition
models of pitch perception assume that residue pitch is de-
rived on the basis of information from harmonics that are
resolved in the peripheral auditory system, and therefore
these models predict the lower resolved components to be
dominant ~Terhardt, 1972; Goldstein, 1973; Wightman,
1973; Terhardt, 1974!.

While the experiments of Ritsma and Plomp assessed a
regionof dominant harmonics, Mooreet al. ~1985! devised a
method which enabled assessment of the relative dominance
of individual partials in determining the pitch of complex
tones. The method involves mistuning a single partial in the
complex tone up or down by a certain percentage of its
nominal ~harmonic! frequency, and measuring the corre-
sponding shift in the residue pitch. Using this method with a
complex tone duration of 420 ms, Mooreet al. ~1985! found
that, for mistunings up to62%–3%, the shift in the residue
pitch was approximately a linear function of the shift in the
harmonic. For greater mistunings, the shift in the residue was
reduced. For all three subjects and for the three F0s tested
~100, 200, 400 Hz!, the dominant harmonics were contained
within the six lowest partials. However, the exact distribution
of dominance varied markedly between individuals. The dis-
tribution of dominance for each subject reflected the relative
frequency difference limens~FDLs! for individual partials
when presented within the complex tone, which had been
measured for the same subjects by Mooreet al. ~1984!; low
FDLs were associated with high dominance. In other words,
components that made a high contribution to the residue
pitch tended to be those that had low FDLs, with the FDL for
each component being determined for presentation within the
complex. Mooreet al. ~1985! concluded that these results are
compatible with Goldstein’s~1973! pattern recognition
model of pitch perception, according to which the contribu-
tion of a given component to the residue pitch depends upon
the precision with which the frequency of that component is
represented at the input to a ‘‘central processor.’’ However,
they suggested that their results are also compatible with a
slightly modified version of Terhardt’s model~Terhardt,

a!Parts of this work were presented at the 147th meeting of the Acoustical
Society of America, New York, New York, 24–28 May 2004@J. Acoust.
Soc. Am.115, 2389~2004!#.

b!Electronic mail: hedwig.gockel@mrc-cbu.cam.ac.uk
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1979; Terhardtet al., 1982a, b!, in which the residue pitch is
derived as a weighted average of the virtual pitches produced
by the individual components instead of being determined
solely by the virtual pitch of the single partial with the great-
est weight in the ‘‘virtual pitch pattern’’~as assumed by Ter-
hardt and co-workers!.

Up to now, research on the dominance of harmonics for
residue pitch has focused on stimuli with relatively long du-
rations. However, many natural sounds are quite brief and,
thus, it is of interest to know whether the relative importance
of harmonics for pitch depends on tone duration. The first
objective of the present study was to assess whether there
was an effect of duration. The second, more theoretical ob-
jective was to use the method devised by Mooreet al. ~1985!
to test a prediction of pattern recognition models of pitch
perception for the pattern of the dominance region. These
models predict an effect of the duration of the stimulus on
the distribution of dominance across individual partials. The
reasoning behind this prediction is described below.

It is well established that the increase in the FDL with
decreasing stimulus duration is more marked at low than at
high frequencies~Liang and Chistovich, 1961; Sekey, 1963;
Henning, 1970; Moore, 1973; Freyman and Nelson, 1986;
Micheyl et al., 1998!. As mentioned above, according to pat-
tern recognition models of pitch perception, the contribution
of a given component to residue pitch depends upon the
precision with which the frequency of that component is rep-
resented at the input to the central processor. Due to the
frequency-dependent effect of duration on FDLs, which are
generally considered to provide a measure of the precision of
frequency encoding, one would expect that the contribution
to the residue pitch from lower partials would be relatively
smaller for short than for long stimulus durations. In con-
trast, higher partials should contribute relatively more for
short than for long durations. More detailed predictions of
pattern recognition models for the expected change in the
dominance region will be presented below~Sec. III D!.

The results of the first experiment showed that the pre-
dicted effect of duration on the relative contribution from
lower and higher harmonics to the residue pitch does indeed
occur. Naturally, the fact that a pattern recognition model
does predict such an effect does not imply that other models
of pitch perception are unable to account for it. Below~Sec.
III E ! we show that an autocorrelogram model~Meddis and
Hewitt, 1991a, b; Meddis and O’Mard, 1997!, which does
not derive residue pitch from estimates of the frequencies of
individual partials, is in principle also able to qualitatively
predict the observed effect. The experimental results also
showed that, overall, the contribution of single mistuned har-
monics to the residue pitch was higher for the short than for
the long stimulus duration. The second experiment assessed
whether the same pattern of results occurred for contralateral
presentation of the mistuned partial.

II. GENERAL METHOD AND STIMULI

A complex tone with a nominal F0 of 250 Hz, contain-
ing the first seven harmonics added in sine phase, with equal
amplitude, was employed as the test stimulus in both experi-
ments. The duration of the tones was either 16 or 200 ms,

including 8-ms raised-cosine onset and offset ramps. The
choice of F0 and durations was motivated by the desire to
optimize the chance of observing an effect of duration on the
dominance region~if it exists!, and was based on Moore’s
~1973! data. Moore~1973! measured FDLs for pure tones of
various durations with frequencies of 125, 250, 500, 1000,
2000, 4000 Hz and higher. For 125 Hz, performance at du-
rations smaller than 40 ms was so poor for some subjects that
a FDL could not be measured. For 250 Hz, a threshold could
be measured for all subjects down to durations as small as
12.5 or 10 ms, and the increase in FDL relative to that ob-
served for a duration of 200 ms was substantial; for one
subject the FDL was increased by a factor of 15. Generally,
the increase in FDL with decreasing duration was largest for
frequencies at and below about 500 Hz. Thus, to increase the
chance of observing an effect of duration on the dominance
region, the F0 should be low enough for the tone to have at
least one dominant harmonic below about 500 Hz. Also, the
short duration complex tone should be as short as possible,
while still allowing the subjects to be able to perceive a
pitch. When choosing the parameters of the present stimuli
according to these requirements, it was assumed that, as a
first approximation, the effect of duration on the FDL as a
function of frequency does not depend greatly on whether
the tone is presented on its own or as part of a harmonic
complex.

A two-interval, two-alternative adaptive procedure was
used to obtain pitch matches between a complex that had one
of its partials mistuned by63% and a perfectly harmonic
complex tone; the F0 of the latter was adjusted to obtain the
match. A mistuning of63% was chosen in order to maxi-
mize the expected pitch shifts and because, as was men-
tioned above, Mooreet al. ~1985! found that, for mistunings
up to 62%–3%, the shift in the residue pitch was approxi-
mately a linear function of the shift in the harmonic. The
complex tone with the mistuned partial was always presented
in the first interval. After an interstimulus interval of 500 ms,
the harmonic complex was presented. Each interval was
marked by a light. Subjects were required to indicate the
interval containing the complex with the higher pitch. A two-
down, two-up rule was used to adjust the F0 of the harmonic
complex. After two consecutive answers of the same type,
the F0 of the harmonic complex was increased if the first
interval was judged higher and decreased if the second inter-
val was judged higher. This procedure tracks the point cor-
responding to 50% ‘‘higher’’~or ‘‘lower’’ ! judgments of the
adjustable harmonic complex. The starting step size was 5
Hz. Following each turnpoint~a change in the direction of
the F0 change!, the step size was halved until the minimum
step size of 0.125 Hz was reached.

The starting F0 of the harmonic complex was varied
quasirandomly in the range 250625 Hz. For each mistuned
partial there were always four runs in a sequence; in two the
partial was mistuned upwards and in two it was mistuned
downwards. One of the two runs for each mistuning direc-
tion had a starting F0 for the harmonic complex higher than
250 Hz, and one had an F0 lower than 250 Hz. The different
partials were tested in a controlled order, from low harmonic
number to high harmonic number to low harmonic number,
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etc. Two buttons on a response box, marked 1 and 2, respec-
tively, were used to indicate the interval with the higher
pitch. By pressing a third button~underneath a red LED!,
subjects initiated the presentation of the same stimulus pair
again. By pressing a fourth button~underneath a green LED!
subjects indicated when they were satisfied with the pitch
match. Subjects were encouraged to ‘‘bracket’’ the overall
pitch of the complex containing a mistuned partial with the
pitch of the harmonic complex, that is, to go from higher to
lower to higher, etc. They were also encouraged to listen a
few times to the same stimulus pair before indicating the
interval with the higher pitch. Only after they reached the
minimum step size was their response ‘‘Pitch of the two
tones is the same’’ accepted. If a subject pressed the fourth
button before the minimum step size was reached, the re-
sponse was ignored and the same stimulus pair was pre-
sented again. Subjects were informed about the procedure,
but no feedback was provided.

The matching pitch was defined as the F0 of the har-
monic complex presented immediately before the subject in-
dicated that the pitch in the two intervals was equal. At least
ten pitch matches were obtained for each condition and sub-
ject. The data reported are the means of these ten~or more!
pitch matches. The total duration of a single session was
about 2 h, including rest times. To familiarize subjects with
the procedure and equipment, they were given about 2 h of
practice.

The complex tones were presented at a level of 65 dB
SPL per component in a continuous pink background noise
that had a spectrum level of 9 dB at 1 kHz (re 20 mPa!. The
pink noise was presented so that the individual components
would have approximately equal sensation levels. The tones
were generated digitally, and were played out using a 16-bit
digital-to-analog converter~CED 1401 plus!, with a sam-
pling rate of 10 kHz. Stimuli were passed through an anti-
aliasing filter~Kemo 21C30! with a cutoff frequency of 4.3
kHz ~slope of 96 dB/oct!, and presented using Sennheiser
HD250 headphones. Subjects were seated individually in an
IAC double-walled sound-attenuating booth.

III. EXPERIMENT 1: MONAURAL PRESENTATION

A. Stimuli and listeners

To investigate the basic effect of stimulus duration on
the pattern of the dominance region, all stimuli were pre-
sented monaurally. Five subjects participated in all condi-
tions. They ranged in age from 22 to 30 years, and their quiet
thresholds at octave frequencies between 250 and 4000 Hz
were within 15 dB of the 1969 ANSI standard. All of them
had considerable musical experience and were screened for
their ability to give reliable pitch matches forbothdurations.
Especially for the short duration, the task was not easy, and,
initially, two more subjects were screened and then excluded
as they were unable to give reliable pitch matches at the
short duration. Pitch matches were considered to be unreli-
able when matches to the same stimuli differed by more than
about 20 Hz.

B. Results

The results are presented~following Mooreet al., 1985!
as the meanabsolutepitch shift, which is calculated as half
the difference in pitch matches between corresponding posi-
tive and negative mistunings, expressed as a percentage of
the F0. Figure 1 shows the results of the individual subjects
@panels~a!–~e!# and the mean results averaged over all sub-
jects @panel ~f!#, together with the corresponding standard
errors; for the mean results@panel~f!# the standard error is
the error of the mean of the average pitch shifts across sub-
jects. The squares and the triangles show pitch shifts as a
function of the number of the mistuned harmonic for stimu-
lus durations of 200 and 16 ms, respectively. Also indicated
in each panel is the sum of the pitch shifts over all harmon-
ics, expressed as a percentage of the F0, separately for each
of the two stimulus durations.

FIG. 1. Results of experiment 1~monaural stimulus presentation! for the
five individual subjects@panels~a!–~e!#, and the mean averaged over all
subjects@panel~f!#, together with the corresponding standard errors. For the
mean results@panel ~f!# the standard error is the error of the mean of the
average pitch shifts across subjects. The meanabsolutepitch shift was cal-
culated as half the difference in pitch matches between corresponding posi-
tive and negative mistunings~3%! and expressed as a percentage of the F0
~250 Hz!. The squares and the triangles show pitch shifts as a function of the
number of the mistuned harmonic for stimulus durations of 200 and 16 ms,
respectively. The sum of the pitch shifts for each harmonic, expressed as a
percentage of the F0, is indicated in the upper-right corner in each panel,
separately for each duration. The dashed line in panel~f! shows the predic-
tions of a pattern recognition model for the 16-ms duration, based on the
observed pitch shifts for the 200-ms duration. See text for details.
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For the 200-ms duration, mistuning of the second and
the first harmonics generally produced the largest pitch
shifts. Mistuning of one of the higher harmonics had a re-
duced effect on the pitch. The smallest pitch shifts were ob-
served when the fifth harmonic was mistuned. For the 16-ms
duration, typically the standard errors were larger than for
the 200-ms duration, and the pattern of results varied more
between subjects. For most subjects, mistuning of the sec-
ond, the third, or the fourth harmonic produced the largest
pitch shifts. For two of the subjects, the seventh harmonic
was among the three with the largest contribution to pitch.
Most importantly, for all subjects, mistuning of the first har-
monic produced a markedly smaller shift in pitch for the
16-ms duration than for the 200-ms duration. In contrast, for
all subjects, mistuning of the third or fourth harmonic pro-
duced a larger pitch shift for the 16-ms than for the 200-ms
duration. Also, the sum of the pitch shifts produced by all
harmonics was larger, and closer to 3%, for the 16-ms dura-
tion ~2.91%! than for the 200-ms duration~2.49%!. The sum
of the pitch shifts would be expected to be 3%, if the pitch is
determined as a weighted average of pitch cues derived from
the individual partials, as proposed by Mooreet al. ~1985!.
This is based on the assumption that a harmonic, when mis-
tuned by 3%, makes the same contribution as it would if it
were not mistuned.

To determine the statistical significance of these effects,
a repeated measures two-way ANOVA~with factors duration
and harmonic number! was calculated, using the mean pitch
shift in percent for each subject and condition as input. The
ANOVA showed significant main effects of harmonic num-
ber @F(6,24)519.8, p,0.001#1 and duration @F(1,4)
512.9, p,0.05#, the latter reflecting the overall larger pitch
shift for the shorter duration. Most importantly here, the in-
teraction between duration and harmonic number was highly
significant @F(6,24)513.0, p,0.001#. Post hoccontrasts
based on Fisher’s least significant difference procedure
showed that pitch shifts were significantly smaller for the
16-ms than for the 200-ms duration when the first harmonic
was mistuned (p,0.001), but were significantly larger for
the 16-ms than for the 200-ms duration when the third,
fourth, or fifth harmonic was mistuned (p,0.05 for all ha-
monics!. For all other harmonics~second, sixth, and seventh!
there was no significant difference between pitch shifts for
the short and long durations. Thus, an effect of duration on
the dominance region for pitch was indeed observed, namely
a relatively smaller contribution from low harmonics and
relatively greater contribution from higher harmonics for the
short duration than for the long duration.

C. Discussion

As was also reported by Mooreet al. ~1985!, individual
differences occurred with respect to which harmonics had the
greatest influence on residue pitch. However, the differences
were smaller for the 200-ms than for the 16-ms duration. For
the 200-ms duration, individual differences were smaller
than those observed by Mooreet al. ~1985! for an F0 of 200
Hz and a duration of 420 ms~the condition most similar to
the present one!; in the present data, the contribution to the

residue pitch was highest for the second and the first har-
monics for all five subjects, while the pattern was more vari-
able in Mooreet al.’s data.

While Mooreet al. found no contribution from harmon-
ics higher than the sixth, three out of our five subjects
showed some contribution to pitch from the seventh compo-
nent. This was probably due to the fact that, in the present
experiment, the seventh component was the highest compo-
nent present and therefore would have been masked less by
neighboring higher components than in Mooreet al.’s study,
where a 12-component complex was used~see also Moore
et al., 1984!.

For the 200-ms duration, the sum of the pitch shifts pro-
duced by each of the mistuned harmonics was 2.49%. This is
slightly smaller than the 2.8% found by Mooreet al. ~1985!
for the same amount of mistuning~3%!, averaged across
their three F0s~100, 200, and 400 Hz!, and a stimulus dura-
tion of 420 ms@read from Fig. 1~b! in Mooreet al.#. For the
16-ms duration, the sum of the pitch shifts was significantly
larger~2.91%! than for the long duration. This can probably
be explained by the fact that for the short duration the mis-
tuned components were less likely to be perceptually segre-
gated~Moore et al., 1986! and by assuming that harmonics
that are fused more contribute more to the residue pitch.
Compatible with the latter assumption, Mooreet al. ~1985!
found reduced pitch shifts for mistunings larger than 3%,
when there would have been increased segregation of the
mistuned harmonic from the remainder of the complex
~Mooreet al., 1986!. In fact, Darwin~1992! assumed that the
pitch shift caused by a mistuned harmonic is a joint function
of the degree to which it is mistuned and the degree to which
it is perceptually segregated~due to mistuning!. Based on
this assumption, he successfully modeled the nonmonotonic
variation in pitch shifts with increasing mistuning by assum-
ing that the contribution of a harmonic to pitch is reduced
monotonically~according to a Gaussian curve! as the mis-
tuning increases, i.e., as the perceptual segregation increases.

We are not aware of any other study that has investi-
gated the effect of stimulus duration on thesumof the pitch
shifts from all partials. There are, however, two studies
which investigated the effect of duration on pitch shifts pro-
duced by mistuning a single partial only. Moore~1987! com-
pared the pitch shift obtained by mistuning a harmonic, cho-
sen individually for each subject to be one of the most
dominant, for stimulus durations of 50 and 410 ms and for
various degrees of mistunings. He found that the pitch shift
was significantly greater for the 50-ms than for the 410-ms
duration only for mistunings of 6% and larger, but not for
mistunings of 4% and smaller. His conclusion was that the
tolerance of the pitch mechanism for including mistuned par-
tials increases with decreasing stimulus duration. Based on
this and the results of his earlier study~Moore et al., 1985!,
one would not necessarily have expected the effect of stimu-
lus duration seen in the present data.

The second study that investigated the effect of duration
on the contribution of one mistuned partial to the residue
pitch was presented by Darwin and Ciocca~1992!. They
found that, when the fourth harmonic of a complex tone with
an F0 of 155 Hz was mistuned by 1.6%, 3.2%, or 8%, the
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pitch shift wasalwaysslightly but significantly larger for a
duration of 90 ms than for a duration of 410 ms. Darwin and
Ciocca attributed the discrepancy between their own and
Moore’s ~1987! findings to the fact that they did not choose
a harmonic individually for each subject to be a dominant
one, and possibly to the differences in F0 and duration be-
tween the two studies. The results of our first experiment,
together with Darwin and Ciocca’s findings, support the ex-
istence of an effect of duration on the contribution of mis-
tuned harmonics to residue pitch even for a relatively small
amount of mistuning.

The main finding of experiment 1 was the effect of du-
ration on the pattern of the dominance region, i.e., a rela-
tively smaller contribution from low harmonics and rela-
tively greater contribution from higher harmonics for the
short duration than for the long duration. Because FDLs for
pure tones increase with decreasing duration and do so more
at low than at high frequencies~Liang and Chistovich, 1961;
Sekey, 1963; Henning, 1970; Moore, 1973; Freyman and
Nelson, 1986; Micheylet al., 1998!, this finding is qualita-
tively consistent with predictions derived from pattern rec-
ognition models of pitch perception which state that the con-
tribution of a given component to the residue pitch depends
upon the precision with which the frequency of that compo-
nent is represented at the input to the central processor
~Goldstein, 1973!.

So far we have not considered why FDL increases more
with decreasing duration at low frequencies than at high fre-
quencies. However, previous data have shown that this pat-
tern of results is compatible with frequency discrimination
being mainly based upon temporal information for frequen-
cies below about 5 kHz and upon ‘‘place’’ information for
frequencies above 5 kHz~Moore, 1973!. Mounting evidence
suggests that the increase in the FDL with decreasing dura-
tion for frequencies below about 5 kHz is due to the decreas-
ing number of periods available for sampling by a temporal
mechanism and not due to spectral splatter~Moore, 1973;
Goldstein and Srulovicz, 1977; Micheylet al., 1998!. How-
ever, note that Goldstein~1973! pointed out that, in his op-
timum processor theory, the frequencies of individual har-
monics might be derived from either place or temporal
information. Thus, pattern recognition models of pitch per-
ception, and consequently the prediction derived from pat-
tern recognition models that has been tested here, do not
depend upon a specific assumption about the origin of the
information about component frequencies.

D. Predictions of a pattern recognition model

We next present more quantitative predictions of a pat-
tern recognition model of the effect of shortening the stimu-
lus duration from 200 to 16 ms on the dominance region. It
was assumed that, as a first approximation, the effect of du-
ration on the FDL as a function of frequency is the same
when the tone is presented on its own and when it is pre-
sented as harmonic within a complex tone. This might not be
exactly true, but it seems very unlikely that FDLs as a func-
tion of duration when measured in the presence of a complex
tone would show a qualitatively different pattern from that
observed for pure tones. Thus, in the absence of any pub-

lished data on the effect of duration on FDLs for individual
harmonics within complex tones, the following predictions
were based on FDLs for pure tones at various durations as
measured by Moore~1973!. The increases in FDL for tones
with a duration of 16 ms relative to those with a duration of
200 ms were taken to be 8.96, 5.48, 3.42, 2.82, 2.39, 2.26,
and 2.12~expressed as a factor! for tones with frequencies of
250, 500, 750, 1000, 1250, 1500, and 1750 Hz, respectively.
These values were obtained by linear interpolation between
the geometric means of the values determined by Moore
~1973! for three subjects for frequencies of 250, 500, 1000,
and 2000 Hz, when comparing FDLs for a duration of either
12.5 and 25 ms~one subject! or 10 and 40 ms~2 subjects! to
FDLs for a duration of 200 ms.

As mentioned in the Introduction, Mooreet al. ~1985!
showed that the distribution of dominance across partials for
each subject reflected the relative FDLs for individual par-
tials when presented within the complex tone~measured for
the same subjects by Mooreet al., 1984!; low FDLs were
associated with high dominance, and high FDLs were asso-
ciated with low domininance. These authors reported a cor-
relation of 0.84 between the dominance of a partial and the
reciprocal of the normalized FDL, where normalization
means expressing each FDL as a percentage and dividing it
by the lowest FDL obtained for that subject. Therefore, for
each subject in the present study, the FDLs for individual
partials within the 200-ms hamonic complex should be in-
versely related to the pitch shifts measured for a duration of
200 ms.

In order to obtain predictions of the dominance pattern
for a duration of 16 ms, for each of the present subjects, the
pitch shifts obtained for the 200-ms duration were divided by
the above frequency-dependent factors describing the in-
crease in FDLs for a duration of 16 ms relative to those for a
duration of 200 ms. Following this, all~pitch shift! values
were rescaled by a constant factor~4.41! chosen such that the
overall sum of the predicted pitch shifts for the 16-ms dura-
tion was equal to the overall sum of the observed pitch shifts
for the 200-ms duration. Hence, this simple model makes
predictionsof the effect of a shortened duration on therela-
tive contribution of individual partials. It does not make ana
posteriori fit to the data in the 16-ms conditions. Thus, it
does not try to model other possible effects such as changes
in the fusion of partials due to the shortening of duration,
which in turn might affect~overall! pitch shifts.

The predictions of the mean data at the 16-ms duration
are shown by the dashed line in Fig. 1~f!. Relative to the
200-ms duration, pitch shifts for the 16-ms duration are pre-
dicted to decrease for the first and second harmonics and
increase for all harmonics above the second. This is gener-
ally the case~except for the sixth harmonic!. For harmonics
one, two, six, and seven the predicted pitch shifts for the
16-ms duration were close to the observed values for the
short duration. For harmonics three, four, and five, predicted
shifts were, however, somewhat below the measured pitch
shifts. Thus, the observed changes in the contribution of in-
dividual harmonics to the residue pitch with shortening of
the stimulus duration go in the predicted direction. However,
quantitatively the predictions are far from perfect. There are
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several possible reasons for this. Firstly, and most impor-
tantly, the effect of duration on the precision of frequency
encoding was estimated from pure tone FDLs. Predictions
might improve if they were based on measurements of the
effect of duration on FDLs for components within a complex
tone. Secondly, the effect of duration on the precision of
frequency encoding was estimated from data of different
subjects. Thirdly, the prediction was based on pattern recog-
nition models and therefore does not include possible effects
of an overall~or differential! increase in pitch shifts due to
an increase in fusion of the components for the shorter du-
ration.

Overall, the observed effect of duration on the domi-
nance region was broadly consistent with predictions derived
from a pattern recognition model. Note that the predicted
effect of duration on the dominance region depends on the
combination of F0 and the shortest duration chosen for the
stimuli. If a higher F0 had been chosen, e.g., 500 Hz, and if
a longer duration than the present value of 16 ms had been
used, then smaller effects~if any! would be expected.

E. Predictions of an autocorrelogram model of pitch
perception

Here we consider whether the observed effect of dura-
tion on the dominance region can be predicted by a model
which does not derive the residue pitch from estimates of the
frequencies of the individual partials. The model considered
is the autocorrelogram model of pitch perception~Meddis
and Hewitt, 1991a, b; Meddis and O’Mard, 1997!. Predic-
tions of the pitch matches to our test stimuli were derived
using this model and the method suggested by Meddis and
colleagues ~Meddis and Hewitt, 1991a, b; Meddis and
O’Mard, 1997!. The model includes the following stages:~1!
A second-order bandpass filter with lower and upper cutoff
frequencies of 450 Hz and 8.5 kHz, respectively, to simulate
the operation of the outer and middle ear;~2! A gammatone
filterbank, comprising 60 channels evenly spaced on an
ERBN scale~Glasberg and Moore, 1990; Moore, 2003! with
center frequencies between 100 Hz and 8 kHz, simulating
the mechanical filtering on the basilar membrane;~3! Simu-
lation of the mechanical to neural transduction at the hair cell
~Meddis, 1986; 1988; Meddiset al., 1990!, which gave the
probability of occurrence of a spike in the auditory nerve
fibers for each of the 60 channels as a function of time;~4! A
running autocorrelation function~ACF! with a given time
constant ~t!, calculated separately within each channel,
which provides an estimate of the distribution of intervals
between all spikes originating from fibers within a given
channel, measured at a certain offset time~the time constant
t and the offset were parameters whose effect on the predic-
tions was investigated; see below!; ~5! A summary ACF, de-
rived by averaging the ACFs across all channels. The sum-
mary ACF was calculated for a given test stimulus, e.g., the
inharmonic complex with the third component mistuned up-
wards, and for many perfectly harmonic complexes with the
same duration but varying in F0; F0s varying from 246.25 to
253.75 Hz~250 Hz61.5%! in steps of 0.125 Hz were used.
The F0 giving the smallest Euclidean distance (D2) between
the summary ACFs of the inharmonic test stimulus and the

harmonic ‘‘matching’’ stimulus was taken as the predicted
match to the inharmonic stimulus. D2 was computed over a
range of lags restricted around the ‘‘F0 region,’’ containing
the major peak in the summary ACF~lags corresponding to
between 225 and 275 Hz, except where explicitly stated!.
The shifts in F0 determined for the complex with the posi-
tively mistuned partial and the complex with the negatively
mistuned partial were averaged, as in the experiment.

The input stimuli were identical to the ones used in the
experiment, with one exception. The sample rate was in-
creased to 100 kHz, in order to have reasonable resolution in
the summary ACF~about 0.25% of the F0 of 250 Hz!. The
time constantt of the running ACF calculations was set ei-
ther to 2.5 ms, as in Meddis and Hewitt~1991a, b!, or to 3.5
ms. Meddis and O’Mard~1997! used a time constant of 10
ms for their predictions of the dominance of individual har-
monics, as described by Mooreet al. ~1985!. We were unable
to use such a large time constant, because the short stimulus
duration of 16 ms allowed a maximum value of 3.5 ms. This
restriction to a maximum time constant of 3.5 ms follows
from ~i! the assumption that the calculation of the ACF over
time should be restricted to the time where the stimulus is
actually present, i.e., it should not include time before2 or
after stimulus presentation, and (i i ) the fact that the ACF is
calculated over a durationT, with T equal to three timest
~Meddis and Hewitt, 1991a!, which means that a stimulus
with duration T plus the maximum lag must be available.
The time point at which to measure the ACF~the offset! was
fixed in two ways:~i! At the end of the stimulus~the auto-
correlation is calculated backwards in time! and (i i ) for the
stimuli of 16-ms duration, it was set to 12 ms for the inhar-
monic stimuli, and it was slightly adjusted around 12 ms, to
include a full number of cycles, for the harmonic stimuli. For
the stimuli of 200-ms duration, it was set to 100 ms for the
inharmonic stimuli, and was slightly adjusted around 100
ms, to include a full number of cycles, for the harmonic
stimuli. The latter way of slightly adjusting the offset for
harmonic stimuli follows the method suggested by Meddis
and Hewitt~1991a, b! and Meddis and O’Mard~1997!.

Figure 2 shows the predicted pitch shifts~as a percent-
age of the F0! as a function of the number of the mistuned
harmonic. The squares and the triangles show predicted pitch
shifts as a function of the number of the mistuned harmonic
for stimulus durations of 200 and 16 ms, respectively. Panel
~a! shows the predictions for an offset at the end of the
stimulus witht equal to 3.5 ms. With this choice of param-
eters, the predicted pitch shift patterns are qualitatively simi-
lar to the observed ones. For panel~b! the offset is un-
changed~at the end of the stimulus!, butt equals 2.5 ms. The
predictions with this choice of parameters donot show less
contribution from the first harmonic for the 16-ms duration
than for the 200-ms duration stimulus. In panel~c!, the offset
is set to the end of a full cycle for the harmonic stimuli, with
t equal to 2.5 ms. For the predictions shown in panel~c!, D2

was computed over a range of lags corresponding to F0s
between 231.5 and 275 Hz, instead of the ‘‘normal’’ range of
225 to 275 Hz. This was necessary because, for a 12-ms
offset, the maximum lag for which ACFs could be calculated
was 4.32 ms~231.5 Hz!. Panel~c! shows that there is rea-
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sonable agreement between predictions and data@shown in
Fig. 1~f!#. Note also that in all cases the predicted sum of the
pitch shifts produced by all harmonics is larger for the 16-ms
than for the 200-ms duration. This is also in agreement with
the data.

In summary, the accuracy of the predictions depends on
the time constant and the offset chosen. The best fit between
predictions and data was seen when the offset corresponded
to a whole number of cycles for the harmonic stimuli. This
was the method used before by Meddis and Hewitt~1991a,
b! and Meddis and O’Mard~1997!. However, it should be
noted that this choice corresponds to assuming additional,
but unformalized knowledge within the model; it is not ob-
vious how the auditory system would determine this specific

point in time. Reasonable predictions were also derived
when the offset was fixed at the end of the stimulus andt
was equal to 3.5 ms.

At first sight, it seemed surprising that the autocorrelo-
gram model could account for the observed interaction be-
tween duration and harmonic number. Some insight into the
reasons for this can be obtained by investigating the effect of
the 8-ms onset and offset ramps applied to our stimuli. The
reasoning behind this was that, especially for the short stimu-
lus duration, the ramps might lead to a ‘‘deflation’’ of the
longer lags~lower frequencies! relative to the shorter lags
~higher frequencies! in the calculation of the summary ACF;
due to the ramps, the calculation of the ACF is based on less
neural activity when the lags are long than when they are
short ~especially for the short duration! and this would re-
duce the contribution to the summary ACF from channels
with low center frequencies relative to that from channels
with high center frequencies. To test this idea, calculations
were repeated for stimuli which had the same overall dura-
tion and 1-ms raised-cosine onset and offset ramps. Gener-
ally, shortening the ramps gave predictions that deviated
more from the observed data pattern. Only when the offset
corresponded to a complete number of cycles for the har-
monic stimuli was there some qualitative agreement between
the data and the predictions derived for stimuli with 1-ms
ramps.

In conclusion, the observed effect of stimulus duration
on the dominance regioncan, at least qualitatively, be pre-
dicted by the autocorrelation model of pitch perception
~Meddis and Hewitt, 1991a, b; Meddis and O’Mard, 1997!.
The observed effect is thus consistent with both a pattern
recognition model of pitch perception and a model that does
not derive the residue pitch from estimates of the frequencies
of the individual partials. It should be noted, however, that
the predictions of the autocorrelogram model were highly
dependent on the specific parameter values chosen; for ex-
ample, choosing the offset as an integer number of cycles of
the harmonic stimulus improved predictions, but this corre-
sponds to providing information to the model that is not
derived from the stimulus itself.

IV. EXPERIMENT 2: CONTRALATERAL
PRESENTATION OF THE MISTUNED HARMONIC

The objective of the second experiment was to assess the
effect of presenting the mistuned harmonic contralaterally to
the remainder of the complex. It is not obvious how the
pattern of pitch shifts obtained in this case would compare
with that for monaural presentation. On the one hand, con-
tralateral presentation would lead to an increase in peripheral
resolution of the mistuned component which in turn~accord-
ing to pattern recognition models of pitch perception! might
lead to an increased contribution of that component to the
overall pitch. This increase in contribution to pitch would be
expected to be larger for the higher than for the lower har-
monics. The reason for this expectation is as follows. For
monaural presentation, the greater masking of higher har-
monics causes them to have higher FDLs, when expressed as
a percentage of their center frequency, than the lower har-
monics ~Moore et al., 1984!. In contrast, for contralateral

FIG. 2. Predictions of the pitch shifts from an autocorrelogram model of
pitch perception~Meddis and Hewitt, 1991a, b; Meddis and O’Mard, 1997!.
Panels~a! and~b! show predictions for different values of the time constant
t ~see text for details!, with the time of calculation of the ACF~offset! fixed
at the end of the stimulus. Panel~c! shows predictions when the offset was
set to a time in the stimulus that, in the case of the harmonic stimuli,
corresponded to a full number of periods for each individual F0. Otherwise,
as in Fig. 1.
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presentation, we would expect the pattern of FDLs to follow
those for pure tones in isolation, and be lower at higher fre-
quencies~Moore, 2003!. Consequently, the reduction in FDL
and therefore the increase in contribution to pitch, produced
by contralateral presentation, should be much greater at
higher than at lower harmonic numbers.

On the other hand, Darwin and Ciocca~1992! reported
that the pitch shift for a 12-component complex tone with a
duration of 90 ms wasslightly but significantly smaller when
a single mistuned harmonic~the fourth! was presented to the
opposite ear to the remaining 11 harmonics than when pre-
sented to the same ear~see also Darwinet al., 1992!. Thus,
in spite of the increased resolution of the mistuned harmonic
when presented contralaterally, its contribution to the pitch
decreased relative to that for monaural presentation, prob-
ably because it was more likely to be perceptually segre-
gated. It is not obvious what the relative sizes of these coun-
teracting effects are for different harmonic numbers and
durations.

A. Stimuli and listeners

The stimuli were the same as in experiment 1, except
that the mistuned harmonic was presentedonly contralater-
ally to the remainder of the complex. Six subjects partici-
pated. Four of them were run at both durations~16 and 200
ms!, and three of those four had also participated in experi-
ment 1. One subject, who had also participated in experiment
1, was only available for a short time and so took part in only
the 16-ms duration condition. One new subject performed
matches with the 200-ms stimuli in the dichotic and monau-
ral conditions, but was unable to give reliable pitch estimates
for the short duration. For some of the subjects who had
participated in experiment 1, a single monaural condition
was rerun after completing the dichotic conditions of experi-
ment 2, to check the stability of the earlier results. This
check showed that the results for the monaural condition
were not significantly changed after participation in the di-
chotic experiment.

Subjects ranged in age from 22 to 30 years. Their quiet
thresholds at octave frequencies between 250 and 4000 Hz
were within 15 dB of the 1969 ANSI standard and were
similar for the two ears. All of them had considerable musi-
cal experience.

B. Results

Figure 3 shows the results for the 200-ms duration for
those subjects who were also run in the monaural condition.
Panels~a!–~d! show the results for individual subjects, and
panel ~e! shows the mean results for all four subjects, to-
gether with the corresponding standard errors. The empty
squares connected by the dashed lines show the pitch shifts
in the dichotic condition. For comparison, the filled black
squares connected by the solid lines show the results for the
monaural condition; for three out of the four subjects these
are replotted from Fig. 1. There was a trend for the pitch
shifts to be smaller in the dichotic than in the monaural con-
dition; the sum of the pitch shifts from all harmonics, ex-
pressed as a percentage of the F0, was only 1.65 in the di-

chotic condition, but was 2.41 in the monaural condition.
However, an ANOVA showed that this trend was not signifi-
cant @F(1,3)57.12, p50.076], presumably due to the re-
sults of one subject~RC!, who showed similar shifts for
monaural and dichotic presentation. The interaction between
mode of presentation~monaural or dichotic! and harmonic
number also was not significant.

Figure 4 shows the results for the 16-ms duration for
those subjects who were also run in the monaural condition.
Individual data are shown in panels~a!–~d!, and panel~e!
shows the mean results. The empty triangles connected by
the dashed lines show the pitch shifts for the dichotic condi-
tion. The results for the monaural condition are replotted
from Fig. 1 and shown as the filled black triangles connected
by the solid lines. For this short duration, there was a clear
and highly significant effect of mode of presentation
@F(1,3)5312.81, p,0.001#; the pitch shifts were markedly
larger in the monaural than in the dichotic condition~the sum
of the pitch shifts was 2.87 in the monaural condition and
only 0.95 in the dichotic condition!. There was also a signifi-

FIG. 3. Results of experiment 2~contralateral presentation of the mistuned
harmonic! and, for comparison, of experiment 1, for a stimulus duration of
200 ms. Panels~a!–~d! show the pitch matches for the four individual sub-
jects, and panel~e! shows the mean over all subjects together with the
corresponding standard errors. The empty squares connected by dashed lines
and the filled squares connected by solid lines show pitch shifts obtained
with dichotic presentation~experiment 2! and with monaural presentation
~experiment 1!, respectively. The sum of the pitch shifts for each harmonic,
expressed as a percentage of the F0, is indicated in the upper-right corner in
each panel, separately for each mode of presentation.
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cant interaction between the number of the mistuned har-
monic and the mode of presentation@F(6,18)55.95, p
50.001].Post hoccontrasts based on Fisher’s least signifi-
cant difference procedure showed that pitch shifts were sig-
nificantly larger for the monaural than for the dichotic con-
dition when the second, third, or seventh harmonic was
mistuned (p,0.05); for all other harmonics the difference
was not significant.

Figure 5 shows the results for the four subjects who
were tested in the dichotic condition using both durations.
Panels~a!–~d! show the results of individual subjects, and
panel~e! shows the mean results. The empty squares and the
empty triangles show results for the 200- and 16-ms dura-
tions, respectively. The interaction between duration and har-
monic number was of borderline significance@F(6,18)
53.99,p50.051]. In contrast to the findings for experiment
1, there was a nonsignificant trend for the pitch shifts for the
16-ms duration to besmaller than those for the 200-ms du-
ration @F(1,3)52.8, p50.19]. The direction of this trend
was somewhat unexpected, and was opposite to the effect
observed for monaural presentation, where the short duration
led to significantly larger pitch shifts than the long duration.

Also indicated in Fig. 5~e!, by the solid line, are the
predictions of a pattern recognition model for the pitch shifts

for the 16-ms duration. These predictions were based on the
observed pitch shifts for the 200-ms duration in the dichotic
condition. They were derived in the same way as in the mon-
aural condition. In the dichotic condition, the constant scal-
ing factor was 3.96, chosen such that the overall sum of the
predicted pitch shifts for the dichotic 16-ms duration condi-
tion was equal to the overall sum of the observed pitch shifts
for the dichotic 200-ms condition.

Qualitatively the predictions go in the right direction.
For harmonics one and two, the predicted pitch shifts for the
16-ms duration were somewhat smaller than the observed
pitch shifts for the 200-ms duration, as were the observed
pitch shifts for the short duration~though this difference was
not significant!. However, the predicted pitch shifts were
larger than the observed pitch shifts for harmonics one and
two. For harmonics above the second, predicted pitch shifts
for the 16-ms duration were generally somewhat larger than
the observed pitch shifts for the 200-ms duration. Note that
for each individual harmonic the effect of duration on the
observed pitch shifts was nonsignificant~t-test!.

Thus, as in the monaural case, the quantitative agree-

FIG. 4. As in Fig. 3, but for a stimulus duration of 16 ms. The empty
triangles connected by dashed lines and the filled triangles connected by
solid lines show pitch shifts obtained with dichotic presentation~experiment
2! and with monaural presentation~experiment 1!, respectively.

FIG. 5. Results of experiment 2~contralateral presentation of the mistuned
harmonic! for both stimulus durations. Panels~a!–~d! show pitch matches
from four individual subjects, and panel~e! shows the mean over all subjects
together with the corresponding standard errors. The squares and the tri-
angles show pitch shifts for stimulus durations of 200 and 16 ms, respec-
tively. The solid line in panel~e! shows the predictions of a pattern recog-
nition model for the 16-ms duration, based on the observed pitch shifts for
the 200-ms duration. See text for details.
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ment between predicted and observed pitch shifts for the
16-ms duration was moderate. In principle, the same possible
reasons for this exist as mentioned for the monaural case.
Qualitatively, the changes in the observed pitch shifts with
decreased duration go in the predicted direction.

C. Discussion

For contralateral presentation of the mistuned harmonic,
the effect of stimulus duration on the dominance region~in-
teraction between harmonic number and duration! was only
of borderline significance. The reason for this might be the
unexpectedly large reduction in the size of the pitch shifts
when the mistuned harmonic was presented contralaterally to
the remainder of the complex rather than ipsilaterally; this
effect of relative ear of entry was much larger for the 16-ms
duration than for the 200-ms duration. As mentioned above,
Darwin and Ciocca~1992! found a slight but significant re-
duction in the size of the pitch shift for contralateral presen-
tation of the mistuned harmonic relative to monaural presen-
tation. Their tones had a duration of 90 ms. We are not aware
of any other study which investigated the effect of duration
on the pitch shifts caused by mistuned harmonics for the case
of contralateral presentation. A trend was observed for pitch
shifts to besmallerfor the short than for the long duration in
the dichotic condition; the sum of the pitch shifts produced
by each of the mistuned harmonics was 0.95% and 1.35% for
the 16- and 200-ms durations, respectively. The expectation
was that theoppositeeffect of duration on pitch shift would
be seen, as usually it is assumed that individual components
are perceptually more fused at short than at long durations
~Moore et al., 1986!. Therefore, the sum of the pitch shifts
would be expected to be larger for the short than for the long
duration, as was observed with monaural presentation.

There are at least two possible explanations for this un-
expected trend for the pitch shifts to be smaller for the short
than the long duration when the mistuned component was
presented contralaterally. First, it may be that the increase in
perceptual fusion with decreasing stimulus duration is
smaller for dichotic than for monaural presentation, i.e.,
grouping by common onset and offset might be less impor-
tant for dichotic than for monaural presentation. However,
we are not aware of any data suggesting this. In addition,
because there was a trend for the pitch shifts to be smaller for
the short than for the long duration in the dichotic condition,
perceptual fusion would have to belessfor the short than for
the long duration in the dichotic condition. This seems rather
unlikely.

The second possible explanation is that the pitch proces-
sor does not always assign nearly equal weights to inputs
from the two ears. In the current experiment, subjects were
instructed to match the pitch of the complex tone, not that of
the separate tone. So, they had to pay attention to a specific
ear, namely to the one to which the remainder of the target
complex and the strictly harmonic comparison complex were
presented. Possibly the weights depend on the extent to
which attention is paid to one ear or the other, and—in this
specific case—on whether there is enough time to switch
attention between ears over the duration of the stimulus. For

the 16-ms stimulus, the duration might have been too short
for voluntary or involuntary shifts of attention to the ear
receiving the single mistuned harmonic.

There are two reasons why attention to the ear being
presented with the mistuned harmonic could increase pitch
shifts. First, it could be that a contralateral component only
affects the residue pitch when attention is paid to it. Second,
it is theoretically possible that, for long~ish! stimulus dura-
tions, subjects can perform the task without using the residue
pitch of the mistuned complex. Instead, the pitch matching
might be performed in a rather more analytical way; subjects
may compare the harmonic complex with the two distinct
percepts of the mistuned component and the ‘‘remainder’’ of
the mistuned complex. They could then try to minimize si-
multaneously the overall discrepancy between the harmonic
complex and these two distinct percepts. The simultaneous
minimization of both discrepancies is needed. If only the
discrepancy between the mistuned harmonic and the corre-
sponding harmonic in the comparison complex were mini-
mized, then a harmonic mistuned by e.g.63% would lead to
a pitch shift of63%. If only the discrepancy between the
remainder of the complex and the comparison complex were
minimized, then a mistuned harmonic would not lead to any
pitch shift. As the pitch shifts observed for a single mistuned
harmonic are between those extremes, it follows that, if this
analytical method is used, then both the mistuned harmonic
and the remainder must be compared with the corresponding
parts in the comparison complex.

The fact that a mistuned harmonic can still influence
matches to the residue pitch even when it is presented before
or after the remainder of the complex~Ciocca and Darwin,
1999! might indicate the use of such an analytical strategy. In
the current study, where all partials were presented synchro-
nously, pitch matches based on this strategy would only be
possible when the duration is long enough to allow switching
between the two percepts described above and to prevent
strong perceptual fusion of the harmonics. Some of the sub-
jects might have used such a strategy for the 200-ms duration
in the dichotic condition, where the difference in ear of entry
would enhance segregation between the mistuned harmonic
and the remainder of the complex.

V. SUMMARY AND CONCLUSIONS

~1! For monaural stimulus presentation, the harmonic num-
bers that produced the largest shifts in residue pitch
when they were mistuned by63% were higher for the
16-ms duration than for the 200-ms duration. This shift
in the dominance region was predicted by pattern recog-
nition models of pitch perception~Goldstein, 1973! and,
in a simulation, was also found to be compatible with an
autocorrelation model of pitch perception~Meddis and
Hewitt, 1991a, b; Meddis and O’Mard, 1997!. The im-
plication is that the pitch of an inharmonic sound can
depend on its duration.

~2! For monaural presentation, the sum of the pitch shifts
from all harmonics was larger for the short than for the
long duration, probably because the harmonics were per-
ceptually more fused for the short than for the long du-
ration.
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~3! There was a marginally significant effect of stimulus du-
ration on the dominance region when the mistuned har-
monic was presented only contralaterally to the remain-
der of the complex. The results also showed a reduction
in the overall pitch shifts for contralateral compared to
ipsilateral presentation, which was highly significant for
the short duration.

~4! For contralateral presentation of the mistuned harmonic,
there was a nonsignificant trend for the sum of the pitch
shifts produced by all harmonics to be larger for the long
than for the short duration. This might indicate that the
pitch processor does not always and automatically assign
nearly equal weights to the inputs from the two ears.
Rather the weights might depend on the distribution of
attention to the two ears over the duration of the stimu-
lus.
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Previous research has indicated that the relationship between the interaural cross-correlation
coefficient~IACC! of a narrow-band sound and its perceived auditory source width is dependent on
its frequency. However, this dependency has not been investigated in sufficient detail for researchers
to be able to properly model it in order to produce a perceptually relevant IACC-based model of
auditory source width. A series of experiments has therefore been conducted to investigate this
frequency dependency in a controlled manner, and to derive an appropriate model. Three main
factors were discovered in the course of these experiments. First, the nature of the frequency
dependency of the perceived auditory source width of stimuli with an IACC of 1 was determined,
and an appropriate mathematical model was derived. Second, the loss of perceived temporal detail
at high frequencies, caused by the breakdown of phase locking in the ear, was found to be relevant,
and the model was modified accordingly using rectification and a low-pass filter. Finally, it was
found that there was a further frequency dependency at low frequencies, and a method for modeling
this was derived. The final model was shown to predict the experimental data well. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1853113#

PACS numbers: 43.66.Pn, 43.66.Rq, 43.66.Ba, 43.55.Mc@AK # Pages: 1337–1350

I. INTRODUCTION

It has been shown that the results of measurements
based on the interaural cross-correlation coefficient~IACC!
can be used to predict a number of aspects of binaural per-
ception. Whereas recent research has suggested that it is not
an accurate representation of the physiology of the binaural
hearing process~Brandet al., 2002!, the predictions of mod-
els of binaural perception based on the IACC have shown
remarkable similarity to experimental data relating to later-
alization ~e.g., Sayers, 1964; Okano, 2000; Constan and
Hartmann, 2001!, binaural detection thresholds~e.g., Sayers
and Cherry, 1957; Robinson and Jeffress, 1963; Bernstein
and Trahiotis, 1992!, and the perceived source width of an
auditory stimulus~e.g., Chernyak and Dubrovsky, 1968;
Plenge, 1972; Kurozumi and Ohgushi, 1983; Blauert and
Lindemann, 1986!.

The relationship between the IACC and binaural detec-
tion thresholds has been researched in detail, and the major-
ity of relevant fundamental factors such as frequency depen-
dency ~e.g., Bernstein and Trahiotis, 1996b!, and temporal
resolution~e.g., Culling and Summerfield, 1998!, have been
investigated in a controlled manner. The relationship be-
tween the IACC and perceived auditory source width, how-
ever, has not been investigated in as much detail. The aim of
this paper is to investigate the frequency dependency of the
relationship between the IACC of an auditory stimulus and
the perceived auditory source width of that stimulus, and to
model this dependency such that it can be incorporated in an
auditory source width measure.

In the late 1960s, Chernyak and Dubrovsky~1968!

showed that there was a negative relationship between the
IACC and the perceived auditory source width of noise
stimuli that were presented over headphones. This relation-
ship was also found by Keet~1968!, who used musical sig-
nals that were reproduced over loudspeakers. This inverse
relationship between the IACC and the perceived auditory
source width has been confirmed by other investigations us-
ing a range of stimuli ~Kurozumi and Ohgushi, 1983;
Morimoto et al., 1993!. From this, a number of researchers
have developed models, based on the IACC, to predict the
perceived source width of auditory stimuli for sound repro-
duction~e.g., Sakaiet al., 1980; Tohyama and Suzuki, 1989!
and auditorium acoustics~e.g., Ando, 1985; Morimoto and
Iida, 1995; Hidakaet al., 1995!. This research has resulted in
models that match perception reasonably well, and has led to
the standardization of some methods~ISO 3382, 1997!.
However, in spite of the growing popularity of these models,
there are arguments against their practicality~e.g.,
Griesinger, 1997; de Vrieset al., 2001!, and there are also a
number of fundamental factors that have not yet been fully
addressed in a controlled manner.

One such factor is the effect of audio frequency on the
relationship between the IACC and the perceived source
width of an auditory stimulus. Investigations by a number of
researchers have indicated the existence of this effect~e.g.,
Perrottet al., 1980; Blauert and Lindemann, 1986; Yanagawa
et al., 1990!, but methods to model it have not yet been
derived.

The experiments that are reported in this paper investi-
gate the frequency dependency of the relationship between
the IACC and perceived auditory source width in detail, with
the aim to identify and model the separate contributory com-
ponents, in order to develop an objective auditory sourcea!Electronic mail: r.mason@surrey.ac.uk
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width measure that is suitable for a wide range of stimulus
types. Additionally, it is expected that the research reported
in this paper will lead to the inclusion of an IACC-based
auditory source width model in a more complete binaural
hearing model, similar to that proposed by Morimotoet al.
~1995!. The experiments reported herein all employ continu-
ous narrow-band stimuli, and it is acknowledged that further
work may be required to adjust the resulting model for use
with stimuli that are more externally valid. Detailed informa-
tion on the IACC-based calculations used in this paper is
contained in the Appendix.

II. METHOD

A. Stimuli

In order to undertake the experiment in a controlled
manner and limit extraneous variables as much as possible,
stimuli with specific characteristics were required. A detailed
discussion of the requirements of the stimuli for the experi-
ments that are described in this paper is provided by Mason
et al. ~2003!; the pertinent information is summarized here.
First, testing of frequency dependence requires stimuli with a
narrow bandwidth—ideally within a single critical band, i.e.,
approximately 35 Hz at low frequencies and widening with
increasing center frequency~Glasberg and Moore, 1990!.
Second, accurate mapping of a perceived effect to a given
measured value requires stimuli that are time invariant in
terms of that metric. As any measurement of time invariance
is dependent on the temporal resolution of that measurement,
the optimum integration window needs to be determined.
Previous studies into the perception of temporal variations in
IACC have suggested that this can be modeled by a time
constant of between 35 and 243 ms, depending on the ex-
periment setup and the individual subject~Grantham and
Wightman, 1979; Boehnkeet al., 2002!. For these experi-
ments the shortest integration time~therefore the most criti-
cal value resulting from the most sensitive subjects! from
previous studies was used, namely 35 ms. Finally, to be able

to examine the effect of frequency dependency at a wide
range of values of IACC requires stimuli whose IACC can
be varied in small steps across the entire range of values
while minimizing any other perceivable variations.

Previous experiments that investigated relationships be-
tween the IACC and perceived auditory source width used a
wide range of stimuli, including music~e.g., Keet, 1968;
Morimoto and Iida, 1995! and noise~e.g., Chernyak and Du-
brovsky, 1968; Blauert and Lindemann, 1986!. The main
problem with these types of stimuli is that the IACC can vary
a great deal over time, as shown by Masonet al. ~2003!,
which makes it difficult to specify the actual IACC value to
which a given perceptual effect relates, be it the maximum,
minimum, or some type of average.

The stimuli chosen for use in the experiments described
in this paper are based on suppressed carrier amplitude
modulation with a time offset between the channels. Two
signals,s1 ands2 , are created as shown in Eqs.~1! and~2!;
where f c is the carrier frequency,f m is the modulation fre-
quency, andtm is the time offset defined as@1/(4f m)#

s15sin~2p f ct !sin~2p f mt !, ~1!

s25sin~2p f c@ t1tm# !sin~2p f m@ t1tm# !. ~2!

A two-channel output signal,l andr, is then created by mix-
ing signalss1 ands2 ; one in phase and one phase inverted
between the channels, as shown in Eqs.~3! and~4!. Assum-
ing that the stimuli are reproduced to the subjects over head-
phones, the IACC of the output signal can be altered by
varying the gain valueG. A range of values ofG of 0 to 1
results in a range of values of IACC of21 to 1, and it is
possible to set the IACC to be any value within this range:

l 5Gs11~12G!s2 , ~3!

r 5Gs12~12G!s2 . ~4!

The relationship between the gainG and the resulting IACC
is independent off c for the range used, but is not linear, as is
shown in Fig. 1. This means that a linear variation inG

FIG. 1. Relationship between the gain value,G, and the
resulting IACC for stimuli created using the method
described in Eqs.~1!–~4!.
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results in a small variation in the resulting IACC close to 1
and21 where the ear is more sensitive to small changes, and
a larger variation in the resulting IACC close to 0 where the
ear is less sensitive to small changes~Gabriel and Colburn,
1981; Boehnkeet al., 2002!.

The modulation frequency—f m in Eqs. ~1! and ~2!—of
this type of stimulus affects the bandwidth and the time in-
variance of the IACC in a contrary manner, which requires a
compromise. For the experiments described in this paper, the
value of f m was set to be 20 Hz, which resulted in a band-
width of 40 Hz ~slightly wider than a critical band at low
center frequencies! and a constant IACC over time for an
integration window of 50 ms or longer~resulting in an IACC
that is perceptually time invariant for the majority of listen-
ers, excluding the most sensitive!.

The center frequency of a stimulus is set by altering the
carrier frequency,f c in Eqs. ~1! and ~2!. It was confirmed
that the IACC of the stimuli could be adjusted by altering the
value of G in Eqs. ~3! and ~4!, and that this caused only
minimal changes in the perceived timbre of the stimuli. The
interested reader is referred to Masonet al. ~2003! for more
information.

The stimuli were generated using computer software,
which allowed variation ofG in real time in 128 equal steps
between 0.5 and 1~giving a range of IACC of 0 to 1 as
shown in Fig. 1!. The output signal was fed through a 16-bit
DAC to a pair of Sennheiser HD-580 headphones.

The stimuli were reproduced at a sound pressure level
~measured individually at each ear! corresponding to 70
phons, as derived from the equal loudness contours con-
tained in ISO 226~1987!. Whereas the data contained in ISO
226 are intended for pure tone stimuli as opposed to these
two-tone experiment stimuli, informal listening by the au-
thors confirmed that the stimuli were all of similar loudness
after alignment.

B. Procedure

The experiments were conducted using a ‘‘method of
adjustment’’ paradigm~Gescheider, 1997!, where the sub-
jects were asked to adjust a variable stimulus to be the same
perceived auditory source width as a given fixed stimulus.
The fixed stimuli were presented individually, and were con-
tinuously looped so that the subjects could take as long as
required to adjust the auditory source width of the variable
stimulus. The subjects could switch between the variable and
fixed stimuli whenever and as often as they required, and
could move on to the next fixed stimulus when they were
satisfied with their result. The switching between the stimuli
was instantaneous, with a 20-ms cross-fade to avoid audible
clicks. The user interface was configured so that the subjects
could alter the IACC of the variable stimulus either by mov-
ing an on-screen slider with a mouse or by using a hardware
slider. The subjects could switch between the stimuli using
either the mouse or hardware buttons. The order of presen-
tation of the stimuli was randomized by the computer to
avoid biases caused by order effects; this also rendered the
test double blind~i.e., neither the subjects nor the experi-
menter knew which fixed stimulus was which!.

The benefits of the method of adjustment procedure over

other experimental methods are that it is relatively efficient
in terms of the amount of time required to undertake the
experiment, and the intrasubject repeatability is high~Hesse,
1986!. In addition, as the subjects have an active role in the
experiment, it is less likely that their performance will suffer
due to boredom or fatigue~Cardozo, 1965!. However, there
are two main drawbacks to the method of adjustment proce-
dure. First, it is possible that in an experiment with a large
number of repetitions that require similar adjustments to be
made in each case, a bias will be caused by habituation and
expectation~Gescheider, 1997!. Second, the method lacks
the robustness of other procedures, i.e., it is dependent on the
judgment of the subjects that a match is ‘‘good enough’’
~Wier et al., 1976!, as opposed to a strict statistical method
such as that used in a two-alternative forced choice~2AFC!
experiment~Levitt, 1971!. It is apparent that the effects of
these drawbacks can be reduced by the use of carefully se-
lected subjects and, in view of this, it was decided that the
advantages of the procedure outweighed the disadvantages
for these experiments.

C. Subjects

As the method of adjustment procedure is strongly de-
pendent on the ability of the subject, a pilot experiment was
used to select a small panel of suitable listeners. This used
the same procedure and a subset of the stimuli from the main
experiments, and also served to train the subjects in the ex-
periment task and to enable them to become familiar with the
types of stimuli that were used throughout. The subjects were
selected based on their consistency~between judgments for
multiple iterations of the same stimuli! and accuracy~of
matching the IACC of a fixed stimulus that had the same
center frequency as the variable stimulus!. Seven subjects
were selected from the 25 who undertook the pilot experi-
ment. The selected subjects included one female and six
males, with an age range of 21 to 35, one of which was the
first author. They were either final year undergraduates, post-
graduates, or staff from the Institute of Sound Recording,
and could therefore be considered to be experienced critical
listeners. The subjects were instructed that there were no
correct answers in the experiment, and that they would only
be rated on the consistency of their judgments.

III. EXPERIMENT 1—EFFECT OF FREQUENCY
ON PERCEIVED AUDITORY SOURCE WIDTH WHEN
IACCÄ1

A. Introduction

The research of Perrottet al. ~1980! showed that the
perceived auditory source width~which they termed ‘‘tonal
volume’’! of an auditory stimulus was dependent on the cen-
ter frequency, even for a simple diotic stimulus~i.e., a signal
that is identical at each ear and therefore has an IACC of 1!,
such as a single sine tone. As it is known that the IACC has
an inverse relationship with the perceived auditory source
width, it can be assumed that stimuli with an IACC of 1 will
represent the narrowest condition at a particular frequency.
In view of this, the first experiment examined the effect of
the frequency of a stimulus on its perceived auditory source
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width for an IACC of 1, in order to determine a baseline
from which any changes in the perceived auditory source
width caused by variations in the IACC can be calculated.

B. Stimuli

Stimuli based on amplitude modulation, as described
above, were used in the experiment. The stimuli were created
using Eqs.~1!–~4!, with f m520 Hz andG51.0. In order to
examine the effect of the frequency of the stimulus on the
perceived auditory source width, fixed stimuli with a range
of values off c were used with octave spacing: 100, 200, 400,
800, 1600, 3200, 6400, and 12 800 Hz.

The variable stimulus that was used in the experiment
was created usingf m520 Hz andf c53240 Hz. The value of
f m was chosen to match the fixed stimuli, and the value off c

was chosen~from informal listening by the experimenters! to
give a range of variation of auditory source width for the
variable stimulus that encompassed the range of widths
present in the fixed stimuli.

C. Procedure

There were eight fixed stimuli in the experiment; for
each of these the subjects were asked to adjust the variable
stimulus until they judged it to have the same auditory
source width as the fixed stimulus. The experiment com-
prised four repetitions, each presented in a different random
order. All seven selected subjects undertook the full experi-
ment.

D. Results

The results of the subjective experiment were analyzed
by calculating the IACC of the variable stimulus that the
subjects judged to have the same perceived auditory source
width as each fixed stimulus. The means and associated 95%
confidence intervals of these results are shown as the subjec-
tive result in Fig. 2, with the center frequency of each fixed
stimulus along thex axis and the IACC value subtracted

from 1 ~1-IACC! of the matched variable stimulus on they
axis. The IACC scale is inverted in this manner to give a
positive correlation with the perceived auditory source
width, as discussed earlier. The wide variation in 1-IACC,
resulting from changes in the center frequency of the fixed
stimulus, equates to a wide variation in perceived auditory
source width, despite the fact that the IACC was set to be 1
for all the fixed stimuli. It may be interpreted from these
results that the low-frequency fixed stimuli were perceived to
be widest, with a monotonic decrease in the auditory source
width to approximately 1600 Hz. Above 3200 Hz the per-
ceived auditory source width appears to rise again.

The results from this experiment can be modeled by a
frequency-dependent equation, as shown in Eq.~5!, whereb
predicts the 1-IACC of the variable stimulus whose auditory
source width would be judged to match that of a fixed stimu-
lus with center frequencyf. This is shown in Fig. 2 as the
modeled result:

b5
sin@~5Af 14000!/100#11

f 0.2
10.07, 100< f <12800.

~5!

It is reasonable to expect that the perceived widths of two
similar stimuli having similar center frequencies and the
same IACC and loudness will be approximately equal.
Therefore, when the center frequency of the fixed stimulus is
close to that of the variable stimulus, it is reasonable to ex-
pect that the subjects will adjust the IACC of the variable
stimulus to be similar to the IACC of the fixed stimulus.
Based on this expectation, the 1-IACC of the variable stimu-
lus adjusted to match the width of the fixed stimulus with a
center frequency of 3200 Hz should be approximately 0, but
it can be seen from Fig. 2 that in fact it has a mean value of
0.043. It is likely that this discrepancy was caused by a floor
effect in the experiment due to the finite range of variation
available with the variable stimulus. This may mean that the
stimuli that were judged to be narrowest~those centered on

FIG. 2. Means and associated 95% confidence intervals
of the 1-IACC of the variable stimulus centered on
3240 Hz that the subjects judged to have the same au-
ditory source width as each fixed stimulus in experi-
ment 1~subjective result!, together with the results pre-
dicted by Eq.~5! ~modeled result!.
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1600 and 3200 Hz! were actually narrower than the subjec-
tive results shown in Fig. 2 suggest and may also be the
cause of the offset of 0.07 in the prediction model shown in
Eq. ~5!. However, the likely error is small compared to the
range of results for the other experimental stimuli, and there-
fore has not been corrected in the model.

It must be noted that the shape of the subjective result
curve in Fig. 2 and the modeled result in Eq.~5! inevitably
are partly influenced by the center frequencies of the stimuli
that were used in the experiment, and that the use of a greater
number of fixed stimuli with center frequencies between
those used would allow for a more accurate model. Also, Eq.
~5! has been derived to match the subjective results to IACC
measurement results, and it may be necessary to revise this
once further adaptations are made to the IACC calculation in
later sections of the paper.

E. Discussion

The physiological explanation for these subjective re-
sults is as yet unknown; however, a mechanism for incorpo-
rating the results of this experiment into a model of auditory
source width perception needs to be derived. Since the
stimuli used in this experiment all have a 1-IACC of 0, sim-
ply adding the baseline function shown in Eq.~5! to the
measured 1-IACC should provide a realistic measure of per-
ceived auditory source width for these stimuli. The validity
of this approach when applied to the measured results of
stimuli with a range of IACC values is tested implicitly in
the experiments described below.

IV. EXPERIMENT 2—EFFECT OF BREAKDOWN
OF PHASE LOCKING ON PERCEPTION OF IACC

A. Introduction

As mentioned in the Introduction, it is expected that the
results of the research that are reported in this paper will be
implemented as part of a more complete model of binaural
hearing. One feature that is commonly found in such models
is a simulation of the breakdown of phase locking in the
neural output of the ear above a certain frequency~Stern and
Trahiotis, 1997!.

Detailed models have been developed to mimic the lim-
ited firing rate of the neural synapses~Meddiset al., 1990!,
though this effect is commonly approximated by the use of
half-wave rectification followed by a low-pass filter~e.g.,
Karjalainen, 1996!. Bernstein and Trahiotis~1996b! investi-
gated the effect of a half-wave rectification and low-pass
filtering preprocess on IACC-based calculations used to pre-
dict the binaural detection performance of a group of sub-
jects for a range of stimuli. They found that the addition of
this preprocess led to predictions which matched their em-
pirical results quite accurately. As binaural detection and per-
ception of auditory source width appear to be similar in their
association with the IACC, it is likely that this type of simu-
lation of the breakdown of phase locking will be applicable
to prediction of the perceived auditory source width of
stimuli.

However, the majority of auditory source width models
that are based on the IACC do not employ such a simulation.

In view of this, it is of interest to investigate whether phase
locking has any effect on auditory source width perception
and, if so, whether simulation of this using rectification and
filtering is an appropriate addition to an auditory source
width model. If this is the case, then the optimum filter char-
acteristics must also be determined.

B. Stimuli

The amplitude-modulation-based stimuli that were used
for the previous experiment have an interesting property that
can be employed to investigate the effect of the breakdown
of phase locking on the perceived auditory source width of a
stimulus. If a stimulus with an IACC of 0 is created@there-
fore G50.5 in Eqs.~3! and~4!# when f c5(2n21) f m where
n is an integer, then each output channel contains only one
tonal component, the frequency of which isf c1 f m in one
channel andf c2 f m in the other. This means that there is no
in-channel amplitude modulation, and the decorrelation of
the two channels is due to the constantly varying phase dif-
ference between them caused by the different frequency
tones in each channel. Conversely, whenG50.5 and f c

52n fm , the two tonal components are combined in each of
the output channels, which causes in-channel amplitude
modulation in each of them. In this case the decorrelation is
caused by the fluctuations in the interchannel level difference
over time as well as a change in the interchannel phase dif-
ference every quarter of the modulation period. This can be
seen in the plots of the examples of each stimulus type
shown in Fig. 3. For ease of reference, stimuli withf c

5(2n21)fm will be referred to as type 1, and stimuli with
f c52n fm will be referred to as type 2.

For both of these types of stimuli, the IACC is 0. How-
ever, the IACC of the amplitude envelopes of the two signals
is very different, where type 1 stimuli have an envelope
IACC of 1, and type 2 stimuli have an envelope IACC that is
much lower~the actual value of the IACC will be dependent
on the method used to extract the envelope of the signal!.
This is shown in detail by Masonet al. ~2003!. While the
envelope differences between type 1 and type 2 signals may
not be perceived at lower frequencies, it is possible that they
will be perceived at higher frequencies where the breakdown
of phase locking may cause the human perceptual system to
fail to track the fine detail of the stimuli.

For this experiment, the stimuli were created using the
same suppressed carrier amplitude modulation technique that
was used in the previous experiment, though in this case all
the fixed stimuli usedG50.5 which resulted in an IACC of
0. The center frequencies (f c) of the fixed stimuli were cho-
sen to encompass the range of frequencies around which pre-
vious research indicated the breakdown of phase locking
may start to take effect. Ten center frequencies~values off c)
were used for each stimulus type—type 1: 180, 300, 420,
580, 740, 940, 1180, 1460, 1820, and 2260 Hz; type 2: 200,
320, 440, 600, 760, 960, 1200, 1480, 1840, and 2280 Hz.
This gave 20 fixed stimuli for the experiment.

In order to compare like with like, two variable stimuli
were used, one of each type. The frequencies of the variable
stimuli were chosen to be well below the frequency at which
the breakdown of phase locking may start to have an effect,
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and to be able to cover as much of the range of auditory
source widths of the fixed stimuli as possible, as judged by
the authors in informal listening. The type 1 variable stimu-
lus had a value off c of 220 Hz and the type 2 variable
stimulus had a value off c of 240 Hz. As for the previous
experiment, the value off m was fixed for all the stimuli at 20
Hz.

C. Procedure

There were 20 fixed stimuli in the experiment; for each
of these the subjects were asked to adjust the corresponding
variable stimulus until they judged it to have the same audi-
tory source width as the fixed stimulus. The experiment com-
prised two repetitions, each presented in a different random
order. All seven selected subjects undertook the full experi-
ment.

D. Results

The results of this subjective experiment were analyzed
by calculating the IACC of the variable stimulus that the
subjects judged to have the same perceived auditory source
width as each fixed stimulus. The means and associated 95%
confidence intervals of these results are shown in Fig. 4, with
the center frequency of each fixed stimulus along thex axis
and 1-IACC of the matched variable stimulus on they axis,
with the left plot showing the results for the type 1 stimuli
and the right plot showing the results for the type 2 stimuli.
In both plots, an increase on they axis can be interpreted as
an increase in the perceived auditory source width.

As for the previous experiment, it is reasonable to ex-
pect that the subjects would adjust the IACC of the variable
stimulus to be similar to the IACC of the fixed stimulus with
a similar center frequency, i.e., in this case that the mean
1-IACC of the variable stimuli adjusted to match the width
of the fixed stimuli with center frequencies of 180 and 200

Hz would be approximately 1. It can be seen in Fig. 4 that
the variable stimuli matched to the width of the fixed stimuli
centered on 180 and 200 Hz have IACCs of 0.89 and 0.8,
respectively. It is likely that the discrepancy between the
expected and actual results is partially due to a ceiling effect
in the experiment due to the finite range of variation avail-
able with the variable stimulus. The fact that there appears to
be a greater difference between the expected and actual re-
sults for the type 2 stimuli than for the type 1 stimuli is
explained later.

If the breakdown of phase locking in the ear does need
to be taken into account in an IACC-based model of auditory
source width, then this will be evident as differences between
the results at similar frequencies for the two types of stimuli,
especially at higher frequencies. It can be seen in Fig. 4 that
the results for the type 1 stimuli above approximately 1 kHz
indicate that these were perceived to be significantly nar-
rower than the type 2 stimuli with similar center frequencies.
This indicates that the breakdown of phase locking does in-
deed affect the relationship between the IACC and perceived
auditory source width, and that this should therefore be taken
into account in a model.

The most suitable type of low-pass filter was then iden-
tified as follows. Each fixed stimulus used in the experiment
was passed through a trial filter and its IACC was calculated
to give the modeled result. The variable stimulus that each
subject matched to it was analyzed similarly, and the means
and associated 95% confidence intervals were calculated to
give the subjective result. The results from the two sets of
filtered IACC measurements were compared, with an appro-
priate offset to compensate for any outstanding frequency-
dependent differences between the variable and fixed stimuli.
This procedure was repeated using a number of different trial
filter types, including that proposed by Bernstein and Trahi-
otis ~1996b!. The best fit between the subjective and modeled
results was found with the use of half-wave rectification

FIG. 3. An example signal of type 1
with a center frequency of 220 Hz and
a gain~G! of 0.5 in the left plot, and
an example signal of type 2 with a
center frequency of 240 Hz and a gain
~G! of 0.5 in the right plot.
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FIG. 4. Means and associated 95%
confidence intervals of the 1-IACC of
the variable stimulus that the subjects
judged to have the same auditory
source width as each fixed stimulus in
experiment 2, with type 1 stimuli
~variable stimulus centered on 220 Hz!
on the left and type 2 stimuli~variable
stimulus centered on 240 Hz! on the
right.

FIG. 5. Means and associated 95% confidence intervals of the 1-IACCf of the variable stimulus that the subjects judged to have the same auditory source
width as each fixed stimulus in experiment 2~subjective result!, together with the 1-IACCf of each fixed stimulus with the addition of an offset~modeled
result!, with type 1 stimuli~variable stimulus centered on 220 Hz! on the left and type 2 stimuli~variable stimulus centered on 240 Hz! on the right.
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followed by a sixth-order Butterworth low-pass filter with a
cutoff frequency of 1 kHz. The relevant comparison is shown
in Fig. 5 ~the term 1-IACCf refers to a calculation made after
half-wave rectification and filtering as described in the Ap-
pendix!.

It can be seen in Fig. 5 that in terms of the shape of the
subjective results in the region of 1 kHz there is a difference
between the two stimulus types. The authors currently cannot
offer an explanation for this, and the optimum filter type was
chosen based on matching the range of the 95% confidence
intervals for as many data points as possible. It is also appar-
ent from Fig. 5 that the modeled results do not accurately
match the subjective results at low frequencies; it was there-
fore necessary to ignore the results at low frequencies in
order to obtain a good fit. This mismatch at low frequencies
may be caused by a further frequency dependency in the
relationship between the IACC and the perceived auditory
source width. However, further investigation is required to
verify this.

E. Discussion

It must be noted that half-wave rectification of a signal
causes the possible range of IACC values to reduce. An au-
dio signal that has an IACC of 0 before half-wave rectifica-
tion will have an IACC of approximately 0.4 after half-wave
rectification. In a similar manner, an audio signal that has an
IACC of 21 before half-wave rectification will have an
IACC of approximately 0 after half-wave rectification. This
difference in the measured IACC values is partly caused by
the fact that half-wave rectified signals have a nonzero mean
~i.e., they contain a dc offset!. The effect that this has on the
measured result could be negated by subtracting the mean
value of each of the input signals before calculation, result-
ing in a cross-covariance calculation as defined by Lynn and
Fuerst ~1998!. However, Bernstein and Trahiotis~1996a!
showed that the cross-correlation calculation~that they
termed the normalized correlation! gave a better match to the
perceived properties of high-frequency signals than the
cross-covariance calculation~that they termed the normal-
ized covariance!. For the purposes of the model of perceived
auditory source width that is under development in this pa-
per, using the cross-covariance calculation would result in an
overestimation of the dissimilarity of the high-frequency sig-
nals that have been half-wave rectified and low-pass filtered.

It is possible that the use of a more physiologically ac-
curate model of the transduction process of the ear will give
an improved match to the subjective data, compared to half-
wave rectification and low-pass filtering. However, this will
be at the expense of an increase in the required computation,
and the improvement in the match to the subjective data is
likely to be small.

In view of this reduction in the range of possible IACC
values, the function that was derived at the end of the previ-
ous experiment needs to be modified. In order to update this
previous model, the analysis of that experiment was repeated
using the 1-IACCf calculation~including the half-wave rec-
tification and low-pass filtering!. This analysis resulted in a
similar equation to that shown in Eq.~5!. The result, now in
terms of 1-IACCf, is shown in Eq.~6!, whereb predicts the

1-IACCf of the variable stimulus whose auditory source
width would be judged to match that of a fixed stimulus with
center frequencyf:

b5Fsin@~5.25Af 14000!/100#10.75

f 0.2
10.05G /3.8,

100< f <12800. ~6!

F. Comparison between type 1 and type 2 variable
stimuli

In order to allow comparison between the results for the
two types of stimuli, an additional experiment was con-
ducted. Fixed type 2 stimuli were created with a center fre-
quency (f c) of 240 Hz and IACC values of 0.0, 0.2, 0.4, 0.6,
0.8, and 1.0. The subjects were then asked to match the per-
ceived auditory source width of these stimuli using a type 1
variable stimulus with a center frequency (f c) of 220 Hz.
The same seven selected subjects undertook this experiment,
and they were asked to adjust the variable stimulus until they
judged it to have the same auditory source width as each
fixed stimulus in turn, as for the previous experiments. The
experiment comprised two repetitions, each with the fixed
stimuli presented in a different random order.

The results of this experiment were analyzed by calcu-
lating the IACC of the variable stimulus that the subjects
judged to have the same perceived auditory source width as
each fixed stimulus. The means and associated 95% confi-
dence intervals of these results are shown in Fig. 6, with the
1-IACC of each fixed stimulus~type 2 centered on 240 Hz!
along thex axis and the 1-IACC of the matched variable
stimulus~type 1 centered on 220 Hz! on they axis.

These results indicate that for the variable type 1 stimu-
lus to have the same auditory source width as the fixed type
2 stimulus with a given 1-IACC value, the former requires a
lower 1-IACC value than the latter. In addition, it appears
that the perceived auditory source width of the fixed type 2
stimuli with 1-IACC values of 0.8 and 1 are both matched by
the same type 1 stimulus. These results can be interpreted as
follows. First, it appears that the type 1 stimulus with a given
1-IACC value will be perceived to be slightly wider than the
type 2 stimulus with the same 1-IACC value. Second, it ap-
pears that the auditory source width of the type 2 stimulus
does not increase if the 1-IACC is increased from approxi-
mately 0.8 to 1. It is likely that the latter effect is the cause of
the larger discrepancy between the expected and actual re-
sults for the type 2 stimulus at 200 Hz compared to the type
1 stimulus at 180 Hz. While the discrepancy between the
IACCs is greater, the fact that there appears to be little
change in the perceived width between a 1-IACC of 0.8 and
a 1-IACC of 1 for the associated variable stimulus may mean
that the perceptual discrepancy is small. For the stimuli that
were tested, a reasonable conversion from the 1-IACC re-
sults for the type 2 stimuli to the 1-IACC results for the type
1 stimuli can be made by multiplying the former by 0.85.
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V. EXPERIMENT 3—INVESTIGATION
OF LOW-FREQUENCY STIMULI WITH IACCÄ0

A. Introduction

For some time, the relationship between the IACC and
the perceived auditory source width at low frequencies has
been considered to be a problem. For instance, signals that
contain spectral information solely below approximately 500
Hz generally exhibit little variance in IACC compared to
signals that contain spectral information solely above this
range, and at low frequencies natural sounds rarely have an
IACC much less than 1~Hidakaet al., 1995!. This is thought
to be due to the small physical distance between the ears
compared to the wavelength of the sound for low-frequency
stimuli, though this is complicated by the diffraction and
scattering of the sound by the head~Lindevald and Benade,
1986!. Tohyama and Suzuki~1989! found that the modeling
equation derived by Cooket al. ~1955! could be used to pre-
dict the IACC of a diffuse field, but only by using an equiva-
lent ear spacing of 32.8 cm as opposed to the true interaural
distance of approximately 16 cm.

Although the IACC of low-frequency stimuli~below a
few hundred Hertz! rarely varies far from a value of 1, re-
search has shown that low-frequency stimuli can vary sig-
nificantly in their perceived auditory source width
~Morimoto and Maekawa, 1988; Griesinger, 1997; Martens,
1999!. Griesinger~1992! suggests that it is possible that the
human auditory system compensates for the lack of decorre-
lation at low frequencies. The disparity between low-
frequency IACC and perceived auditory source width has led
previous investigations into IACC-based models of per-
ceived auditory source width to recommend ignoring the re-
sults at low frequencies~Hidakaet al., 1995!. However, it is
important to deal with the disparity in order to create a model
that can accurately predict the perceived auditory source
width of a wide range of stimuli.

In view of the above, an experiment was conducted to
investigate whether the relationship between the IACC and

the perceived auditory source width is dependent on fre-
quency at low frequencies, and, if so, to derive an appropri-
ate model.

B. Stimuli

The amplitude-modulation-based stimuli described in
Eqs.~1!–~4! were again used for this experiment. All of the
fixed stimuli had a value ofG of 0.5, giving an IACC of 0.
Fourteen different center frequencies~values of f c) were
used for each type of stimulus—type 1: 100, 140, 180, 260,
300, 340, 380, 420, 460, 580, 660, 740, 820, and 940 Hz;
type 2: 120, 160, 200, 280, 320, 360, 400, 440, 480, 600,
680, 760, 840, and 960 Hz. In order to reduce the number of
judgments required in the experiment, a number of the fixed
stimuli that were identical to those in the previous experi-
ment were omitted from this experiment, and for these the
results were taken from the previous experiment. However,
four of the fixed stimuli were identical between the two ex-
periments in order to test the repeatability of the results and
to confirm that the results from the two experiments could be
combined.

As for the previous experiment, two types of variable
stimuli were employed in order that the experiment com-
pared like with like with regard to stimulus type. The same
variable stimuli were used as in the previous experiment
~type 1 f c5220 Hz and type 2f c5240 Hz), in order to be
able to combine the results from the two experiments. How-
ever, it is possible that the maximum perceivable auditory
source width available with these variable stimuli is not as
great as the auditory source width of the lower frequency
fixed stimuli, which may cause a ceiling effect in the results.
This will be considered in the analysis and discussion of the
results.

FIG. 6. Means and associated 95% confidence intervals
of the 1-IACC of the type 1 variable stimulus with a
center frequency of 220 Hz that the subjects judged to
have the same auditory source width as the type 2 fixed
stimuli with a center frequency of 240 Hz and a range
of 1-IACC values.
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C. Procedure

There were 20 fixed stimuli in the experiment; for each
of these the subjects were asked to adjust the corresponding
variable stimulus until they judged it to have the same audi-
tory source width as the fixed stimulus. The experiment com-
prised two repetitions, each presented in a different random
order. All seven selected subjects undertook the full experi-
ment.

D. Results

The first stage of the analysis involved an examination
of the similarity between the results of this experiment and
the results of the previous experiment for the four repeated
fixed stimuli, in order to determine whether the results from
the two experiments could be combined. As for the previous
experiments, the analysis involved calculating the IACC of
the variable stimulus that the subjects judged to have the
same perceived auditory source width as each fixed stimulus.
The means and associated 95% confidence intervals of these
results, shown in Fig. 7, display no statistically significant
differences between the two experiments, which means that
the data from the two experiments can be combined.

The means and associated 95% confidence intervals of
the combined results are shown in Fig. 8, with the measured
1-IACC of the variable stimulus that the subjects considered
to be the same auditory source width as each fixed stimulus

on they axis, and the center frequency of the fixed stimulus
on thex axis, separated by the stimulus type.

The results shown in Fig. 8 support those from the pre-
vious experiment, in that the perceived auditory source width
of a stimulus appears to increase as its center frequency falls
below approximately 400 Hz. Above 400 Hz, the perceived
auditory source width appears to be almost constant up to the
frequency at which the breakdown of phase locking starts to
take effect. It must be noted that the perceived auditory
source width of the stimuli at low frequencies may be greater
than that indicated in Fig. 8, as it is possible that the results
below approximately 200 Hz were subject to a ceiling effect
caused by the limited maximum auditory source width of the
variable stimulus.

When investigating a suitable method for modeling this
frequency dependency, it was logical to start with the re-
search of Lindevald and Benade~1986! and Tohyama and
Suzuki ~1989!. As the results of these two studies were al-
most identical over the frequency range tested, the simpler
formula of Tohyama and Suzuki was employed, the equiva-
lent of which is shown in Eq.~7!, wheres is the mean IACC
in a diffuse field,f is the frequency,d is equivalent to the
distance between the ears~calculated by Tohyama and Su-
zuki to be 0.328 m!, andc is the speed of sound in air:

s5sinc~2 f d/c!. ~7!

The accuracy of the match between the experiment results

FIG. 7. Means and associated 95% confidence intervals of the 1-IACC of the variable stimulus that the subjects judged to have the same auditory source width
as each fixed stimulus that was identical in experiments 2 and 3, separated by the stimulus type and the fixed stimulus center frequency.
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and the predictions from this formula was evaluated as fol-
lows. An IACC was calculated for each of the fixed stimuli
after preprocessing with the half-wave rectification and low-
pass filtering derived from experiment 2~giving a result in
terms of 1-IACCf). This value was then modified by multi-
plying it by s @Eq. ~7!# ~giving a result in terms of
1-IACCfs). Finally, in order to examine the effect of the
baseline compensation derived from experiment 1,b @Eq.
~6!# was added~giving a result in terms of 1-IACCfsb). This
is termed the modeled result. The variable stimulus that the
subjects matched to each fixed stimulus was also processed
using this method~giving a result in terms of 1-IACCfsb),
and the means and associated 95% confidence intervals were
calculated to give what is termed the subjective result.

The use of a frequency-dependent multiplier based ons,
calculated using values ofd50.328 m andc5330 ms21, im-
proved the match between the subjective and modeled re-
sults. However, it was found that using values ofd50.4 m
andc5330 ms21 in Eq. ~8! resulted in a closer match. The
results of this are shown in Fig. 9:

s5max~sinc~2 f d/c!,0!/310.5. ~8!

It is apparent from the results shown in Fig. 9 that the modi-
fications made to the basic IACC calculation@half-wave rec-
tification and low-pass filtering of the input signal, multipli-
cation of the result by the low-frequency compensations of
Eq. ~8!, and addition of the baseline compensationb of Eq.

~6!# mean that the modeled results closely match the subjec-
tive results judgments in most cases. However, it is also ap-
parent that the modeled results for the low-frequency stimuli
~below approximately 200 Hz! are higher than the subjective
results. As noted above, it is possible that the limited maxi-
mum perceived auditory source width of the variable stimu-
lus caused the auditory source width of these low-frequency
fixed stimuli to be underestimated. In view of this, it is pos-
sible that the matching at low frequencies is actually better
than these results suggest.

E. Discussion

It is unclear why this experiment shows a better match
between the modeled results and subjective results for a
value ofd in Eq. ~8! of 0.4 compared to the value of 0.328
that matched the results of modeled measurements in a dif-
fuse field in previous studies. If it is assumed that the fre-
quency dependency at low frequencies is due to the human
perceptual system compensating for the limited range of
IACC values encountered at those frequencies, then it is pos-
sible that the difference between the actual interaural dis-
tance and the interaural distance that gives the most accurate
prediction of the subjective results is due to overcompensa-
tion by the auditory system. However, it is not possible, from
the current results, to accurately determine the cause of this
effect.

FIG. 8. Means and associated 95% confidence intervals of the 1-IACC of the variable stimulus that the subjects judged to have the same auditory source width
as each fixed stimulus in experiment 3, with type 1 stimuli~variable stimulus centered on 220 Hz! on the left and type 2 stimuli~variable stimulus centered
on 240 Hz! on the right.
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VI. CONCLUSIONS

Three experiments were conducted to investigate fea-
tures of the frequency dependency of the relationship be-
tween the IACC of an auditory stimulus and its perceived
auditory source width. Three important findings emerged.

First, the perceived auditory source width of a stimulus
with an IACC of 1 decreases monotonically as its frequency
increases from a hundred to a few thousand Hertz, beyond
which the perceived auditory source width increases again.
The effect on the perceived auditory source width has been
modeled with a simple formula, whose application in the
subsequent experiments indicates that it provides a reason-
able match to the subjective results.

Second, for IACC-based models of perceived auditory
source width, it is important to take into account the loss of
fine temporal detail at higher audio frequencies that results
from the breakdown of phase locking in the neural output of
the ear. This loss of detail causes the perceived auditory
source width of higher frequency stimuli to be dependent on
the IACC of the envelope of the signal, rather than the signal
itself. This effect can be modeled by passing the input signal
through a half-wave rectifier and a sixth-order low-pass But-
terworth filter with a cutoff frequency of 1 kHz prior to mea-
suring the IACC of the signal.

Finally, for low-frequency stimuli, human auditory per-
ception appears to make up for the limited range of IACC
values encountered in real situations by introducing an addi-

tional frequency dependency in the relationship between the
IACC and the perceived auditory source width at these fre-
quencies. This can be modeled by multiplying the IACC by a
frequency-dependent factor derived from the expected range
of IACC values that may be encountered in natural sound
fields.

These three findings can be combined into a single ge-
neric model termed 1-IACCfsb, which is described by Eq.
~9!, wherew is a prediction of the perceived auditory source
width, l f and r f are the left and right binaural signals that
have been half-wave rectified and filtered with a sixth-order
Butterworth low-pass filter with a cutoff frequency of 1 kHz,
s is the frequency-dependent weighting factor defined in Eq.
~8!, andb is the frequency-dependent baseline function de-
fined in Eq.~6!:

w5F12 max
21 ms,t,1 ms

S * t1
t2l f~ t !r f~ t1t!dt

@* t1
t2l f

2~ t !dt* t1
t2r f

2~ t !dt#1/2D Gs1b.

~9!

VII. DISCUSSION

The experiments that are described in this paper used
stimuli whose characteristics were tightly controlled and
constant over time. These were employed so that it was pos-
sible to match an objective value to a subjective effect as
accurately as possible. However, the disadvantage of using

FIG. 9. Means and associated 95% confidence intervals of the 1-IACCfsb of the variable stimulus that the subjects judged to have the same auditory source
width as each fixed stimulus in experiment 3~subjective result!, together with the 1-IACCfsb of each fixed stimulus~modeled result!, with type 1 stimuli
~variable stimulus centered on 220 Hz! on the left and type 2 stimuli~variable stimulus centered on 240 Hz! on the right.
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tightly controlled stimuli is that they are less externally valid
~i.e., they are dissimilar to natural audio signals!.

The stimuli had a narrow bandwidth and were time in-
variant, both in terms of their spectral content and their
IACC. The perceived auditory source width of stimuli whose
characteristics vary over time has not yet been determined.
Additionally, the optimum method for combining measure-
ments that are made in a number of separate frequency bands
has not yet been derived. These factors must be investigated
in order to further develop the model such that it can reason-
ably be used to predict perceived auditory source width for
naturally occurring audio signals.

This paper only considered stimuli that have positive
IACC values, as it has been shown that signals with a nega-
tive IACC are perceived to have differing spatial properties
compared to equivalent signals with a positive IACC
~Plenge, 1972!. Further research is required into the per-
ceived effect of stimuli with a negative IACC to allow this
factor to be modeled.

The model that has been derived from the results of
these experiments gives a prediction of the perceived audi-
tory source width of the stimuli on a scale that allows com-
parison between stimuli, but is not related to any physical
measurement of width. It would be useful to be able to pre-
dict the perceived auditory source width of stimuli in terms
of a physical distance across for sounds perceived to be
within the head, or in terms of a subtended angle for sounds
perceived to be outside the head. Further research is required
to convert the results of the measurement model to such a
scale.
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APPENDIX: CALCULATION DETAILS

A number of different types of IACC-based calculation
have been used in this paper. This appendix explains these in
detail.

The basis for each calculation is the normalized cross-
correlation function~NCC!. In order for this to be equivalent
to the IACC, it is essential that the signals analyzed are iden-
tical to those at the ears of the listener. The NCC is shown in
Eq. ~A1!, wherex andy are the two signals whose correla-
tion is to be calculated,t1 to t2 is the period over which the
correlation is calculated, andt is an offset between the two
signals under measurement:

NCC~t!5
* t1

t2x~ t !y~ t1t!dt

@* t1
t2x2~ t !dt* t1

t2y2~ t !dt#1/2
. ~A1!

The NCC is calculated across a range oft that is equivalent
to 61 ms, and the IACC is taken to be the maximum value
across this range. The values oft1 andt2 are set to give a

window length of 50 ms, and measurements are made at
1.5-ms steps throughout the input signal to quantify any
variations in IACC over time. However, only the mean of
these results is ultimately used. For the stimuli that were
used in the experiment, it was found that the variations in
IACC over time measured in this manner were no more than
60.01. The input signal is not filtered or weighted unless
otherwise stated.

The variations on this basic calculation were derived
from the results of the experiments and are denoted using
subscript characters. A list of these is given below.

IACC—basic IACC calculation.
1-IACC—basic IACC calculation with the result then

subtracted from 1.
1-IACCf—the input signal is half-wave rectified and

low-pass filtered using a sixth-order Butterworth filter with a
cutoff frequency of 1 kHz before using the basic IACC cal-
culation with the result then subtracted from 1.

1-IACCfs—the input signal is half-wave rectified and
low-pass filtered using a sixth-order Butterworth filter with a
cutoff frequency of 1 kHz before using the basic IACC cal-
culation with the result then subtracted from 1 and multiplied
by the frequency-dependent weighting shown in Eq.~8!.

1-IACCfsb—the input signal is half-wave rectified and
low-pass filtered using a sixth-order Butterworth filter with a
cutoff frequency of 1 kHz before using the basic IACC cal-
culation with the result subtracted from 1, multiplied by the
frequency-dependent weighting shown in Eq.~8!, and then
added to the frequency-dependent baseline function shown in
Eq. ~6!.

All of the measurements described in the paper were
made by analyzing the two-channel experimental stimuli in
the digital domain. In order to ensure that the characteristics
of the stimuli that the subjects heard were similar to those
measured in the digital domain, a number of stimuli were
reproduced over the system used in the experiment and cap-
tured using a head and torso simulator~HATS!. It was found
that the measurements made in the digital domain were
within 60.02 of those measurements made of the signals that
were captured with the HATS.
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Speech recognition in noise and music perception is especially challenging for current cochlear
implant users. The present study utilizes the residual acoustic hearing in the nonimplanted ear in five
cochlear implant users to elucidate the role of temporal fine structure at low frequencies in auditory
perception and to test the hypothesis that combined acoustic and electric hearing produces better
performance than either mode alone. The first experiment measured speech recognition in the
presence of competing noise. It was found that, although the residual low-frequency~,1000 Hz!
acoustic hearing produced essentially no recognition for speech recognition in noise, it significantly
enhanced performance when combined with the electric hearing. The second experiment measured
melody recognition in the same group of subjects and found that, contrary to the speech recognition
result, the low-frequency acoustic hearing produced significantly better performance than the
electric hearing. It is hypothesized that listeners with combined acoustic and electric hearing might
use the correlation between the salient pitch in low-frequency acoustic hearing and the weak pitch
in the envelope to enhance segregation between signal and noise. The present study suggests the
importance and urgency of accurately encoding the fine-structure cue in cochlear implants.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1857526#

PACS numbers: 43.66.Ts, 43.71.Ky@PFA# Pages: 1351–1361

I. INTRODUCTION

Cochlear implants have successfully restored partial
hearing in severely hearing-impaired individuals. Recent
studies have reported that many implant users can recognize
70%–80% of sentences presented in quiet. However, under-
standing speech in noise and music appreciation still remains
a challenge for most implant users, due to the limitations of
the electrode design and the signal processing scheme em-
ployed in current cochlear implants.

The poor speech perception in noise and music appre-
ciation in cochlear-implant listeners are mainly due to their
inability to encode pitch. The limited spectral resolution, es-
pecially the inaccurate encoding of low-frequency informa-
tion, is believed to be the main reason for their poor pitch
perception performance. Low-frequency information is im-
portant for both musical and voice pitch perception. It has
been shown that speech recognition in the presence of a com-
peting talker can be achieved by segregating the components
of each voice using the fundamental frequency~F0! as a cue.

Brokx and Nooteboom~1982! showed that listeners could
identify the keywords in sentences more accurately against a
background of competing speech by increasing the differ-
ence inF0. TheF0 cue was shown to be effective in segre-
gating competing voices even at low signal-to-noise ratios
when the target speech did not show distinct peaks in the
spectrum~Summerfield and Culling, 1992!.

A pitch percept in normal auditory system can be elic-
ited by either the place mechanism with resolved low-
numbered harmonics or by the temporal mechanism follow-
ing the temporal fine structure of the input signal. However,
both pitch encoding mechanisms fail in current cochlear im-
plants. The low-frequency information is neither appropri-
ately represented by the place of stimulation nor by the tem-
poral fine structure of the neural firing pattern. First, the
relatively shallow insertion depth of present electrode arrays
severely limit the transfer of low-frequency spectral informa-
tion. The average insertion depth for the Nucleus implant
was estimated to be 20 mm~Kettenet al., 1998!, which cor-
responds to the acoustic frequency lower limit of about 1000
Hz ~Greenwood, 1990!. Even with the latest electrode de-
signs ~such as the Clarion HiFocus, Nucleus Contour, and
Med-El Combi401!, which are intended to provide a deeper
insertion of up to 30 mm, there is still no guarantee that
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low-frequency neurons can be stimulated due to both re-
duced nerve survival in deafened individuals and non-
tonotopic distribution of low-frequency neurons in the co-
chlea ~Nadol et al., 1989; Linthicumet al., 1991!. Second,
low-frequency temporal information is not appropriately en-
coded in current speech processing strategies. All current
coding strategies, except for the analog-based strategies such
as the Compressed Analog~CA, Eddington, 1980! and Si-
multaneous Analog Stimulation~SAS, Kessler, 1999!, extract
only the temporal envelope of incoming signals from 6 to 22
frequency bands using a low-pass filter with a cutoff fre-
quency below 500 Hz and amplitude modulate it to a fixed-
high-rate pulsatile carrier. In these strategies, the low-
frequency temporal information, namely the slowly-varying
envelope~,50 Hz! and the periodicity cues~50–500 Hz!
~Rosen, 1992!, can be preserved in the temporal envelope,
but they are encoded in the ‘‘wrong places,’’ i.e., locations in
the cochlea that are tuned to higher frequencies. Further-
more, fine structure information of the input signal, which is
the phase information defined mathematically by the Hilbert
transform ~Hilbert, 1912!, is discarded in such processing
schemes due to the usage of a fixed-rate carrier. While the
low-frequency information conveyed by the temporal enve-
lope can support speech recognition in quiet~e.g., Shannon
et al., 1995!, it is not sufficient to support speech recognition
in noise with limited spectral cues~e.g., Fuet al., 1998; Zeng
and Galvin, 1999; Qin and Oxenham, 2003; Stickneyet al.,
2004! and robust pitch perception~e.g., Burns and Viemeis-
ter, 1981; Greenet al., 2002; Konget al., 2004!.

As the audiological criteria for implant candidacy have
become less stringent, individuals with substantial residual
low-frequency hearing have received cochlear implants. Re-
cent development of short-electrode arrays allows the pres-
ervation of low-frequency acoustic hearing in these patients
~von Ilberget al., 1999; Gantz and Turner, 2003!. For those
who are implanted with the conventional long-electrode ar-
rays, low-frequency acoustic information is also available by
combining electric hearing with acoustic hearing from the
nonimplanted ear~Dooley et al., 1993; Tyleret al., 2002!.
Availability of these individuals allows a unique opportunity
to study the role of fine-structure information at low frequen-
cies in auditory perception, particularly in tasks that depend
on pitch perception~i.e., music perception and speech recog-
nition in the presence of a competing talker!.

Previous studies on speech perception with binaurally
combined acoustic and electric hearing revealed mixed
results~for adults, see Dooleyet al., 1993; Armstronget al.,
1997; Tyleret al., 2002; Chinget al., 2004; for children, see
Chmielet al., 1995; Chinget al., 2001!. Chmielet al. ~1995!
reported significantly better speech performance in quiet
with a combined use of hearing aids and cochlear implants in
three of the six subjects. Similar results were also reported
by Armstronget al. ~1997! and Chinget al. ~2001 and 2004!,
showing better sentence and phoneme recognition perfor-
mance with combined acoustic and electric hearing in both
quiet and in multi-talker babble noise at a 10 dB signal-to-
noise ratio. Anecdotally, some implant users reported that the
additional low-frequency acoustic information improved

both sound quality and sound localization~Armstronget al.,
1997; Tyleret al., 2002!. Moreover, two of the three subjects
tested in Tyleret al. ~2002! reported that the acoustic and
electric signals fused to form one integrated sound image.
Potential incompatibility between acoustic and electric hear-
ing has also been reported. For example, Tyleret al. ~2002!
reported that one of their subjects heard the acoustic and
electric stimuli as separate sound sources. Blameyet al.
~1996 and 2000! demonstrated a pitch mismatch and differ-
ences in the dynamic range and the shape of the iso-loudness
curves between the acoustically and electrically stimulated
ears. Dooleyet al. ~1993! also reported that some subjects
discontinued using their hearing aids or cochlear implants
after implantation. However, for those patients who adapted
to both devices, the incompatibility between the two percepts
did not seem to interfere with their speech recognition in
both quiet and noise~Dooleyet al., 1993; Tyleret al., 2002!.

The first study by von Ilberget al. ~1999! on combined
acoustic and electric hearing with specially designed short-
electrodes showed better speech recognition in quiet with the
additional low-frequency acoustic hearing compared to elec-
tric hearing alone. The range of improvement was 4 to 70
percentage points depending on the filtering configuration of
the cochlear implant. A recent study by Turner and col-
leagues~2004! on short-electrodes also showed significant
benefits of additional low-frequency acoustic hearing in
speech recognition in noise. They compared the speech re-
ception thresholds of spondee words in different noise back-
grounds~steady-state noise versus competing sentences! in
implant users with ‘‘short-electrodes’’ and traditional ‘‘long-
electrodes.’’ They reported that speech reception thresholds
improved by 15 dB in the competing talker background and
5 dB in the steady-state noise background in combined hear-
ing recipients with the short-electrode implants compared to
the traditional long-electrode users. They concluded that the
better speech recognition performance in multi-talker babble
noise with the additional low-frequency acoustic hearing was
attributed to the ability of the listeners to take advantage of
the voice differences between the target and the masker
speech.

One of the reasons that current cochlear implant listen-
ers have great difficulty in understanding speech in a fluctu-
ating background of other talkers~Nelsonet al., 2003; Stick-
ney et al., 2004! is their impaired pitch perception ability.
The goal of the present study was to investigate how residual
low-frequency hearing from the nonimplanted ear provides
information that is necessary for pitch perception, and in turn
improves speech and music perception in cochlear implant
listeners. Two experiments were conducted to reveal the role
of low-frequency acoustic hearing in realistic listening situ-
ations that are exceptionally challenging for cochlear implant
users. The first experiment was designed to evaluate speech
recognition in the presence of another speech sound in three
listening conditions: hearing aid~HA! alone, cochlear im-
plant ~CI! alone, and cochlear implant plus hearing aid~CI
1HA!. The second experiment was designed to evaluate
melody recognition with primarily pitch cues in cochlear-
implant users in the same three listening conditions. We hy-
pothesized that the additional low-frequency acoustic infor-
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mation from the nonimplanted ear would provide more
accurate pitch information to aid perceptual segregation of
competing voices and to contribute significantly to musical
pitch perception.

II. SPEECH RECOGNITION IN NOISE

A. Methods

1. Subjects

Four cochlear-implant subjects with significant residual
acoustic hearing in the nonimplanted ear were recruited to
participate in this study. They were two females and two
males, with ages ranging from 49 to 79. Figure 1 shows their
aided and unaided thresholds in the nonimplanted ear and the
thresholds in the implanted ear. Their unaided thresholds
showed moderate to profound loss at frequencies from 125 to
8000 Hz, but their aided thresholds showed only mild to
severe loss at frequencies at or below 1000 Hz. The aided
threshold averaged over 125, 250, and 500 Hz was 30, 70,
48, and 28 dB HL for subjects S1, S2, S3, and S4, respec-
tively. While all other subjects had better aided thresholds
below 1000 Hz, subject S2 had the lowest threshold~40 dB
HL! at 1000 Hz and poorer thresholds below 1000 Hz.

Thresholds from the cochlear implant for subjects S2, S3,
and S4 were between 25 and 70 dB HL from 125 to 6000 Hz.
The implant thresholds for S1 were not tested. Three out of
the four subjects~S1, S3, and S4! continued to use their
hearing aids on a daily basis, whereas S2 discontinued using
his hearing aid after implantation in spite of residual hearing
in the nonimplanted ear. Subject S2 did not use his hearing
aid because of poor speech recognition rather than any per-
ceived incompatibility between his hearing aid and cochlear
implant.

All subjects were postlingually deafened and had at least
one year of implant usage at the time of the test. They were
native speakers of American English. Table I shows addi-
tional information regarding hearing history and implant
type. Two subjects had the Clarion device, with S1 having
the Clarion precurved electrode and S2 having the Clarion Hi
Focus II with the positioner. The remaining two subjects~S3
and S4! used the Nucleus 24 device. Subject S1 used two
different speech processing strategies: simultaneous analog
stimulation~SAS! and multiple pulsatile sample~MPS!, de-
pending on the listening situations. Subject S2 and S4 used
the continuous interleaved sampling~CIS! strategy, and S3
used the advanced combination encoder~ACE! strategy.

FIG. 1. Aided ~closed symbols! and unaided~open
symbols! thresholds in the nonimplanted ear~circles for
the right ear; triangles for the left ear! and cochlear
implant ear~indicated as ‘‘C’’!. Only thresholds at or
below 100 dB HL were shown. The asterisk above the
symbol indicates vibrotactile response. Implant thresh-
olds in subject S1 were not obtained.
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2. Stimuli

A subset of IEEE sentences~1969! recorded by Hawley
et al. ~1999! was used in this experiment. Each list consisted
of ten sentences with five keywords per sentence. The target
sentence was spoken by a male voice. Another sentence
~competing sentence! spoken by a different male talker or by
a female talker was used as a masker. The same competing
sentence was used throughout testing~‘‘Port is a strong wine
with a smoky taste’’!. The target sentence was either pre-
sented alone or in the presence of the masker. The target and
masker had the same onset, but the masker’s duration was
always longer than the target sentence. The target sentence
was presented at approximately 65 dBA whereas the level of
the masker varied from 45 dB to 65 dBA to produce five
signal-to-noise ratios~SNR!: 120,115,110,15, and 0 dB.

3. Procedure

Subjects were evaluated under three listening condi-
tions: hearing aid~HA! alone, cochlear implant~CI! alone,
and cochlear implant with hearing aid~CI1HA!. The sub-
ject’s cochlear implant was turned off in the HA alone con-
dition, and their hearing aid was turned off and the nonim-
planted ear was plugged in the CI alone condition. These
three listening conditions were evaluated in random order for
each subject.

All tests were performed in a double-walled sound-
treated booth. Both the target and masker sentences were
presented via a loud speaker directly in front of the subject.
Subjects used their own hearing aid and cochlear implant
volume and sensitivity settings during the entire test session.
All subjects were tested with the male masker, with subjects
S2, S3, and S4 also being tested in a second test session with
the additional female masker. S1 was not available for the
second test session with the female masker. Prior to the test
session, subjects were presented with two practice sessions
of ten sentences each binaurally. In the first practice session,
subjects were presented with sentences in quiet. The second
practice session was used to familiarize listeners listening to
the target sentence in the presence of the masker. In this

practice session, two sentences were presented for each of
the five SNR conditions used in the actual experiment. In the
test session, each subject was presented with all five SNR
conditions in a random order. There were 10 randomized
sentences~5 keywords each!, for a total of 50 keywords per
SNR and 50 sentences for the test session. The subjects
typed their responses at the keyboard and were encouraged
to guess if unsure. Responses were collected and scored in
terms of the number of words correctly identified using
MATLAB software.

B. Results

Figure 2 shows percent correct scores as a function of
SNR for sentence recognition in the presence of the male
masker for both individual and average data~bottom right
panel!. Panels S1a and S1b represent results from subject S1
using the SAS and the MPS strategy, respectively. Results
from the three listening conditions, hearing aid~HA! alone,
cochlear implant~CI! alone, and the combined devices~CI
1HA!, are represented by closed squares, closed circles, and
open triangles, respectively.

Both the individual and average data show the same
trend: the hearing aid alone produced essentially zero speech
recognition across different SNRs@F(4,16)51.88, p
.0.05], while the cochlear implant alone and the combined
devices produced monotonically increasing performance as a
function of SNR @CI alone: F(4,16)510.98, p,0.01; CI
1HA: F(4,16)523.09, p,0.001]. The most interesting
finding is that the combined hearing produced significantly
better performance than the CI alone particularly in the
higher SNR conditions by an average of 8 percentage points
at a 15 dB SNR@F(1,4)510.78,p,0.05] and 20 percentage
points at a 20 dB SNR@F(1,4)527.13,p,0.01].

Figure 3 shows sentence recognition scores with the fe-
male masker from subjects S2, S3, and S4. Similar to the
male masker condition, qualitative trends were observed
with the female masker:~1! the HA alone produced essen-
tially zero speech recognition,~2! both the CI alone and the
combined devices produced monotonically increasing perfor-

TABLE I. Biographical information on five cochlear-implant subjects.

Subject Agea Mus.b
Age

onsetc Etiology
Yrs.
exp.d Devicee Strategyf

HA
useg

Consonanth

~%!
Voweli

~%!

S1 49 .20 4 Unknown 4 Clarion
precurved

SAS/MPS Y 46/54 51/40

S2 50 0 25 Unknown 2 Clarion
HiFocus II

CIS N 86 68

S3 69 0 37 Unknown 3 Nucleus 24 ACE Y 54 51
S4 79 0 36 Unknown 1 Nucleus 24 CIS Y 58 45
S5 19 0 3 Unknown 3 Clarion

precurved
SAS Y 41 33

aAge of the subject at the time of the experiments.
bYears of formal musical training.
cAge at the onset of hearing loss.
dYears of experience with the implant.
eImplant type.
fProcessing strategy in the speech processor used during the experiments.
gConsistent use of hearing aid in the nonimplanted ear after implantation.
hScore~% correct! on consonant recognition in quiet in /aCa/ context.
iScore~% correct! on vowel recognition in quiet in /hVd/ context.
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mance as a function of SNR, and~3! the combined hearing
produced better performance than either mode alone. The
benefits of combined hearing compared to CI alone were

observed in all subjects, with average improvement ranging
from 8 to 25 percentage points from 0 to 20 dB SNR. How-
ever, due to the limited number of subjects and the large

FIG. 2. Individual and mean sentence recognition
scores~% correct! as a function of signal-to-noise ratio
~SNR! with the male masker. The three functions in
each panel represent the CI1HA ~open triangles!, CI
alone ~closed circles!, and HA alone~closed squares!
conditions. The vertical error bars in the mean graph
represent the standard error of the mean.

FIG. 3. Sentence recognition scores~% correct! as a
function of SNR for subjects S2, S3, and S4 with the
female masker.
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intersubject variability of performance, the superior perfor-
mance of combined hearing over CI alone was only found to
be significant at 15@F~1,2!519.10, p,0.05] and 10 dB
SNRs @F~1,2!518.75, p,0.05]. Large differences between
the male and the female maskers were observed in the com-
bined hearing condition at all SNRs with an average of 21
percentage points better with the female masker than with
the male masker. Significant difference between the two
maskers in combined hearing was found in more challenging
SNRs at 15@F(1,2)5100.00, p,0.01] and 10 dB SNRs
@F(1,2)519.24,p,0.05]. In contrast, with the CI alone, the
improvement of speech recognition with the female masker
compared to the male masker was relatively small~average 9
percentage points! and no significant difference between
maskers was found at any SNR@F(1,2)52.07,p.0.1]. The
improvement of the combined hearing over the CI alone was
much greater for the female masker~average 19 percentage
points! than the male masker~average 7 percentage points!.
For example, subject S2 improved by about 5 percentage
points with the male masker, but the improvement with the
female masker was 26 and 34 percentage points at 5 and 10
dB SNR, respectively. Similarly, subject S3 improved by 15
or less percentage points with the male masker, but the im-
provement with the female masker was 24 and 52 percentage
points at 15 and 20 dB SNR, respectively.

III. MELODY RECOGNITION

A. Methods

1. Subjects

Five cochlear-implant subjects, including the same four
cochlear-implant subjects from experiment I and an addi-
tional subject S5 participated in the melody recognition ex-
periment. Only S1 had extensive musical training, while the
rest had very limited music experience. Subject S5 was a
non-native speaker of English, but he attended kindergarten
in the United States at age 6. He reported learning all the
melodies, except one, used in the experiment at a young age
and was able to hum the tunes of these melodies. He was
implanted with the Clarion precurved electrode and was us-
ing the SAS processing strategy. Like most of the subjects in
this experiment, S5 continued to use his hearing aid on a
daily basis. His average aided threshold for 125, 250, and
500 Hz was 45 dB HL.

2. Stimuli

Three sets of 12 familiar melodies, played by single
notes, were generated using a software synthesizer~ReBirth
RB-338, version 2.0.1!. For each melody, rhythmic informa-
tion was removed by using notes of the same duration~quar-
ter notes with 350 ms in duration! with a silent period of 150
ms between notes. Therefore, pitch was the only available
cue for melody recognition. Each melody consisted of 12–14
notes of its initial phrase. Three sets of the twelve melodies
were generated in low-, mid-, and high-frequency ranges. In
the low-frequency melody condition, all melodies were
within a frequency range from 104~G#2! to 261 Hz ~C4!,
whereas the mid-~208 to 523 Hz! and high-range~414 to
1046 Hz! melodies were one and two octaves above the low-

range melodies, respectively. The largest semitone difference
between the highest and the lowest notes of the melody was
16 and the smallest difference was 7. Table II shows the titles
of the melodies used in this experiment and the frequency
components of each melody~for detailed information, see
Kong et al., 2004!.

3. Procedure

All subjects were tested in three listening conditions
~HA alone, CI alone, and CI1HA! and three melody condi-
tions ~low, mid, and high! for a total of 9 conditions. For the
HA alone and CI alone conditions, stimuli were presented at
the subject’s most comfortable level while they wore their
hearing aid or cochlear implant at their usual settings. For the
combined CI1HA condition, the presentation level was set
the same as in the HA alone condition while the speech pro-
cessor volume was adjusted to achieve the most comfortable
loudness. The presentation level ranged from 70 to 85 dB
SPL.

The titles of the 12 melodies were displayed on a com-
puter screen and the subject was asked to choose the melody
that was presented. A practice session with feedback was
given before the actual test. For each experimental condition,
melodies were presented three times in random order. Rep-
etition of the stimulus was not allowed and visual feedback
regarding the correct response was given immediately after

TABLE II. The 12 familiar melodies and their frequency ranges.

Melodya Low range Mid range High range
Largest
intervalb Int extentc

1 131–220
~C3-A3!

261–440
~C4-A4!

522–880
~C5-A5!

5th 9

2 122–184
~B2-F#3!

245–369
~B3-F#4!

490–738
~B4-F#5!

m3rd 7

3 110–174
~A2-F3!

220–348
~A3-F4!

440–696
~A4-F5!

4th 8

4 110–184
~A2-F#3!

220–369
~A3-F#4!

440–738
~A4-F#5!

6th 9

5 110–174
~A2-F3!

220–348
~A3-F4!

440–696
~A4-F5!

4th 7

6 131–196
~C3-G3!

261–392
~C4-G4!

522–784
~C5-G5!

m3rd 7

7 110–220
~A2-A3!

220–440
~A3-A4!

440–880
~A4-A5!

Octave 12

8 146–220
~D3-A3!

292–440
~D4-A4!

584–880
~D5-A5!

4th 7

9 131–196
~C3-G3!

261–392
~C4-G4!

522–784
~C5-G5!

5th 7

10 103–261
~G#2-C4!

207–523
~G#3-C5!

414–1046
~G#4-C6!

m6th 16

11 104–233
~G#2-A#3!

207–466
~G#3-A#4!

414–932
~G#4-A#5!

4th 14

12 110–184
~A2-F#3!

220–369
~A3-F#4!

440–738
~A4-F#5!

5th 9

a15Twinkle, Twinkle, Little Star; 25This Old Man; 35She’ll be Coming
Round the Mountain; 45Old MacDonald Had a Farm; 55Lullaby, and
Good Night; 65Mary Had a Little Lamb; 75Take Me Out to the Ball
Game; 85London Bridge is Falling Down; 95Happy Birthday; 105Star
Spangled Banner; 115Auld Lang Syne; 125Yankee Doodle.

bLargest interval in melody (m5minor).
cRange in semitones between the highest and the lowest notes in the melo-
dies.
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the subject’s response. As in experiment I, all three melody
and all three listening conditions were presented in random
order.

B. Results

Figure 4 shows individual and mean melody recognition
results for the three melody~low, mid, and high! and listen-
ing conditions ~HA alone5closed bars, CI alone5slanted
bars, and CI1HA5open bars!. Panels S1a and S1b represent
results from subject S1 using the SAS and MPS strategies,
respectively. Melody recognition performance varied re-
markably from subject to subject in all listening conditions.
Performance ranged from an average of 19% for S4 to 90%
for S1 in the HA alone condition, from 8% for S4 to 81% for
S1 in the CI alone condition, and from 21% for S4 to 92%
for S1 in the CI1HA condition. Consistent with Konget al.
~2004!, a difference in processing strategies was observed,
with the SAS strategy producing better melody recognition
than CIS-type strategy. For subject S1, her SAS strategy pro-
duced 73, 47, and 3 percentage points better performance

than her MPS strategy for the low-, mid-, and high-range
melodies, respectively. However, inconsistent with earlier
studies on melody recognition, the melody recognition per-
formance with cochlear implants alone in some of the sub-
jects was considerably better than the chance performance
level ~e.g., Gfelleret al., 2002; Konget al., 2004!. It should
be noted that the melody recognition performance with the
mid-range melodies reported in Konget al. ~2004! was pri-
marily obtained from cochlear implant users with the older
devices~Clarion precurved and Nucleus-22! and with the
envelope extraction processing strategies, namely MPS, CIS,
and SPEAK. Preliminary data from our laboratory on a small
group of users implanted with Nucleus 24, Clarion HiFocus
II, and Med-El devices showed a different level of perfor-
mance, with some performing similarly to the older device
users at chance level and others in the range of 40%–80%
correct. The reasons for this remarkable difference in perfor-
mance between the newer and older devices will need further
investigation, but it is not in the scope of discussion in this
study.

FIG. 4. Individual and mean melody recognition scores
~% correct! for the three listening~CI alone, HA alone,
and CI1HA! and three melody conditions~Low, Mid,
and High!. Vertical error bars represent the standard er-
ror of the mean.
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With the HA alone, the average melody recognition per-
formance across all subjects and conditions was 45% correct.
This is in direct contrast with the score of 0% obtained for
the speech recognition in noise task from the first experi-
ment. On average, HA alone produced an average of 17 per-
centage points better melody recognition than the averaged
CI alone performance, but showed similar performance to
the combined hearing condition. These patterns of results
were observed in four out of the five subjects. The only
exception was subject S2, who discontinued the regular use
of his hearing aid after implantation and had very unusually
poor aided thresholds in the frequency range~,1000 Hz!
that was tested in this experiment. Due to the large intersub-
ject differences in the melody recognition scores, a repeated
measures ANOVA did not show significant difference be-
tween the HA alone and CI alone performance. Nevertheless,
the trend of better performance with the HA alone than the
CI alone was found in 14 out of the 18 cases, the probability
of obtaining this result by chance is only 1.2%.

IV. DISCUSSION

A. Comparison between speech and melody
recognition

Cochlear implant speech recognition performance in
quiet has improved with advances in technology, but speech
recognition in competing backgrounds and music perception
remains challenging for implant users. One of the reasons for
their poor performance in speech recognition in noise and
music perception is their impaired pitch perception ability
caused by both the limitations of the electrode design and the
signal processing scheme employed in current cochlear im-
plants. We hypothesize that providing the additional fine-
structure information at low frequencies via the nonim-
planted ear may allow for better encoding of pitch, which in
turn can improve music appreciation and enhance speech
recognition in competing backgrounds.

The present study showed that speech recognition in
noise improved with combined acoustic and electric hearing
compared to electric hearing alone, consistent with findings

in earlier combined hearing studies~Armstronget al., 1997;
Ching et al., 2001 and 2004; Tyleret al., 2002! and the re-
sults reported regarding ‘‘short-electrode’’ cochlear implants
~Turner et al., 2004!. Turner et al. ~2004! showed signifi-
cantly lower spondee word reception thresholds in the pres-
ence of two simultaneously presented sentences than in
steady-state white noise in ‘‘short-electrode’’ users, but not in
the traditional long-electrode users. In contrast to speech rec-
ognition, the advantage of combined hearing was not ob-
served in the melody recognition task. Instead, the perfor-
mance with combined hearing was determined by the better
ear ~i.e., acoustic ear in S1, S3, S4, and S5, implant ear in
S2!, as indicated by Fig. 5 showing a highly significant cor-
relation between the binaural and the best monaural condi-
tions @r 250.94,p,0.001] and close to the unit slope~0.93!
of the linear regression function.

The differential speech and music results reinforce the
recently reported dichotomies in auditory perception, i.e., the
fine-structure cue at low frequencies dominates pitch percep-
tion while the envelope cue dominates speech recognition
~Smith et al., 2002!. The present results demonstrate this di-
chotomy with opposite patterns of results between hearing
aid and cochlear implant performance in speech and melody
recognition: the hearing aid~containing the fine-structure cue
at low frequencies! produced no speech recognition but sig-
nificant melody recognition, while the cochlear implant~con-
taining the temporal envelope cue! produced significant
speech recognition but relatively poor melody recognition.
The inability to recognize speech with only low-frequency
information is consistent with classic articulation index stud-
ies, where low-pass filtered speech~&800 Hz! was relatively
unintelligible ~e.g., French and Steinberg, 1947; Pavlovic
et al., 1986!. However, this additional low-frequency acous-
tic information, when combined with the cochlear implant,
produced significantly better speech recognition in noise than
the implant alone condition.

B. Auditory segregation and grouping

The superior speech recognition performance in binau-
rally combined hearing over the CI alone may arise from the

FIG. 5. Correlation of melody recognition~% correct!
with binaural~CI1HA! and monaural~HA alone or CI
alone! stimulation. Monaural data from S1a, S1b, S3,
S4, and S5 are from the HA alone condition, but from
the CI alone condition for S2. The slope of the regres-
sion line is 0.93 and the intercept is 4.94.
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benefits of ~1! binaural processing including the binaural
squelch effect~Carhart, 1965; Colburn, 1977! and/or diotic
summation, a small benefit arising from listening with two
ears compared to one ear with the identical signal and noise
~Day et al., 1988!, ~2! a monaurally based grouping and seg-
regation mechanism, or~3! a combination of both. However,
we argue that the presently observed improved speech rec-
ognition in noise with binaurally combined acoustic and
electric hearing cannot be due to the binaural advantage.
First, there are apparently no preserved level and phase dif-
ferences between the acoustic and electric hearing, as re-
quired by the traditional binaural squelch. Both the target
speech and masker were presented directly in front of the
subjects in our study. Second, the advantage from diotic
summation is small~Cox et al., 1981! and it results mainly in
better speech recognition in quiet~Kaplan and Pickett,
1981!. This cannot account for the considerably large im-
provement of speech recognition in noise~averaged 19 per-
centage points with the female masker! with the combined
hearing in our study. Third, similar improvement was ob-
tained with combined acoustic and electric hearing on the
same side with the short-electrode implant, providing evi-
dence strongly against the binaural advantage hypothesis.
Fourth, speech recognition in noise was improved more with
the female masker than with the male masker, suggesting a
monaurally based grouping and segregation mechanism.

Previous studies in which speech recognition in noise
improved with the separation of the fundamental frequency
have demonstrated the importance of voice pitch cues for
segregating speech from competing backgrounds~e.g.,
Brokx and Nooteboom, 1982; Gardneret al., 1989; Assmann
and Summerfield, 1990!. During voicing, the pulsing of the
vocal folds gives rise to a consistent pattern of periodicity in
the time wave form and corresponding harmonicity in the
spectrum. Different from acoustic hearing, low harmonics
cannot be resolved in current cochlear implants. The only
pitch information available in the implants is from the re-
duced salience pitch cue provided by the temporal envelope
~Burns and Viemeister, 1981; Faulkneret al., 2000; Green
et al., 2002!. The nonsalience of temporal envelope pitch can
be demonstrated by the much poorer discriminability of
modulation frequency and electric pulse rate than pure-tone
frequency discrimination~Formby, 1985; Grant, 1998; Zeng,
2002!. Thus, we hypothesize that the pitch difference in the
temporal envelope is not robust enough to reliably separate
the target and masker, particularly when both are dynamic
speech sounds~e.g., Greenet al., 2002!. We further hypoth-
esize that the fine-structure information at low frequencies in
the combined acoustic and electric hearing provides better
F0 information that allows the cochlear-implant users to seg-
regate the target from the masker. In the present study, the
average fundamental frequency was 108 Hz for the target,
136 Hz for the male masker, and 219 Hz for the female
masker ~measured by theSTRAIGHT program, courtesy of
Kawahara, 1997!. The significantly better speech recognition
performance with the female masker compared to the male
masker supported the idea that the availability of the funda-
mental frequency cue in combined acoustic and electric hear-

ing was critical for separating the target speech from the
masker speech.

The encoding of voice pitch in normal-hearing listeners
can be achieved by the place coding or temporal coding
mechanism, or both. A number of models have been pro-
posed to investigate the auditory and perceptual processes by
which normal-hearing listeners utilize theF0 difference
when identifying the constituents of double vowels. Ass-
mann and Summerfield~1990! tested different models to pre-
dict performance in normal-hearing listeners in identifying
concurrent vowels with different fundamental frequencies.
They reported that the place-time models, which estimated
voice pitch using a periodicity analysis of the wave forms in
each channel, were superior to the place models in the con-
text of vowel identification. A purely temporal model by
Meddis and Hewitt~1992! could even predict the improve-
ment of segregation of simultaneous vowels as a function of
F0 difference based on the pooled periodicity information
which were summed across channels. These models sug-
gested that temporal information, namely the periodicity
cues, are critical for the segregation of competing sound
sources.

The underlying mechanism for segregating competing
sounds with combined acoustic and electric hearing is un-
clear. We propose that the segregation of target speech from
the masker is based on the temporal periodicity cues in both
the acoustic and electric signals. While the periodicity cue
carried in the envelope alone does not provide sufficientF0
sensitivity to perceptually segregate target speech from the
masker~Faulkneret al., 2000; Greenet al., 2002!, the pres-
ence of the additional salient temporal fine-structure cue at
low frequencies in acoustic hearing, which is correlated with
the periodicity cue in the temporal envelope in electric hear-
ing, increases perceptual segregation between the signal and
noise as well as improves grouping of the signal and that of
the noise. This hypothesis is consistent with the recently re-
ported poor~23% correct! speaker identification performance
~Vongphoe and Zeng, 2004! and the absence of talker effect
for speech recognition in the presence of a competing talker
~Stickney et al., 2004! in cochlear implant users. Even
though there is no direct evidence to support this hypothesis
at this stage, several predictions can be made to test its va-
lidity in the future. For example, should fundamental fre-
quency be the main cue used by low-frequency acoustic
hearing to improve electric hearing, we would predict mini-
mal improvement for voiceless speech segments. Addition-
ally, any mismatch between the fundamental frequency pro-
vided by acoustic hearing and the temporal envelope
provided by electric hearing would result in a reduced benefit
in combined hearing.

V. CONCLUSIONS

The present study implicates a dichotomy between the
envelope and fine-structure cues at low frequencies in speech
and melody recognition. The temporal envelope cue is suffi-
cient for speech recognition, but not for melody recognition.
On the other hand, the fine-structure cue at low frequencies
is sufficient for pitch perception, but not for speech recogni-
tion. However, when the fine-structure cue in acoustic hear-
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ing is combined with the envelope cue in electric hearing,
significant improvement can be observed in speech recogni-
tion in a competing background. The greatest improvement
was observed when the target and the masker had the largest
difference in fundamental frequency, suggesting a monau-
rally based grouping mechanism rather than a binaurally
based mechanism for the observed advantage with the com-
bined acoustic and electric hearing.

The present study suggests the importance of appropri-
ately encoding the fine-structure cue in cochlear implants.
Although this fine-structure cue at low frequencies produces
negligible intelligibility for speech recognition in quiet, it is
critical for music perception, speech recognition in noise,
and other listening situations including speaker identification
and sound source segregation.
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In this study we use a low-dimensional laryngeal model to reproduce temporal variations in oral
airflow produced by speakers in the vicinity of an abduction gesture. It attempts to characterize these
temporal patterns in terms of biomechanical parameters such as glottal area, vocal fold stiffness,
subglottal pressure, and gender differences in laryngeal dimensions. A two-mass model of the vocal
folds coupled to a two-tube approximation of the vocal tract is fitted to oral airflow records
measured in men and women during the production of /aha/ utterances, using the subglottal
pressure, glottal width, andQ factor as control parameters. The results show that the model is
capable of reproducing the airflow records with good approximation. A nonlinear damping
characteristics is needed, to reproduce the flow variation at glottal abduction. Devoicing is achieved
by the combined action of vocal fold abduction, the decrease of subglottal pressure, and the increase
of vocal fold tension. In general, the female larynx has a more restricted region of vocal fold
oscillation than the male one. This would explain the more frequent devoicing in glottal abduction–
adduction gestures for /h/ in running speech by women, compared to men. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1853235#

PACS numbers: 43.70.Aj, 43.70.Bk, 43.70.Gr@DOS# Pages: 1362–1372

I. INTRODUCTION

Our purpose in this paper is to explore the capability of
low-dimensional vocal fold models to reproduce vocal fold
vibration onset–offset patterns observed experimentally dur-
ing speech. At the same time, it analyzes how the vibratory
behavior of the vocal folds is controlled during speech by
individual speakers. The analysis follows an inverse dynamic
approach, based on previous modeling studies by McGowan
et al. ~1995!. Basically, this approach consists in fitting a
model of the glottal source and vocal tract to collected
speech records. The fit is performed by computing the time-
varying laryngeal parameters that best reproduce the given
speech signal at the model output. It must be done in a dy-
namic fashion, since the characteristics of the targeted
speech signal, such as frequency and amplitude, vary in time.
In this way, it represents a more demanding test for the vocal
fold model than usual simulations of sustained voice, in
which the laryngeal configuration is static. The model must
be capable of simulating the pattern of variation of the
speech signal, and within restrictions of smoothness and
physiologically realistic ranges of the control parameters.

We consider airflow signals collected during productions
of the utterance /aha/. This utterance is convenient for study-
ing laryngeal control during speech, since it involves an open
vocal tract with little upper articulatory movement~Koenig,
2000!. Glottal abduction and subsequent adduction, com-

bined with variations of other laryngeal biomechanical pa-
rameters such as subglottal pressure and vocal fold stiffness,
yield elevated airflow, breathy voicing, and, in some cases, a
cessation of voicing during /h/. By fitting a model of the
larynx to the airflow data, we seek to infer the temporal
control patterns of those parameters. Our purpose is to deter-
mine control strategies of voicing onset and offset used by
speakers, and detect possible differences between female and
male speakers. In addition, we intend to provide modeling
support to our work on the development of speech motor
control in children~e.g., Koenig, 2000; Koenig and Lucero,
2002!.

For the vocal fold model, we adopt a version of the
popular two-mass model of Ishizaka and Flanagan~1972!.
This is a simple model that has been widely adapted to yield
realistic simulations of glottal source behavior~e.g., Koizumi
et al., 1987; Louset al., 1998; Pelorsonet al., 1994; de Vries
et al., 2002!.

We will first describe the collected airflow data, fol-
lowed by the laryngeal and vocal tract models and the fitting
algorithm. Our results present the best fits of the model to the
recorded data.

II. DATA

We collected data from eight normal English speaking
subjects: four men and four women. All the subjects were
between 20 and 40 years old, with mean ages of 27 and 28
years for men and women, respectively. The data consisted
of oral airflow signals, recorded using a Rothenberg mask

a!Electronic mail: lucero@mat.unb.br
b!Electronic mail: koenig@haskins.yale.edu
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while the subjects repeated the utterance ‘‘A papa hopper,’’
with stress on the third syllable. The signals were filtered at
4.8 kHz, and sampled at 10 kHz. All productions were audi-
torily assessed to verify that they were perceptually accept-
able versions of the intended utterance. We selected ten typi-
cal records from each subject, of various loudness levels, and
showing both voiced and devoiced /h/.

The data was read into Matlab software, which was used
for all further processing.

The dc flow component of each record was obtained by
low-pass filtering it at a 50 Hz cutoff to eliminate glottal
pulses, using a sixth-order Butterworth filter. The ac flow
component was next computed as the difference between the
unfiltered original signal and the filtered signals. The indi-
vidual cycles of the ac component were then identified by
using a zero-crossing algorithm with low pass filtering~Titze
and Liang, 1993!. From each cycle, we computed its rms
value, and the fundamental frequency, as the inverse of its
temporal length.

Figure 1 shows airflow data for a male subject, for the
portion corresponding to the utterance /aha/.

Let us recall that airflow might be roughly considered,
as directly proportional to the glottal area, when other pa-
rameters are constants. According to Titze~1988!,

DP5
ktrUg

2

2Ag
2

, ~1!

where DP is the transglottal pressure,kt is a transglottal
pressure coefficient,r is the air density,Ug is the airflow

~volume velocity!, and Ag the glottal area. Assuming also
that the glottal air flow is equal to the oral flow, and that the
transglottal pressure is constant, then the airflow results are
proportional to the glottal area. Thus, the dc flow plot in Fig.
1 ~second panel from the top! may be considered to represent
the neutral glottal area, clearly showing the abduction–
adduction gesture for the production of /h/.

In this case, the /h/ is fully voiced. The ac amplitude~the
third panel from the top! decreases a bit during the glottal
abduction–adduction, and there is almost no variation of the
fundamental frequencyF0 .

Figure 2 shows data corresponding to a female subject.
In this case, the /h/ is devoiced. The dashed lines mark the
period that we considered devoiced. In all cases, devoiced
periods were identified as a region in which the computed
values ofF0 were erratic~sudden jumps and discontinuities!
and the rms values of ac amplitude reached a constant level
close to zero~noise level!, as may be seen in theF0 and rms
plots. Such regions were identified and marked by a visual
inspection of the results.

We can also note a slight hysteresis effect for voice
offset–onset in this example: voice stops and starts at differ-
ent levels of the dc flow~169.5 and 152.2 cm3/s, respec-
tively!. Assuming that the dc flow roughly represents the
glottal neutral area, then we may say that voice offset and
onset are achieved at different laryngeal configurations~dif-
ferent glottal areas!. Further, the conditions for voice onset
are more restricted than those for voice offset: to restart
voice, the vocal folds must be driven closer together than the
position at which voice stopped. This hysteresis effect has

FIG. 1. Airflow data from subject MJB~male!. From top to bottom: re-
corded airflow, dc component, ac component, fundamental frequencyF0 ,
and rms value of ac amplitude. The vertical full lines mark the period se-
lected as a target for the simulations.Pa defines a reference point~see the
text!.

FIG. 2. The airflow data from subject FJH~female!. From top to bottom:
recorded airflow, dc component, ac component, fundamental frequencyF0 ,
and rms value of ac amplitude. The vertical full lines mark the period se-
lected as a target for the simulations, and the dashed lines mark the devoiced
period.Pa defines a reference point~see the text!.
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been modeled using a subcritical Hopf bifurcation phenom-
enon ~Lucero, 1999a!, and it is common in cases of flow-
induced vibrations~Thompson and Stewart, 1986!.

In both figures, the vertical full lines mark the glottal
abduction–adduction region, which was used later as target
to fit the two-mass model. This region was defined between
the two minima of the dc flow immediately before and after
the /h/ peak. In the dc flow plots,Pa defines a weighted
average between the two minima, and was used as a base
reference value.

Table I summarizes the characteristics~mean values! of
the recorded data. The dc base value is the weighted average
indicated asPa in Figs. 1 and 2, and the peak value corre-
sponds to the peak glottal abduction. The ac rms andF0

values were computed using a weighted average of values at
the start and end of the target period, similarly to the dc base
value. Main differences between male and female subjects
appear in the fundamental frequency~higher in women than
men, with no overlap between groups!, and in the peak air-
flow value~higher in men than in women, with the exception
of female subject FRS!.

III. MODELS

A. Vocal folds

The larynx was modeled using a modified version of the
two-mass model of the vocal folds~Ishizaka and Flanagan,
1972!. Figure 3 ~top! shows a sketch of the model. Each
vocal fold is represented by two mass-damper-spring sys-
tems (m1-b1-s1 and m2-b2-s2), coupled through a spring
(kc). The two vocal folds are assumed identical, and they
move symmetrically with respect to the glottal midline, in
the horizontal direction.

When the glottis is open, the equations of motion may
be written as

m1ẍ11b1~x1 ,ẋ1!1s1~x1!1kc~x12x2!5 f 1 ,
~2!

m2ẍ21b2~x2 ,ẋ2!1s2~x2!1kc~x22x1!5 f 2 ,

wherebi , si , f i , with i 51, 2, denote the forces related to
the tissue damping, elasticity, and the airflow, respectively,
mi are the masses,xi are their horizontal displacements mea-
sured from a rest~neutral! positionx0.0, andkc is the cou-
pling stiffness. As in the work of Ishizaka and Flanagan
work, we adopted a cubic characteristic for the tissue elastic
forces, of the form

si~xi !5kixi~11100xi
2!, i 51,2, ~3!

whereki are stiffness coefficients andxi is measured in cm.
The stiffness coefficients and masses were computed

through aQ scaling factor~Ishizaka and Flanagan, 1972!:
ki5Qk̂i , kc5Qk̂c , and mi5m̂i /Q. This Q factor may be
regarded as a scaling factor for the natural frequencies of the
model, and it provides a convenient way to control the oscil-
lation frequency. It will be used later as one of the control
parameters of the model.

For the damping forces, instead of the usual linear term
r i ẋi , we adopted a nonlinear characteristic of the form

bi~xi ,ẋi !5r i~11150uxi u!ẋi , i 51,2, ~4!

wherer i are damping coefficients. The reason was the need
to limit the amplitude of the vocal fold oscillation as the
glottal width increased. As an illustration, Fig. 4 shows a
simulation result using a linear damping characteristic, and a
glottal half-width increase from 0.009 to 0.102 cm. An in-
crease in the amplitude of the glottal pulses when the glottal
abduction begins may be noted. This increase is a shortcom-
ing of the standard two-mass model, since it is not present in
the recorded airflow data. It was also noted by McGowan
et al. ~1995! in their modeling work. It appears because,
prior to the glottal area increase, the collision between the
opposite vocal folds is the major factor that limits the vocal
fold oscillation. When the glottal width increases, at the be-
ginning of the abduction gesture, the distance from the vocal
fold rest position to the midline increases, and thus there is

FIG. 3. Two-mass model of the vocal folds~top! and vocal tract model for
vowel /a/ ~bottom!.

TABLE I. Summary of recorded data. The table shows mean values of
airflow parameters, grouped in fully voiced /h/ and devoiced /h/ for each
subject.T is the length of the target region.

Subject F0 (Hz) AC ~cm3/s!

dc ~cm3/s!

T (s) Recordsbase peak

Female subjects
FEM voiced 205 47.6 71.5 205.9 0.164 6

devoiced 188 29.0 73.1 233.0 0.172 4
FGR voiced 188 36.0 57.5 160.7 0.159 9

devoiced 199 48.2 64.4 347.6 0.205 1
FJH voiced 197 30.5 30.8 123.5 0.124 6

devoiced 198 34.5 28.0 153.2 0.131 4
FRS voiced 238 94.2 203.4 503.9 0.162 3

devoiced 242 116.3 139.8 730.7 0.162 7
Male subjects

MJB voiced 121 45.4 69.0 292.5 0.136 6
devoiced 114 32.4 81.0 288.9 0.146 4

MJW voiced 140 182.3 69.7 830.0 0.133 4
devoiced 133 134.9 4.4 572.7 0.140 6

MSFA voiced 123 61.6 71.2 342.4 0.144 8
devoiced 102 44.0 71.9 362.4 0.162 2

MSO voiced 149 25.5 68.2 230.8 0.158 4
devoiced 155 25.9 71.4 277.5 0.170 6
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more space for the oscillation. Eventually, for larger glottal
widths, other factors come to limit the oscillation, such as the
spring nonlinear characteristics and aerodynamic effects, and
so the oscillation amplitude becomes smaller.

We found it necessary to eliminate this flow increase, to
get reasonably good fits of the model to the data. McGowan
et al. ~1995! solved this issue by incorporating a representa-
tion of the anterior–posterior dimension of the vocal fold
into the two-mass model. The posterior region was assigned
a glottal area wider than the anterior region, and it was not
allowed to vibrate. According to the authors, with that rudi-
mentary upgrade of the two-mass model into a three-
dimensional model, it was possible to abduct the vocal folds
without increasing the amplitude of the airflow pulses.

Looking for alternative simpler solutions, we found that
a nonlinear damping characteristic of the general formr i(1
1kuxi u) ẋi , wherek is a coefficient, produces the same re-
sult. The factorr i(11kuxi u) acts as an equivalent damping
coefficient, dependent on the displacementxi . So, the larger
the oscillation amplitude, the larger the damping on the sys-
tem. This imposes a limit to the oscillation amplitude, by
increasing the losses of the energy that fuels the oscillation,
at large amplitudes. Note also that, at very low amplitudes
(xi→0) the damping factor approaches a linear characteris-
tic. This has the advantage that the threshold pressure and
other conditions to start the vocal fold oscillation, which de-
pend on the damping term, are not affected. Another strategy
to limit the oscillation amplitude could be to increase the
nonlinear part of the stiffness characteristics; however, this
approach would also make the oscillation frequency more
dependent on the oscillation amplitude. Using the damping
term, on the other hand, does not have a direct effect on the
oscillation frequency, and provides a simple and convenient
way to control the oscillation amplitude through parameterk.
Figure 5 shows a simulation result with the same configura-
tion of the model as for Fig. 4, but with a nonlinear damping
characteristic~with k5150!, and an increased subglottal
pressure in order to get the same airflow amplitude. The
value ofk5150 was selected by inspection of the simulation
results.

The adoption of a nonlinear damping term for the fold
tissues is also in agreement with experimental data. It is
known that the vocal fold tissues, like soft tissues in general,
have strong nonlinearities in their viscoelastic properties
~Alipour-Haghighi and Titze, 1985; Chan and Titze, 2000;
Titze, 1994!. More specifically, data obtained by Alipour-
Haghighi and Titze~1985, Fig. 4! show that the time con-
stant of tissue relaxation curves increases with the level of
strain imposed. This result may be modeled by a damping
factor that increases with strain, as in Eq.~4!. Note that a
linear damping term combined with the nonlinear stiffness in
Eq. ~3!, which is the standard version of the two-mass model,
would produce the opposite effect: relaxation curves with
time constants that decrease with the level of strain. Experi-
mental measures in other soft tissues and neuromuscular sys-
tems have also been interpreted as demonstrating strain-
dependent viscous damping~e.g., Bilstonet al., 2001; Gielen
and Houk, 1984; Lin and Rymer, 2001; Nasseriet al., 2002!.
The proper form of the damping term in the vocal fold model
is beyond the objectives of this paper. Here we have adopted
the form in Eq.~4!, because it provided good results when
fitting the model to the data. However, other alternatives are
possible, which should be evaluated in future research.

The contact between the opposite vocal folds is modeled
as in the work of Ishizaka and Flanagan work~1972!. We
assume that at their rest position, both masses are at a dis-
tancex0 from the glottal midline. Then, each massi collides
with its opposite counterpart at a displacementxi52x0 .
During contact, the stiffness is increased,

si~xi !5kixi~11100xi
2!13ki~xi1x0!@11500~xi1x0!2#,

xi,2x0 and i 51,2; ~5!

and the damping coefficientr i is increased by adding 1 to the
damping ratio: ifr i52j iAkimi is the value of the damping
coefficient when the glottis is open, for a given damping
ratio j i , then during contact of massi it assumes the value
r i52(j i11)Akimi .

FIG. 4. Simulated airflow for vocal fold abduction, and linear vocal fold
damping. Top: simulated airflow. Bottom: rms value of the ac component.

FIG. 5. Simulated airflow for vocal fold abduction, and nonlinear vocal fold
damping. Top: simulated airflow. Bottom: rms value of the ac component.
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B. Glottal and vocal tract aerodynamics

The glottal aerodynamics for the open glottis is modeled
using a version of the Ishizaka and Flanagan equations
~1972!, updated with experimental results and a simplified
version of the boundary layer model~Pelorsonet al., 1994,
1995; Louset al., 1998!. For clarity, below we briefly de-
scribe the main equations, and leave the details for the cited
references.

Letting the subglottal pressure bePs , then the drop to
pressureP11 at the glottal entry~at the lower edge of mass
m1) is, according to Bernoulli’s equation,

Ps2P115
rug

2

2a1
2

, ~6!

wherer is the air density,ug the volume velocity of glottal
airflow, anda1 is the cross-sectional lower glottal area, given
by a152l g(x11x0), wherel g is the vocal fold length. Note
that flow contraction~vena contracta! is not considered, fol-
lowing Pelorsonet al. ~1995!.

Along massm1 , pressure drops to a valueP12 due to air
viscosity, given by

P112P125
12md1l g

2ug

a1
3

, ~7!

wherem is the air viscosity, andd1 is the width of massm1 .
Two cases must be considered next, according to the

glottal shape. Let us consider first the case in which the
glottis is convergent or slightly divergent, i.e.,a1.ksa2 ,
whereks.1 is a suitable constant, anda252l g(x21x0) is
the cross-sectional upper glottal area. At the boundary be-
tween both masses there is a pressure variation, given by

P212P125
rug

2

2 S 1

a1
2
2

1

a2
2D , ~8!

whereP21 is the air pressure at the lower edge of massm2 .
Next, there is a pressure drop along massm2 due to air
viscosity, similar to Eq.~7!,

P212P225
12md2l g

2ug

a2
3

, ~9!

whereP22 is the pressure at the glottal exit. At this point, due
to the abrupt area expansion, the flow detaches from the
glottal wall and forms a jet stream. We assume that all energy
is lost in the stream due to turbulence~Pelorsonet al., 1994!,
and so

P225P0 , ~10!

whereP0 is the pressure input to the vocal tract.
When the glottis is more divergent, witha1<ksa2 , we

assume that the point of flow separation from the glottal wall
moves inside the glottis and occurs at the boundary between
both masses. This is a gross simplification of the boundary
layer model, which shows that the point of flow separation
moves upstream the glottis as a continuous function of the
glottal angle of divergence. According to the Pelorsonet al.
~1994, 1995! results, in a divergent glottis the ratio between

the glottal area at the point of airflow separation and the
minimum glottal area becomes asymptotically constant at
high Reynolds numbers. In measurements on a physical
model of the larynx with a cylindrical profile for the vocal
folds, they obtained the approximate ratio of 1.1. In a previ-
ous work ~Lucero, 1999a!, the flow separation equations
were solved, assuming a linear variation of the glottal area
along the glottis, and an approximate ratio of 1.3 was ob-
tained. Here, we consider an intermediate value and thus
assumeks51.2, following also Louset al. ~1998!.

In this case, again we assume that all airflow energy is
lost due to turbulence from the point of detachment, and so

P215P225P0 . ~11!

Finally, the forcesf i acting on the masses are computed
as f i5(Pi11Pi2)/2.

The forces for the case of glottal closure are computed
as follows~Ishizaka and Flanagan, 1972!:

f 15d1l gPs , x1<2x0 or x2<2x0 ; ~12!

f 25H d2l gPs , if x1.2x0 , x2<2x0 ;

0, if x1<2x0 ;
~13!

The vocal tract was represented by a standard two-tube
configuration for vowel /a/~Flanagan, 1972; Titze, 1994!,
shown in Fig. 3. Its equations were derived using a transmis-
sion line analogy, terminated in a radiation load of a circular
piston in an infinite baffle. The elements of the transmission
line were computed from the cross-sectional areasS1 , S2

and lengthsL1 , L2 of the vocal tract tubes, using the stan-
dard equations of the analogy~Ishizaka and Flanagan, 1972;
Flanagan, 1972!.

We asumed that the shape of the vocal tract did not
change over the utterance /aha/. This is something of an
oversimplification: Both formants F1 and F2 were signifi-
cantly higher across speakers in the stressed vowel compared
to the unstressed vowel. Nevertheless, the mean formant dif-
ferences as a function of stress were small~about 60 Hz for
the women, and 40 Hz for the men!. The /a/-like quality of
the unstressed vowel in this utterance probably reflects coar-
ticulation with the preceding and following /a/ vowels. There
was also a general tendency across speakers for F1 and F2 to
be highest in the loud condition, and lowest in the soft con-
dition; this pattern was significant for F1 in the stressed
vowel. Again, however, the overall formant differences were
small ~less than 75 Hz!. Finally, in those cases where the
formants were visible throughout the production of /h/, F1
and F2 generally showed little movement between the vow-
els. Thus, we are confident that variability in supraglottal
postures as functions of stress and loudness was fairly minor
in the modeled data. Moreover, we note that our objective
was to fit the major variations in speakers’ aerodynamic data,
rather than details of token-to-token variability.

C. Male and female configurations

The following values were adopted for the male con-
figuration of the vocal fold model~Flanagan, 1972; Ishizaka
and Flanagan, 1972!: m̂1M50.125 g, m̂2M50.025 g, k̂cM

525 N/m, k̂1M580 N/m, k̂2M58 N/m, j1M50.1, j2M
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50.6, l gM51.4 cm, d1M50.25 cm, d2M50.05 cm, and for
the vocal tract model~Flanagan, 1972; Goldstein, 1980!:
S1M51 cm2, S2M57 cm2, L1M58.9 cm, L2M58.1 cm.
Here, subscriptM denotes a male configuration.

To simulate female voices, McGowanet al. ~1995! used
the same male configuration of the model, as they were
mainly interested in reproducing the gross dc airflow. Here,
we intend to take a closer look at how onset and offset of the
vocal fold vibration is controlled, and thus the size of the
larynx and vocal tract might be an important factor. Female
airways are smaller in cross-sectional area, and thus the pres-
sure losses for viscosity are larger. The energy of the flow
available for the oscillation is then smaller, and this fact may
affect its control. Hence, we reduced the dimensions of the
larynx and vocal tract to simulate female voices using scal-
ing factors. According to Titze~1989!, the size relation be-
tween male and female larynges is in the range 1.2–1.6,
depending on the dimension. We adopted then a single scal-
ing factor for the laryngeal dimensions, with a valueb l

51.4. Masses were accordingly computed dividing byb l
3, to

compensate for the volume reduction. For the tissue stiffness,
we assumed a constant elasticity modulus for men and
women. This assumption is again a simplification, since Titze
~1989! reported a slightly stiffer tissue for females than for
males, probably as a result of differences in tissue composi-
tion. Then, for a constant elasticity modulus, the stiffness
coefficient is directly proportional to the cross-sectional area
of the tissues, and inversely proportional to their length. The
reduction of all dimensions by a factorb l implies that stiff-
ness is also reduced by this same factor. We assumed the
same tissue damping ratios for men and women.

Denoting by subscriptF the female configuration, the
parameters of the vocal fold model are:m̂1F5m̂1M /b l

3

50.0456 g, m̂2F5m̂2M /b l
350.0091 g, k̂cF5 k̂cM /b l

517.85 N/m, k̂1F5 k̂1M /b l557.14 N/m, k̂2F5 k̂2M /b l

55.71 N/m, j1F5j1M50.1, j2F5j2M50.6, l gF5 l gM /b l

51 cm, d1F5d1M /b l50.179 cm, d2F5d2M /b l

50.036 cm.
For the female vocal tract we used data from Goldstein

~1980!: L1F56.3 cm,L2F57.8 cm. The cross-sectional areas
were computed by scaling the male areas according to the
total length relation of male to the female vocal tractsbv
5(8.918.1)/(6.317.8)51.21. Thus, S1F5S1M /bv

2

50.688 cm2, S2F5S2M /bv
254.816 cm2.

IV. FIT TO COLLECTED SIGNALS

A. Control and target parameters

As control parameters for fitting the model to the data,
we selected the subglottal pressurePs , glottal half-width at
the rest position of the vocal foldsx0 , and Q factor. The
glottal half-width characterizes the degree of abduction–
adduction of the vocal folds, and should be the major control
parameter for the flow increase during the production of /h/.
The Q factor represents the degree of tension of the vocal
folds, and is the main control for the fundamental frequency
F0 of the vocal fold oscillation. Subglottal pressure is a main
control for the amplitude of the oscillation, and thus for the
amplitude of the airflow ac component.

Vocal fold abduction and tension should be the main
factors used by speakers to control phonation when produc-
ing /aha/ ~Koenig, 2000; Lo¨fqvist et al., 1989; McGowan
et al., 1995!. The value of subglottal pressure, on the other
hand, should derive from the lung pressure, which should be
roughly constant during the short duration of the utterance,
as should the relative value between the resistances of the
airways upstream and downstream the glottal entrance. As
the vocal folds abduct for /h/ and glottal resistance decreases,
subglottal pressure may decrease, and past experimental
work has reported short term decreases inPs when both the
glottis and the supraglottal tract are open~Löfqvist, 1975;
Ohala and Ohala, 1972!. In the current work, we have chosen
to use the subglottal pressure as a control parameter rather
than explicitly controlling it during the abduction because
the existant data do not permit precise quantification of how
large its decrease should be: Lo¨fqvist’s ~1975! measurements
were made on a single male speaker of Swedish, producing
voiceless obstruents, whereas Ohala and Ohala~1972! re-
ported data on a single female speaker of Hindi. Our own
past measurements~Löfqvist et al., 1995; Koenig, 2000! fur-
ther indicate that speakers may vary considerably in the de-
gree of abduction they use during the consonant /h/~cf. also
Manuel and Stevens, 1989!. Moreover, the well-known di-
mensional differences between adult male and female laryn-
ges~Titze, 1989; Kahane, 1982! imply that glottal areas dur-
ing abduction may be significantly larger in men than
women. Rather than speculate on the extent of group differ-
ences and/or intragroup variation, we approached this prob-
lem by allowing the subglottal pressure to vary as a fitting
parameter.

As targets in the data, we chose the dc flow amplitude,
and the rms and fundamental frequency of the ac component
of the flow.

It is instructive to analyze briefly how the targets depend
on the control parameters. Let us consider the flow dc com-
ponent, ac component~rms value!, and fundamental fre-
quencyF0 as functions of the control parameters, in the form
(dc,ac,F0)5G(Ps ,x0 ,Q), whereG denotes a vector-valued
function. We next compute their values when varying one of
the control parameters, while keeping the other two fixed at
some reference values. As reference, we used the standard
values of the two-mass modelP̂s5800 Pa,x̂050.02 cm,Q̂
51 ~Ishizaka and Flanagan, 1972!.

Figure 6 shows results for the male configuration. The
upper plot shows that both the ac and dc components in-
crease almost linearly with the subglottal pressure. The fun-
damental frequency is almost constant, with a small negative
slope. There is a threshold value for a subglottal pressure of
188 Pa~the threshold values were computed through addi-
tional simulations at a higher precision of the control param-
eters!, which must be overcome for the start of the vocal fold
oscillation. The middle plot shows that, when the glottal
half-width is increased by abducting the vocal folds, the dc
flow increases, since the glottal resistance decreases due to
the larger glottal cross-sectional area. However, the vocal
fold oscillation becomes more difficult~e.g., see Titze,
1988!, so the ac amplitude decreases. There is a threshold
value of 0.14 cm, above which the oscillation is no longer

1367J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 J. C. Lucero and L. L. Koenig: Simulations of oral airflow patterns



possible. Considering, finally, variations of theQ factor, in
the bottom plot, we see that its increase causes a linear in-
crease of fundamental frequency. Let us recall that theQ
factor is a linear scaling factor for the natural frequencies of
the vocal folds. It also affects the dc and ac flows, causing
them to decrease. As theQ factor increases, the vocal fold
stiffness also increases, and so the oscillation is inhibited.
Here too, there is a threshold value of 3.4, which sets an
upper limit for the oscillation.

Figure 7 shows results for the female configuration. Re-
sults are qualitatively similar to the male case. The airflow
values are lower than the male values, probably because of
the increased resistance of the narrower airways. Frequency
values are higher; although the stiffness coefficients are
smaller than the male values by a factor of 1/b l , the masses
are smaller by a factor of 1/b l

3, which results in higher natu-
ral frequencies. In fact, the fundamental frequency relations
between the female and male cases for the same values of the
control parameters are approximately equal tob l51.4. The
threshold value of the subglottal pressure is 240 Pa, larger
than the male value. The difference is relatively small, 27%
higher in women. The results seem in agreement with mea-
sures in men vs. women, which have found almost no gender
differences in values of subglottal pressure~Koenig, 2000!.
Measured airflow values, on the other hand, are, in general,
smaller in women, as found in the above simulations~for
both dc and ac components!.

The threshold values for the glottal half-width andQ
factor are smaller than the male values, with values of 0.08
cm and 2.6, respectively. These results, together with the
larger threshold pressure, imply that the adult female larynx
has a more restricted region of vocal fold oscillation. Thus,
voice would be harder to sustain in women than in men. In
particular, the smaller threshold for the glottal width~43%
reduction in women compared to men! would explain the

higher incidence of devoicing during glottal abduction–
adduction for /h/ in running speech in women as compared to
men ~Koenig, 2000!. As the vocal folds abduct, they easily
reach the oscillation offset threshold in women, whereas men
would require more extreme degrees of abduction.

B. Algorithms

Fitting the model to the selected target parameters poses
the difficulty that the dc flow is computed at each data point
~time step! of the simulation results. The rms value and fun-
damental frequency, on the other hand, require a certain
quantity of data points, since they are computed after each
whole cycle. Thus, a dynamic algorithm that tracks the target
signal and tunes the control parameters to get the correct
output point by point~e.g., as in Pitermann and Munhall,
2001! would not work. Instead, the algorithm must track the
target signals at larger steps, each of which must contain at
least one ac cycle. However, the length of the ac cycles, and
even the presence or absence of an ac component, depend on
the same values of the control parameters that the algorithm
must determine.

After trying several strategies, we found that the follow-
ing one produced good results for all records. The target
parameters were determined from the measured records at
five instants of time: the two minima of the dc flow imme-
diately before and after the /h/ peak~vertical solid lines in
Figs. 1 and 2!, the maximum at the /h/ peak, and the two
midpoints between the peak and the two minima.

The algorithm worked then in two main stages. In the
first stage, each set of target parameters for the five time
points was considered separately. For each set, simulations of
oral airflow were produced using constant control param-
eters. The dc component, and rms and fundamental fre-
quency of the ac component were computed from the simu-

FIG. 6. Output targets as a function of the control parameters, for a male
configuration of the model. Squares: dc component of oral airflow~scale at
the left!. Circles: rms value of the ac component of oral airflow~scale at the
left!. Asterisks: fundamental frequency of the ac component~the scale at the
right!. In the regions without asterisks, the AC component has a zero am-
plitude. The vertical dashed line marks the standard values of the model.

FIG. 7. Output targets as a function of the control parameters, for a female
configuration of the model. Squares: dc component of oral airflow~scale at
the left!. Circles: rms value of the ac component of oral airflow~scale at the
left!. Asterisks: fundamental frequency of the ac component~scale at the
right!. In the regions without asterisks, the ac component has a zero ampli-
tude. The vertical dashed line marks the standard values of the model.
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lated results and compared with the targets. In the devoiced
regions~no ac component!, fundamental frequency was not
considered. As a cost function, a weighted sum of the square
difference between these simulated parameters and the mea-
sured targets was computed,

C5a1~dc* 2dc!21a2~ac* 2ac!21a3~F0* 2F0!2,
~14!

where the asterisk denotes the target values. The weights
were given the valuesa151/dc, a251/ac, a351/F̄0 , where
the overbar denotes mean values over the target region. In
addition, upper and lower limits were imposed on the control
parameters, to avoid regions of unrealistic values. Optimal
values of the control parameters were then determined using
a Nelder–Mead simplex method~Kincaid and Cheney, 2002!
implemented inMATLAB , to minimize the cost function.
These values were used in the next stage as initial values for
a refined optimization.

In the second stage, a time series for each control pa-
rameter was constructed, as illustrated in Fig. 8 for the case
of the glottal half-width. There, pointsP1 to P5 represent the
five points computed in the previous stage. The control time
series were used to generate simulations of oral airflow, and
the optimal values of the three control parameters at points
P2 to P5 were recomputed sequentially. Values atP1 were
left as computed in the previous stage, because before this
point the control parameters have constant values, as in the
previous stage. After this point, they must be recomputed,
because now the parameters change with time~according to
the control time series!. These computations were performed
using the same simplex method and cost function as in the
initial stage, and using the values determined in that stage as
initial values. The control time series were updated each time
the values of the control parameters were changed, and new
simulations were generated using the updated time series.

The capability of this algorithm for finding correct con-
trol parameter values was verified using oral airflow records
generated by the same models, in both male and female con-
figurations. Using the default termination tolerances pro-
vided in the MATLAB scripts, the algorithm computed the
control parameters with errors less than 0.5%, relative to
their standard values.

V. RESULTS

Figures 9 and 10 show simulation results for the data in
Figs. 1 and 2, respectively. The vertical solid lines mark the

target region, as in Figs. 1 and 2. In the case of fully voiced
/h/, as in Fig. 9, a good fit of the model was possible and the
simulated signals reproduced well the targeted data. In the
devoiced /h/, as in Fig. 10, there is some discrepancy in the
restart of the oscillation. Comparing with Fig. 2, we may
note that the ac amplitude grows slowly after the /h/ peak,
causing a delay in the rebuilding of the ac component. As a
consequence, the offset–onset hysteresis gap is even larger
in the simulated results. This delay was typical of the simu-
lations in the devoiced /h/ cases, and was also noted by
McGowanet al. ~1995! in their simulations. In their work,
the restart of the oscillation was facilitated by setting an
overshoot for the glottal width at the end of the vocal fold
adduction. Here, none of the results for that parameter
showed such an overshoot. The delay seems to be a short-
coming of the vocal fold model used, which does not seem
capable of a quicker restart of the vocal fold oscillation. Let
us also note that the onset of the oscillation depends not only
on the values of the control parameters, but also on the ve-
locity of variation of those parameters~Lucero, 1999b!: The
smoother the variation, the smaller the gap between offset
and onset thresholds. In the present case, the simulation re-
sults suggest that the variation at the abduction–adduction
gesture is somewhat drastic for the model, which results in a
large hysteresis effect.

Figure 11 shows the computed control parameters, for
all the records of a male subject~the same subject as in Figs.
1 and 9!. All other subjects presented qualitatively similar
results, and so are not shown here. In general, all three pa-
rameters move in the direction of suppressing oscillation.

FIG. 8. Control time series for the glottal half-width. PointsPi are deter-
mined by the optimization algorithm described in the text. BeforeP1 and
after P5 , the parameter has a constant value, for a period of 0.1 ms. Be-
tween P1 and P5 , intermediate points are determined using cubic spline
interpolation.Pa is a weighted average ofP1 and P5 , used as a reference
base value.

FIG. 9. Simulated airflow for data in Fig. 1. From top to bottom: airflow, dc
component, ac component, fundamental frequencyF0 , and the rms value of
ac amplitude. The vertical lines mark the period that correspond to the
simulation target.
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The glottal half-widthx0 grows and then decreases, follow-
ing a glottal abduction–adduction curve. At the same time,
the subglottal pressure varies in the inverse direction. As
discussed above~Sec. IV A!, this reduction of glottal pres-
sure at glottal abduction has been observed experimentally
~Löfqvist, 1975; Ohala and Ohala, 1972!, and is probably
caused by a reduction of glottal resistance during abduction.
The correlation of the increase in glottal half-width, com-
puted as the difference between the peak abduction value and
the base value, and the decrease of subglottal pressure, com-

puted analogously, is 0.901 for this subject (p50.0038), and
0.800 (p,Eps52.2310216) for all subjects. There is also
an increase of theQ factor. An increase in theQ factor may
correspond both to active~muscularly controlled! changes in
vocal-fold characteristics and to passive changes in the
vocal-fold tissues, e.g., as they are stretched during abduc-
tion. Although we cannot separate these two effects based on
the current data, the higherQ factor is at least consistent with
past studies, which have argued that the cricothyroid muscle
may be activated around abduction movements to help sup-
press the vocal fold oscillation~Löfqvist et al., 1989;
McGowan et al., 1995!. In the cases of devoicing~broken
lines!, a stronger movement of parameters may be seen so
that the threshold level is reached~smaller subglottal pres-
sure, larger glottal half-width, and/or largerQ value!.

Table II summarizes fitting results forF0 , ac rms, and
dc flow, for a comparison with the respective values in the
recorded data shown in Table I. In general, a good fit could
be achieved forF0 and peak dc flow for all subjects. The fit
was a bit poorer for ac rms flow and base dc flow. The worst
case is the simulation for male subject MJW, which, accord-
ing to Table I, combines large ac flow with comparatively
low dc values at the base level. The large error of the results
in Table II reveals a difficulty of the model in producing this
particular combination of ac and dc flow.

Table III shows the computed control parameters. In
general, the estimated subglottal pressures were higher for
female subjects than for male subjects. The only exception is
again the simulation for subject MJW, which has high values
of subglottal pressures. The combination of large ac flow
values with low dc values at the base level demands an al-
most zero glottal width at the base level, as seen in Table III,
to obtain a small dc flow, combined with a large pressure, to
obtain a large ac flow. Female subject FRS also has large
subglottal pressures compared to the others. They are also a
result of large flow values, as seen in Table I. Note that in

FIG. 10. Simulated airflow for data in Fig. 2. From top to bottom: airflow,
dc component, ac component, fundamental frequencyF0 , and rms value of
ac amplitude. The vertical lines mark the period that correspond to the
simulation target. The vertical dashed lines mark the devoiced period in
Fig. 2.

FIG. 11. Optimal control parameters for subject MJB~male!. Top: subglottal
pressurePs . Middle: glottal half-width x0 . Bottom: Q factor. The full
curves correspond to cases of fully voiced /h/, and the dashed curves to
cases of devoiced /h/.

TABLE II. Summary of fitting results. The table shows mean values of
airflow parameters, grouped in fully voiced /h/ and devoiced /h/ for each
subject, computed from the simulated airflow as in Table I.

Subject F0 (Hz) AC ~cm3/s!

DC ~cm3/s!

base peak

Female subjects
FEM voiced 207 42.5 77.8 203.5

devoiced 194 26.5 74.4 232.5
FGR voiced 189 35.8 57.5 159.4

devoiced 200 40.5 64.2 346.9
FJH voiced 200 26.8 33.4 123.1

devoiced 200 32.7 30.7 153.3
FRS voiced 236 96.3 203.0 493.9

devoiced 249 111.6 151.9 726.2
Male subjects

MJB voiced 120 50.7 64.8 291.5
devoiced 115 34.4 77.0 288.0

MJW voiced 144 148.2 150.8 824.9
devoiced 143 102.4 89.7 571.9

MSFA voiced 123 61.1 72.4 341.5
devoiced 103 43.8 71.7 362.1

MSO voiced 149 19.8 68.4 230.8
devoiced 172.6 14.9 71.3 277.3
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this case the ac and dc~base! flow values are both large.
Thus, the glottal width is also large, to reproduce that com-
bination of flow values. Comparing peak glottal widths, men
have, in general, larger values than women, with the excep-
tion of FRS, showing a larger vocal fold abduction.Q values
are a bit higher in women, which, combined with a higher
natural frequency, results in the greater fundamental fre-
quency values for the female data in Table I.

Figure 12 show variations of the control parameters,
from their values in Table III. The lines start at their base
values and end at the peak abduction values. In general, the
trajectories start at the regions of smallx0 , high Ps , and
small Q, and move toward highx0 , small Ps , and highQ.
Trajectories that correspond to devoiced cases are longer
than the voiced cases.

VI. CONCLUSION

In this paper we have shown a technique to fit a model
of the larynx and vocal tract to speech data, which allows us
to infer how the larynx is dynamically controlled in running
speech. As noted in the Introduction, this is a more demand-
ing test for the model, and might reveal aspects not seen in
simulations using static configurations. In fact, it has shown
the need for a nonlinear damping characteristic, to reproduce
the ac flow pattern at glottal abduction.

The results show that the two-mass model plus two-tube
approximation of the vocal tract, in spite of their simplicity,
are generally capable of reproducing the speech data, with
control parameters of physiologically realistic values and dy-
namical behavior. One aspect that could not be fitted with a
good approximation was the restart of the oscillation after its
offset, where the model had a slow behavior. The slower
oscillation onset resulted in longer unvoiced periods and a
larger hysteresis effect than observed in the data. Also, the
model failed to reproduce airflow records combining large ac
flow with low dc values.

The results also show that in both male and female
speakers, devoicing at the abduction–adduction gesture for
/h/ is achieved by the combined action of the three param-
eters: vocal fold abduction, decrease of subglottal pressure
~which is an aerodynamic consequence of the glottal width
increase!, and an increase of vocal fold tension. Each of
these actions has the effect of inhibiting the vocal fold oscil-
lation, and even suppressing it when reaching an offset
threshold. The simulation results also suggest variability
across speakers in the factors that are manipulated during /h/;
for example, some speakers show substantial variation in the
Q factor during /h/, whereas others show a minimal change.
This is consistent with our recent measurements, which indi-
cate that individual speakers have unique strategies for
achieving voicing and devoicing in running speech~Koenig
and Lucero, 2004!. Women have, in general, more restricted
conditions for the vocal fold oscillation, which would ex-
plain the larger occurrence of devoicing in glottal
abduction–adduction gestures, compared to men~Koenig,
2000!. This restriction might be consequence of a smaller
medial surface of the vocal folds, where energy is transferred
from the flow to the fold tissues~Lucero, 2004!. It also might
be related to larger losses for air viscosity in the glottal air-
way, due to the smaller cross-sectional area, which would
leave less energy to fuel the oscillation.

In general, fitting models to speech data is an important
technique for making quantitative predictions of speech bio-
mechanics, and has been used in previous studies~Döllinger
et al., 2002; Mergellet al., 2000; Taoet al., 2004; Trevisan
et al., 2001!. Our technique may be extended to other in-
stances of running speech to study voicing control under

FIG. 12. Plots of mean values of control parameters for each subject, taken
from Table III. The lines start at the average between starting and ending
values of the parameters~point Pa in Fig. 8!, and end at the values at the
peak glottal abduction~point P3 in Fig. 8!. The circles indicate peak values
for devoiced /h/, and the squares indicate peak values for voiced /h/. The top
two plots are different views of the female results, and the bottom plots are
different views of the male results.

TABLE III. Summary of computed control parameters. The table shows
mean values, grouped in fully voiced /h/ and devoiced /h/ for each subject.

Subject

Ps (Pa) x0 (cm) Q

base peak base peak base peak

Female subjects
FEM voiced 593 450 0.010 0.037 1.15 1.39

devoiced 429 294 0.013 0.053 1.11 1.93
FGR voiced 432 374 0.010 0.031 1.03 1.12

devoiced 499 416 0.010 0.065 1.13 1.09
FJH voiced 419 291 0.004 0.028 1.05 1.16

devoiced 491 282 0.002 0.035 1.02 0.99
FRS voiced 1227 716 0.020 0.071 1.50 1.91

devoiced 1239 608 0.013 0.120 1.50 1.86
Male subjects

MJB voiced 393 228 0.005 0.054 0.89 0.89
devoiced 337 177 0.011 0.062 0.91 1.15

MJW voiced 1123 623 0.000 0.091 1.10 0.95
devoiced 774 393 0.000 0.079 1.03 1.13

MSFA voiced 423 342 0.006 0.051 0.91 0.88
devoiced 273 211 0.012 0.069 0.78 0.64

MSO voiced 287 249 0.011 0.041 1.20 1.13
devoiced 355 221 0.010 0.054 1.39 1.44
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different conditions. Such studies should also be accompa-
nied by a deeper analysis of the stability and convergence of
the numerical algorithm, in order to determine is the range of
application to more general speech signals. Since the fitting
algorithm uses ac rms andF0 of individual ac cycles as
target parameters, it may be inappropriate for cases of disor-
dered voices that have extreme degrees of cycle-to-cycle
variability. In such cases, algorithms with other target param-
eters should be used~e.g., Mergellet al., 2000!.

Even if we limit ourselves to speakers with normal
voices, this work has an applicability to other research ques-
tions. Oral airflow signals are relatively easy to obtain, and
they provide a noninvasive means of assessing laryngeal be-
havior. This is particularly important when studying special
populations such as children. Modeling can refine our esti-
mates of parameters that are difficult to measure in living
speakers and tissues. Two examples are the subglottal pres-
sure decrease during abducted conditions and the tissue
damping. In future work, we plan to extend these methods to
investigate the development of the larynx and phonatory
control.
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Döllinger, M., Hoppe, U., Hettlich, F., Lohscheller, J., Schuberth, S., and
Eysholdt, U.~2002!. ‘‘Vibration parameter extraction from endoscopic im-
age series of the vocal folds,’’ IEEE Trans. Biomed. Eng.49, 773–781.

Flanagan, J. L. ~1972!. Speech Analysis, Synthesis, and Perception
~Springer-Verlag, New York!.

Gielen, C. C. A. M., and Houk, J. C.~1984!. ‘‘Nonlinear viscosity of human
wrist,’’ J. Neurophysiol.52, 553–569.

Goldstein, U.~1980!. ‘‘An articulatory model for the vocal tracts of growing
children,’’ Doctoral dissertation, Massachusetts Institute of Technology,
Cambridge, MA.

Ishizaka, K., and Flanagan, J. L.~1972!. ‘‘Synthesis of voiced sounds from
a two-mass model of the vocal folds,’’ Bell Syst. Tech. J.51, 1233–1268.

Kahane, J. C.~1982!. ‘‘Growth of the human prepubertal and pubertal lar-
ynx,’’ J. Speech Hear. Res.25, 446–455.

Kincaid, D., and Cheney, W.~2002!. Numerical Analysis: Mathematics of
Scientific Computing, 3rd ed.~Brooks/Cole, Pacific Grove, CA!, pp. 722–
723.

Koenig, L. L. ~2000!. ‘‘Laryngeal factors in voiceless consonant production
in men, women, and 5-year-olds,’’ J. Speech Lang. Hear. Res.43, 1211–
1228.

Koenig, L. L., and Lucero, J. C.~2002!. ‘‘Oral–laryngeal control patterns

for fricatives in 5-year olds and adults,’’Proceedings of the 7th Interna-
tional Conference on Spoken Language Processing, pp. 49–52.

Koenig, L. L., and Lucero, J. C.~2004!. ‘‘Measurements of voicing offset
and onset in men and women: further data,’’Abstracts of the 4th Interna-
tional Conference on Voice Physiology and Biomechanics, p. 93.

Koizumi, T., Taniguchi, S., and Hiromitsu, S.~1987!. ‘‘Two-mass models of
the vocal cords for natural sounding voice synthesis,’’ J. Acoust. Soc. Am.
82, 1179–1192.

Lin, D. C., and Rymer, W. Z.~2001!. ‘‘Damping actions of the neuromus-
cular system with inertial loads: Human flexor pollicis longus muscle,’’ J.
Neurophysiol.85, 1059–1066.
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Low power, radarlike electromagnetic~EM! wave sensors, operating in a homodyne interferometric
mode, are being used to measure tissue motions in the human vocal tract during speech. However,
when these and similar sensors are used in front of the laryngeal region during voiced speech, there
remains an uncertainty regarding the contributions to the sensor signal from vocal fold movements
versus those from pressure induced trachea-wall movements. Several signal-source hypotheses are
tested by performing experiments with a subject who had undergone tracheostomy, and who still
was able to phonate when her stoma was covered~e.g., with a plastic plate!. Laser-doppler
motion-measurements of the subject’s posterior trachea show small tissue movements, about 15
microns, that do not contribute significantly to signals from presently used EM sensors. However,
signals from the anterior wall do contribute. EM sensor and air-pressure measurements, together
with 3-D EM wave simulations, show that EM sensors measure movements of the vocal folds very
well. The simulations show a surprisingly effective guiding of EM waves across the vocal fold
membrane, which, upon glottal opening, are interrupted and reflected. These measurements are
important for EM sensor applications to speech signal de-noising, vocoding, speech recognition, and
diagnostics. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1842775#

PACS numbers: 43.70.Aj, 43.70.Jt@AL # Pages: 1373–1385

I. INTRODUCTION

The use of electromagnetic~EM! waves for the mea-
surement of human organ positions and motions has been
limited because of their coarse transverse resolution which is
approximately the wavelength in human tissue, e.g., 2–3 cm
for 2-Ghz waves. In addition, there is often a longitudinal
positional ambiguity regarding the reflection location due to
the many-wave long EM wave trains transmitted by inter-
ferometric sensors. Impulse EM sensors are being developed
to resolve some of these problems, but they are expensive,
complicated, and not considered in this paper. However, for
identified interfaces, requiring noninvasive data, interfero-
metric sensors measure the longitudinal positions to parts in
104 giving unparalleled spatial resolution~i.e., microns! and
temporal information~i.e., 1024 s).

Because radarlike EM sensors are becoming so eco-
nomical and so compact, they are being considered for spe-
cial applications such as real time monitoring of heart mo-
tions, breathing, and vocal articulators~Holzrichter et al.,
1998!. In this paper, it is shown that vocal fold and vocal
tract wall movements can be easily measured, leading to
many potentially useful applications in speech signal pro-

cessing, especially for cellular phones and other portable sys-
tems.

Radarlike sensors transmitting electromagnetic~EM!
waves have been used to measure properties of the human
vocal system during speech production~Holzrichter, 1995;
Holzrichteret al., 1998!. These sensors function by transmit-
ting very low power~,0.3 mW! EM waves, at high frequen-
cies, i.e., 2.3 Ghz for the experiments herein@based on mea-
surements by D. Poland and E. T. Rosenbury, Lawrence
Livermore Lab~LLNL !#. A multi-cycle wave train is directed
into the neck or head toward the vocal articulators whose
movements are being monitored~see Fig. 1!. The absorption
coefficients at 1–4 GHz EM waves in human tissue are 5 to
10 cm21, typically allowing 10-cm penetration into the body
and back to the sensor@Gabrielet al. ~1996! and animal tis-
sue measurements by L. Haddad, LLNL#. EM waves reflect
from all dielectric and conductivity discontinuities, associ-
ated with tissue-air or tissue-tissue interfaces, and which are
in the path of the propagating EM waves. An antenna and
receiver detect the reflected EM waves using a homodyne
~i.e., interferometric! technique~Skolnik, 1990!, upon which
electronic circuits average, high pass filter~e.g., AC couple!,
and amplify the detected signal for subsequent analysis. Sen-
sor signals, associated with the movement of vocal folds and
related air pressure induced tissue motions, occur at pitcha!Electronic mail: holzrichter1@llnl.gov
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frequencies nominally between 70 and.250 Hz. These are
easily distinguishable from signals returning from stationary
tissue interfaces by employing suitable frequency band-pass
filters. The sensor used for the experiments herein is called a
‘‘GEMS sensor’’~McEwan, 1994; Burnett, 1999; Holzrichter
and Burnett, 1999! because it is optimized for gI lottal
eIlectromI agnetic sIensing.

The signal amplitude of a homodyne sensor is propor-
tional both to a change in distance of the targeted tissue
interface from the sensor and to the reflecting locations on
the tissue interface~i.e., the scattering cross-sections, see
Skolnik, 1990!. Hence there has been an ambiguity in sepa-
rating targets with large frontal areas but small position

changes from those targets that have small frontal areas, but
relatively large positional changes. In the case of the larynx
region, measurement ambiguities occur if subglottal tracheal
walls ~with areas of cm2! were moving 50–100m caused by
air pressure changes as the vocal folds open and close. In
contrast, the area of the frontal view of the glottal opening is
small ~with an area of mm2!, but the opening distance can be
cm in length, perhaps together causing a signal similar to that
from the tracheal walls. In addition, when the GEMS sensor
is placed in front of the larynx as voiced speech is produced,
its signals resemble those from an electro-glottograph~EGG!
sensor~see Figs. 2 and 3! ~Titze et al., 2000!.

The purpose of this paper is twofold: first to identify the

FIG. 1. Experimental layout showing position of the
laser, the GEMS experimental location, pressure sensor,
and acoustic microphone. EGG electrodes are not
shown but are mounted normally. Three locations for
EM sensor placements are noted as prominence, sub-
glottal, and cheek. These locations are outside the body,
against the neck skin surface.

FIG. 2. Typical data showing simultaneous acoustic, GEMS sensor~i.e., glottal radar trace!, and inverse EGG signals for a male speaker. Closure times are
aligned. The EM sensor signals show strong similarities to those from the EGG sensors.
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sources of EM sensor signals when used in the laryngeal
area, and second to explain the shape of these EM sensor
signals and their similarities to EGG signals. It will be shown
that signals from the larynx area are due to vocal fold reflec-
tions, but signals from trachea and oral cavity walls can also
be easily measured and used. Three sources of reflected EM
waves from the laryngeal region are considered:~1! reflec-
tions from the changing shape of the frontal view of glottal
opening,~2! reflections from tracheal-wall air-interface mo-
tions as they ‘‘balloon’’ due to air pressure excursions, and
~3! reflections from changes in conductivity as the folds
separate~i.e., EGG-like!. The tests used herein to reach this
paper’s conclusions are that simulated EM wave reflections
from these three targeted tissues must simulate an EM sensor
signal whose intensity versus time resembles the peak ampli-
tude and the shape versus time of the measured EM sensor
signals, as seen in Figs. 2–5.

The data and interpretations in this paper provide a great
deal of information on EM wave propagation and reflection
from tissues internal to the neck and head, and by extension
from other articulators in and connected to the vocal tract.
This understanding is important because of the potential for
GEMS and other EM sensors to provide a wide range of
useful, real-time information on speech type and onset, on
pitch and pitch periods, and for estimates of voiced excita-
tion functions by associating the glottal signal with air flow
excitation information. These are being applied to several
applications in denoising~Ng et al., 2000; Aliph, 2000!, for
narrow band vocoding, and other applications.

II. EXPERIMENTS AND DISCUSSION

The fortunate identification of an unusual subject at the
Massachusetts Eye and Ear Infirmary in Boston enables sub-

glottal pressure and posterior tracheal wall motion measure-
ments to be made that are instrumental in resolving EM
wave reflection ambiguities in the larynx region. The subject
is a 58-year-old female who had undergone a tracheostomy 5
years ago as a consequence of treatment for laryngeal paresis
following thyroplasty with implantation of a silicone pros-
thesis. Her paresis was partially resolved at the time of the
recording, and the subject’s voice, when occluding the
stoma, is only slightly breathy. The experiments described
below are approved by the human studies IRBs of the Mas-
sachusetts Eye and Ear Infirmary and the Lawrence Liver-
more National Laboratory. While the unique subject enabled
unique posterior tracheal wall measurements, EM sensor and
microphone signals are consistent among several dozen sub-
jects tested to date including the subject described above.

A. Experimental approach

A laser Doppler velocimeter~HLV-1000, Polytec PI,
CA! is used to measure the movements of the subject’s pos-
terior tracheal wall by transmitting a laser beam through a
transparent plastic cover, located over her stoma valve open-
ing. Simultaneously the GEMS EM sensor is placed in one
of two locations, depending upon the experiment. To test
vocal-fold reflectivity, it is placed slightly below the thyroid-
prominence on the mid-sagittal plane. To measure tracheal
wall movements, it is placed below the stoma opening, about
4 cm below the prominence, also in the mid-sagittal plane.
The skin is marked to provide repeatable locations for se-
quences of measurements. In all experiments, the EM sen-
sor’s antenna-cover~1 mm plastic! is placed against the neck
tissue to prevent skin vibration. It is then gently pushed in-
ward or outward to maximize the signal. In addition, data
from an EGG sensor~Glottal Enterprises MC2-1!, a subglot-

FIG. 3. Data from four separate male subjects comparing GEMS sensor data~solid! to EGG data~dashed!. Closure times are not aligned. The idiosyncrasies
between subjects and the differences between the EGG and the EM sensors are also apparent.
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tal pressure sensor, and an acoustic microphone~placed
about 10 cm in front of the lips! are also recorded, as de-
scribed below. Details and calibrations are discussed in more
detail elsewhere~Holzrichteret al., 2003!.

The subject habitually wears a size 6 tracheostomy tube
with a Montgomery Tracheostomy Speaking Valve. For the
experimental measurements, the speaking valve membrane
was removed and a side opening in the valve body was
drilled, to which a 6-cm-long side tube, 3.0-mm i.d., was
attached. The tube was connected to an SMI-5552-015-D
pressure transducer~Silicon Microstructures Inc., Fremont,
CA!. To enable phonation, the open end of the modified
speaking valve is covered with a transparent plastic window
through which the laser was aimed at the posterior wall of

the trachea. The plastic window is heated by immersion in
warm water prior to placements to minimize fogging. Most
of the measurements are made with the subject reclining in a
supine position.

The laser instrument has been used for many physiologi-
cal structure measurements in the past, including making
measurements through windows and through narrow open-
ings ~Rosowskiet al., 1999!. Its internal velocity calibration
is quite accurate and using a given calibration of mm/s/v, the
data is converted to velocity in mm/s, an example of which is
presented in Fig. 4~b!. The velocity data is numerically inte-
grated to obtain the change in position of the targeted tissue
versus time@see Figs. 4~c! and 5~d!#. For example, in a 1-ms

FIG. 4. Data set from subject with partial paresis but phonating ‘‘ah’’ very clearly. The vertical line, across all five panels, shows the time of onset of vocal
fold closure.~a! Top panel: GEMS sensor signal, positive value indicating increased vocal structure reflectivity.~b! Second panel: Laser velocity signal from
posterior tracheal wall, positive signal for tissue movement away from laser~i.e., posterior direction!. ~c! Third panel: Position versus time of posterior wall,
positive signal indicating ‘‘ballooning’’ as pressure increases.~d! Fourth panel: Subglottal pressure versus time in cm H2O. ~e! Inverted EGG signal.~f! Fifth
panel: Acoustic signal from microphone 10 cm in front of subject’s mouth.
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time interval, a velocity of 5 mm/s leads to a movement of 5
mm.

The GEMS sensor’s response is calibrated using an alu-
minum target, 1 cm wide by 2 cm high, affixed to a mechani-
cal vibration generator and moved at 200 Hz~Bruel and
Kjaer vibration generator with exciter type 4802 and head
type 4817!. The sensor response is found to be consistent
with data obtained earlier by Burnett~1999!. These proce-
dures give a GEMS signal calibration in air of about 5 mV/m
for a target vibrating about 4 cm from the sensor.

In the case of a vibrating air/tissue interface, such as
tissue vibrations from a surface located about 1 cm inside the
skin ~equivalent to about 5 cm of air path! the calibration is
about 2.5 mV/mm. This calibration is obtained by measuring
the motion of the inside surface of a subject’s cheek with the
laser-Doppler instrument, as a subject phonates and pro-
nounces the sound ‘‘m.’’ This signal is then compared to the

corresponding EM sensor, located 1 cm away, on the cheek
skin surface. Extending the cheek data to the similar geom-
etry of the anterior air-wall interface of the trachea results in
a similar calibration of 2.5 mV/mm, or about 35 mV, for
expected 15mm tissue excursions.

B. Experimental discussion

Measurements were taken on four separate occasions
over the period of 112 years. A very large amount of data was
taken, with Fig. 4 illustrating one of the clearer and more
complete sets of data obtained. In this experiment, five sen-
sors are used while the subject phonates the sound ‘‘ah’’ as in
‘‘father.’’ The data traces, from top to bottom in Fig. 4, are
labeled as 4~a!–~f!, and are discussed below:

Figure 4~a! shows the raw GEMS sensor output at a
location just below the laryngeal prominence. This data is

FIG. 5. Composite GEMS sensor data for the same speaker and same sound ‘‘ah.’’ Traces 4~a!–~c! are from the laryngeal area, as shown in the previous figure.
Lower trace, 5~d!, shows GEMS signals from the subglottal area, when it was located 4 cm below the prominence. Trace 5~e! shows simultaneous acoustic
data. These two sets of data, taken on different dates, were time aligned using the acoustic signals.

1377J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Holzrichter et al.: Measurements of glottal structure dynamics



consistent with previous GEMS and EGG data such as that
shown in Figs. 2 and 3, and elsewhere, and with the inverted
EGG data~i.e., IEGG! shown below in Fig. 4~e!. Positive
signal direction indicates increased EM wave reflectivity. As
discussed in Sec. III, this signal is caused by an increased
amplitude of reflection, mostly from the front edges of the
glottal opening, as it opens from a completely closed condi-
tion. In addition, there is a reduction in the effective EM
wave path and corresponding phase from the sensor to the
point of reflection and back~i.e., the point of EM wave scat-
tering moves closer to the sensor as the glottis opens!.

Figure 4~b! shows the velocity of the subject’s posterior
tracheal wall, measured 3 cm below the laryngeal promi-
nence. At the 3-ms time, the velocity becomes negative as
the glottis opens and the pressure drops. At the time of vocal
fold closure, at the 4-ms time, the negative wall velocity
stops increasing~in the negative direction toward the laser!
and begins to slow to zero. At the 5-ms time, the posterior
wall begins to move away from the laser, i.e., it ‘‘balloons,’’
and it expands as the glottis closes and the subglottal air
pressure rises. Nominal velocity noise, lasting typically 0.1
ms, indicates short periods of scattered laser light, due to
scintillation.

Figure 4~c! shows the numerical integration of the tra-
cheal wall velocity trace@from Fig. 4~b!# gives the posterior
tracheal wall position versus time. A positive value indicates
that the posterior wall is ‘‘ballooning’’ in a posterior direc-
tion away from the laser sensor. The amplitude of the move-
ment is approximately 12mm, which is much lower than
earlier estimated values used to identify the source of GEMS
signals@Burnett ~1999! based on intra-oral, tongue data by
Svirsky et al. ~1997!#, but consistent with other estimates
discussed below. This tissue movement is insufficient to gen-
erate the nominal 1 V GEMS signals shown in Fig. 4~a!.
Also, the signal amplitude and shape, corresponding to the
wall movement, show little correlation with the signals
shown in traces 4~a! and~e!, and thus it cannot be the domi-
nant source of the GEMS signal from the laryngeal location.

Figure 4~d! shows the subglottal air pressure versus time
shows pressure variations of 7 to 20 cm of H2O versus time,
with peak pressure excursions ranging from 5 to 15 cm H2O.
This results in a time averaged pressure change that moves
the trachea walls of about 5 cm H2O. The signal also illus-
trates distinct subglottal resonances~Ishizaka et al., 1976,
Cranen and Boves, 1985; Fredberg and Hoenig, 1978!. The
data from trace 4~c! indicates that the tracheal wall is re-
sponding slowly and out of phase to the rapid subglottal
pressure signal resonances, with about a 1.5–2-ms time con-
stant. This is expected from a membrane being driven above
its natural resonances~about 30–40 Hz!.

Figure 4~e! shows the inverted EGG signal is especially
useful for timing the onset of vocal fold closure and provid-
ing information on the quality of the vocal fold contact area
versus time. The EGG signal is inverted to make it consistent
with GEMS data from previous papers, e.g., Figs. 2, 3, and
11. This IEGG data follows the GEMS data closely for these
and previous experiments~Titze et al., 2000!, and is used to
inspect data sets to identify those with normal vocal fold
closure~e.g., Fig. 4!. In cases when this subject~and others!

phonated with incomplete closure, the IEGG signal vanishes,
yet the GEMS signal shows oscillatory signals associated
with oscillating, but noncontacting, folds.

Figure 4~f! shows the acoustic microphone signal shows
the characteristic initial negative pressure signal as the folds
close. The acoustic signal is advanced by 0.7 ms to correct
for the slower traveling acoustic wave, from the vocal folds
to the microphone located 10 cm from the lips.

Another set of experiments@see Figs. 5~d! and ~e!# are
presented to illustrate the differences between GEMS mea-
sured lower trachea wall movement and data from the larynx
location in Fig. 4. These are taken with the GEMS positioned
4 cm below the laryngeal prominence~about 1 cm below the
stoma, see Fig. 1!. Because of the spatial ‘‘congestion’’ of
instruments within 1 cm of the stoma, and due to some rf-
interference, it is not possible to arrange for all of the instru-
ments to be operative during the subglottal experiments. The
data from two separate sessions are time aligned by aligning
the acoustic-peak signatures. There are three important dif-
ferences between the subglottal data shown in Figs. 5~d! and
~e! and the laryngeal prominence data of Fig. 4. The first is
that the sub-stoma GEMS signal is about 30-fold lower in
amplitude, about 40 mV peak to peak in Fig. 5~d!, than the
1.2-V prominence signal in Fig. 5~a!. Using the GEMS cali-
bration described above~2.5 mV/mm!, the 40-mV signal in-
dicates that the source is likely to be the anterior wall of the
trachea, vibrating with a 10–20-mm amplitude. Second, the
shape is consistent with a pressure-induced expansion and
contraction, and shows no distinct ‘‘sharp’’ cutoff of the type
associated with vocal fold closure. Third, the timing is con-
sistent with the laser-measured posterior-wall data of Fig.
5~b!, except that it precedes it in time by about 1 ms. This
timing offset may be due to the quite different types of
trachea-wall tissues being measured by the two instruments.
Similar subglottal experiments have been conducted on male
subjects at the Livermore Laboratory over the past years~in
accord with earlier IRBs!, which also show similar timing of
the subglottal signal relative to the vocal fold closure signa-
ture. They also show similar relative signal amplitudes and
show similar signal shape. In summary, the GEMS subglottal
data are completely consistent with EM wave reflections
from the anterior tracheal wall ‘‘ballooning’’ due to changes
in subglottal pressure.

III. NUMERICAL SIMULATIONS

Two- and three-dimensional numerical simulations were
used to estimate the reflections of EM waves from the pos-
terior trachea wall and from the vocal fold structures. It be-
came clear that while 2-D calculations were useful for the
investigation of EM waves interacting with cylindrical ge-
ometry, they did not enable an estimate of the effect of the
vocal fold membrane and the glottal opening. For the 3-D
simulation, see Fig. 6~a!, several ‘‘snapshots’’ of relatively
simple geometries are chosen for the tracheal tube and the
glottal membranes. The sum of reflections of the incoming
EM wave, as it scatters from all the parts of the vocal fold
machinery, is illustrated in Fig. 7. A simplified circular glot-
tal hole is chosen to enable relatively simple zoning. The
simplified, smooth dielectric structures, with zero conductiv-
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ity, fixed glottal structures, and time integrated reflections,
enable the use of a surface element code based on the
‘‘method-of-moments’’~Miller et al., 1992!. For this survey,
it is easier to use than using other electro-magnetic codes
based on finite elements or finite differences, which are su-
perior for more complex geometries and for time-dependent
behavior.

Once a few circular openings are understood, a few
cases where the glottis is slot-shaped are examined@see also
Fig. 6~b!#. These slot-shaped openings require more compli-
cated zoning, especially at the closure points. The total re-
flections are given in Fig. 10, with amplitude and phase in-
formation provided in more detail elsewhere~Holzrichter
et al., 2003!. For improved simulations, the simulated slots

should be shorter in length and the zoning should capture
detailed time behavior of one or more observed modes of
vocal fold opening and closing, as the margins open from the
inferior side, ultimately to the superior margins, and then
close.

A. 3-D simulation approach

A ‘‘method of moments’’ code, called EIGER~Sharpe
et al., 1997!, was chosen for the survey calculations because
of its availability, its reliability, and the presence of comput-
ers able to deal with the relatively large number of compu-
tations needed for applications of this procedure~Miller
et al., 1992!. This code was used to analyze the propagation
of an EM wave internal to an infinite block of neck tissue.
The electrical properties of the layers of muscle and cartilage
were approximated by an average dielectric constant,
eaverage525 and zero conductivity~no loss in the tissues!.
Figure 6 illustrates the shape of the modeled larynx region,
coded using 1500 nodes.~In some cases, such as slot calcu-
lations, more extensive zoning is used.! For the method of
moments, the trachea air tube requires proper boundary con-
ditions which are satisfied by using ‘‘end caps’’ to keep the
simulation volume finite in extent, and by extending the sur-
rounding dielectric material out to infinity. Contributions to
the E field at the point of measurement, from EM wavelets
scattering from the caps, were tested to be sure that they did
not contribute significant signals at the measuring point. In
addition, the zoning of the membrane, with its various holes
and slots, was varied to be certain that the amplitudes and
phases of the simulated EM wave reflections were not caused
by numerical artifacts.

A 2.3-GHz, EM plane-wave-train, y-polarized~in the
plane of the membrane!, with an amplitude of 75 V/M was
‘‘launched’’ from one side of the simulation~i.e., from within
the dielectric coming from the right side in Fig. 6!. The
wavelength in the dielectric isl52.6 cm. The EM wave
propagated in the dielectric medium to the front surface of
the 1.5-cm-diam trachea~i.e., from the lower right of Fig. 6
into the trachea section, which is 1.5 cm in diameter by 4 cm
long!. The EM wave then propagated~i.e., evanesced!
around the tube. Normally an EM wave cannot enter an air
cavity with a dimension smaller than the wavelength in the
surrounding high dielectric-constant media@Fig. 7~a!#. How-
ever, as the vocal folds are adducted into the trachea tube, the
tissue membrane ‘‘waveguides’’ the EM wave across the air
tube, causing the EM wave to follow the high dielectric-
constant material@Figs. 7~b!–~d!#. At the same time the EM
wave was propagating forward into the tube, it was also be-
ing reflected by the front and back walls of the tube, and by
glottal holes or slots in the membrane. Figure 7 shows four
examples of the scattered component of the EM wave, where
it is being forward-scattered across the membrane and back-
scattered to the GEMS sensor. The numerical simulations
also enable an estimate of the reflection of an incoming EM
wave from a nominal glottal opening back to the sensor to be
about 0.5%.

The Eiger code’s numerical diagnostics enable simula-
tions of both amplitude and phase of the scattered incoming
EM wave at a desired observing point. This point is located

FIG. 6. ~a! Zoning of a 4-mm-thick vocal fold membrane~shown as darker
ring in the center of tube! and the 1.5-cm-diam trachea tube for computer
simulations of EM waves propagating into the vocal fold structures. The
vocal fold membrane zones are simulated as a 4-mm-thick dielectric disk,
e525 with no conductivity, in the mid-transverse plane of a 4-cm-long,
‘‘can-shaped’’ air tube. The entire ‘‘can’’ structure is surrounded by an infi-
nite dielectric material,e525 and zero conductivity. The simulation is con-
ducted with a time-stationary, surface element code based on the method of
moments. Time behavior is calculated by computing ‘‘snap shots’’ of reflec-
tions as the glottal shapes are changed.~b! Two types of modeled glottal
shapes are shown: a circular opening in the center and a double-parabolic
slot that extends from the anterior to the posterior sides of the membrane. A
side view of the parabolic slot also shows a zoned side view of an incom-
pletely opened glottis, as a phonation cycle begins. Data presented in figures
in this paper were simulated using fully developed glottal openings, extend-
ing smoothly from the inferior to the superior sides of the vocal fold mem-
brane.
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1 cm in front of the anterior wall of the trachea in the mid-
transverse plane~on the right side of the images, on the side
of the incoming EM wave!. This is commonly the place in
the experimental configuration where the EM sensor receiver
antenna would be located on the skin on the laryngeal promi-
nence. While this diagnostic point is useful for survey work,
a real antenna extends several cm laterally, measuring many
locations where the signal can change significantly from the
on-axis value. The numerical data was used primarily in the
differential mode, where the input wave is held constant and
changes in vocal fold configurations cause phase and/or am-
plitude differences in the scattered EM waves, which are
compared, one to another.

B. Simulation results

Many numerical and empirical experiments show that
the sensitivity of the EM sensor signal, corresponding to po-
sitional and directional variations of61 cm and610° re-

spectively, is small. This phenomenon occurs because the
EM wave is about 2–3 cm wide inside the neck tissue, al-
lowing it to be easily ‘‘captured’’ by the vocal fold mem-
brane and guided across the trachea. The images shown in
Fig. 7 also show color contours of scattering EM wave am-
plitudes versus distance in the mid-sagittal plane. Figure 7~a!
illustrates EM scattering from the tube with completely re-
tracted folds, showing how the EM wave weakly penetrates
the anterior tube surface, but strongly reflects backward from
it. In the intermediate cases, Figs. 7~b! and ~c!, red and yel-
low colors, indicate that the EM wave is ‘‘carried into’’ the
tracheal tube along the membrane, and scatter from the pos-
terior edges of the glottal opening. Figure 7~d! illustrates
how the EM wave is carried across the tube by the 4-mm-
thick dielectric membrane with a low level of reflection.

Figures 8 and 9 show the amplitudes and phases of the
reflected EM wave at a continuum of measurement locations
along a path from the trachea center to beyond the measure-

FIG. 7. Four examples of simulations showing the amplitudes of reflection of incoming EM waves~from right to left! onto four different tracheal tube
sections, each with a different diameter circular glottis. The four cases,~a!–~d!, have corresponding glottal diameters of 1.5-, 1.2-, 0.4-, and 0.0-cm diameter,
respectively. In cases~b!–~d! the outline of the cross section of vocal fold membrane is in black. The white line in insert~b! shows the axis of ‘‘line-out’’ data
showing scattered field-amplitude and field-phase versus position~shown in following figures!. From ‘‘line-out’’ data the color code follows: red at the edge
of the hole in~c! corresponds to a field strength of 180 V/M, yellow 150 V/M, green 130 V/M, light blue 75 V/M, and the dark-purple color, on the right of
the tubes, 40 V/M.
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ment point of the hypothetical experiments@see white line in
Fig. 7~b! illustrating the path#. This point is located 1 cm in
front of the tube~at the 0.0175 M location! and is designated
by an arrow on the graphs. The glottal model, used to simu-
late the results reported here, consists of a simple expanding
and contracting circular hole in a 4-mm-thick membrane
(eAve525), starting with a solid membrane with area
ratio50. The area ratio, AR, is given by the ratio of glottal-
area/trachea-area5area ratio. Next a hole with relative area
ratio AR51

4 is simulated, and finally a hole with an area ratio
AR51

2. The condition noted with the dashed line is the empty
tube. The circular glottis model also enables simulations of
empty-trachea wall reflections, which occur when the glottal
diameter becomes equal to the trachea diameter~i.e., 1.5 cm
in these examples!. In the model, as the glottal opening is
increased in the simulation, the glottal membrane is thick-
ened to represent the volume of tissue that moves to the sides
as the glottal space opens. This approach conserves tissue
molecules in the path of the EM wave.

Figure 8 shows that the reflected field amplitude, on
axis, ranges from 42 V/M for closed folds, 45 V/M with
AR50.25, 47 V/M with AR50.5, to 48 V/M for an open
tube trachea. For this example, at the measurement location,
the reflection amplitudes change by 12%–15% from the
closed glottal condition to the open condition. The back-
ground amplitude of 42 V/M is the scattered amplitude from
all the modeled reflecting structures, such as the tracheal
walls, the end caps, and the membrane-wall interfaces. Since
these are constant, they do not show up in high-pass filtered
signals.

Figure 9 shows the reflected field phase versus distance,
due to glottal scattering condition changes. The measurement
location is noted. The convention in the ‘‘Eiger’’ code is that
the phase is increasingly negative as the distance increases

from the effective source of reflection to the measuring point.
For example, at the noted measurement location, the phase is
increasingly negative as the glottis closes and the wave con-
tinues to the far side of the trachea tube. This means that a
fraction of the EM wave is carried deeper into the trachea
tube as the glottis closes, thus increasing the path of the
wave. The phase changes for the four glottal conditions
shown are236°, 227°, 225°, and28° for the empty tube,
giving a maximum phase change of 28°, or a 33% phase
change within a 90° quadrant of phase. As is summarized in
Fig. 10, the phase change from a slot opening behaves dif-
ferently than that of an expanding circle because the front
edge of the slot scatters most of the energy and defines the
reflection location, thus fixing the phase. The phase changes
little as the slot widens because waves reflected from the
sides do not come back to the measuring point.

C. Comparison of sensor signals to glottal area

The GEMS sensor signal is estimated by taking into
account the output of the signal from a homodyne receiver
detector~Skolnik, 1990! as shown in Eq.~1!:

Smixer5const* A* cosf. ~1!

A is the received signal amplitude andf is the phase change
as the tissues moves. For maximum sensitivity, this phase is
usually referenced to the tissue rest position, at which point
the phase is adjusted to bep/2 ~Burnett, 1999!. Hence the
‘‘AC-coupled’’ sensor signal, which is function of both the

FIG. 8. Amplitude of the forward and backward scattered EM waves, both
inside the trachea tube and outside the tube, for four different circular glottal
openings. These four curves follow the scattered EM field amplitude along
the mid-sagittal center line of the calculations. They give the data ‘‘line-out’’
along the white line in the previous figure@in Fig. 7~b!#. At the noted
‘‘measurement location,’’ the intensity of the reflected EM wave depends
upon the structure of the reflections in the glottal membrane, as well as
surrounding structural elements. The solid line is for a closed glottis in a
4-mm-thick membrane, the dot-dashed line is for a 0.75-cm hole~area ratio
50.25!, and the dotted line is for a hole diameter of 1.06 cm~area ratio
50.5!, dashed line is completely open. Signals are interpreted as differences
between changing and stationary reflections.

FIG. 9. Phase of the forward and backward scattered EM waves, in degrees,
versus distance and versus glottal condition, measured from the trachea tube
center to the ‘‘measuring point.’’ The left ordinate line is positioned at the
anterior trachea wall. The phase increases~becomes more negative! when
the glottis closes and ‘‘draws’’ the EM wave further inside the trachea tube.
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phase change and the amplitude of reflection, is estimated by
comparing the signal from a final configuration to that of an
initial configuration.

Figure 10 shows relative, on axis sensor signal levels for
two types of glottal openings, a parabolic slot and a circular
shape@see Fig. 6~b! for the geometries#. The data is plotted
as signal versus area ratio~i.e., where the area ratio, AR, is
the area of glottal opening divided by tracheal tube area!.
This presentation is intended to show to what degree glottal
air flow, proportional to glottal area~Stevens, 2000, p. 65!,
can be related to the EM sensor signal. This approximation,
that the vocal tract excitation source is proportional to the
EM sensor signal which is, in turn, proportional to glottal
area, is being used for signal processing applications~Ng
et al., 2000!. The signals measured by the EM sensor are the
modulated signals from the moving tissues, which pass the
filter bands, and which are superimposed on top of a non-
modulated background~e.g., 42 V/M in the example above!.
The circular glottal opening begins as a small hole in the
middle of the membrane, scattering a small amount of the
incoming EM wave. As it increases in diameter the reflection
increases, and, at AR50.2, its signal modulation is~52242!/
5250.21.

For a slot, the opening extends across the diameter of the
tube@see Fig. 6~b!# from the anterior to the posterior walls of
the trachea, and its area is related to the width of the para-
bolic edges. Simulations show that upon the slot opening, the
EM wave reflects strongly from the anterior point of the slot
shaped opening, showing an amplitude and phase jump. As
the slot widens further, Fig. 10 shows that the rate of reflec-
tivity increase versus area is slower than for the circular
opening. At an AR value of 0.2, the parabolic slot modulates

the reflected EM sensor by over 30%@e.g., signal modulation
is ~62242!/6250.33#. In the parabolic case for the small
glottal area regime~e.g., 0,AR,0.1!, a signal proportional
to glottal area, and thus to glottal air flow~Stevens, 2000, p.
65!, could be constructed from data in Fig. 10. However,
more detailed calculations are needed.

Actual glottal shapes resemble a combination of the two
model structures discussed here, but with several additional
complexities. For most persons, the glottis is shorter in
length and does not extend across the tracheal tube. Upon
opening, the slot evolves to an elliptical shape~e.g., see Fig.
11!. In addition, the glottis opens as the inferior margins of
the vocal folds slowly open, and then close relatively rapidly,
mucosal motions take place that also reflect EM waves, in-
complete posterior closure is common, and many other phe-
nomena occur~Rothenberg, 1981; Titze, 1984, 1990!. These
types of varying signal sources will be discussed below in
conjunction with Fig. 11.

IV. DISCUSSION OF DATA AND SIMULATIONS

The simulations in Figs. 8–10 enable a calibration of the
GEMS sensor’s signal as a function of the modeled changes
in phase and amplitude of the reflecting EM wave from re-
flecting tissues. First, it is estimated that for each unit of EM
wave amplitude transmitted toward the glottis from the ante-
rior skin surface of the neck, about 0.005~i.e., 0.5%! is re-
flected back to the sensor’s antenna, or in other words the
total received power is about242 dB. Typically 1%–10% of
this reflected signal is modulated by moving tissue inter-
faces. Next, in order to compare calculations to measured
signals, on a relative basis, consider the hypothetical sensor,
located just below the laryngeal prominence at the ‘‘measur-
ing point’’ @see Fig. 6~a!#. For a nominal glottal area ratio
change, e.g., from 0.0 to 0.20 in Fig. 10, the EM sensor
signal is about 1 V@see Fig. 4~a!#. This signal is caused
mostly by a phase change of about 14°, causing a 25% signal
change@as shown in Eq.~1!#, but it is also due to a small
reflected amplitude change of about 8%~circular model,
Figs. 8 and 9!. For comparison to calculated signals from
tracheal wall tissues whose signal is mostly due to small
phase changes, the GEMS sensor phase sensitivity is esti-
mated by Eq.~2!:

Cglottal51 V/14° phase change50.07 V/°. ~2!

A. Tracheal wall results

EM waves reflected from both the posterior wall and the
anterior wall are considered. These are important for appli-
cations because they represent other vocal tract wall move-
ments, including the pharynx, oral cavity, and sinuses, that
can be measured and used for signal processing applications.
The direct measurement of the subglottal, posterior tracheal
wall tissue with the laser velocimeter shows 12mm move-
ments ~see Fig. 4!. The opposing anterior tracheal wall
movement was not initially considered~Burnett, 1999! be-
cause of its expected stiffness. However, a direct examina-
tion of a human trachea, excised from a cadaver, showed that
the stiff ‘‘C’’ shaped trachea cartilage structural elements oc-
cupy about 30% of the anterior tracheal wall area. The re-

FIG. 10. Smoothed and normalized EM sensor signal data from simulations
of reflected EM waves from circular glottal openings and from parabolic
openings versus AR. AR is the area ratio showing the relative area of the
glottal opening to the tracheal cross-sectional area. The data takes into ac-
count both the field amplitude and phase change as the glottis opens and
closes. The zero signal point corresponds to the reflected signal of 42 V/M,
from all reflections in the simulation. Similar, stationary reflections occur
when an EM sensor is placed against the neck or other feature of a user.
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maining 70% of the wall area, between the cartilage ele-
ments, was found to be similar to other vocal tract wall
tissue, and would move similarly to other wall tissues, as the
subglottal pressure oscillates.

1. Anterior trachea wall

Using the calculations shown in Fig. 9, for an open tube,
an estimate of the tracheal wall phase delays due to small
wall movements can be made by moving the numerical ob-
servation point by a small distance~see Holzrichteret al.,
2003, for details!. The anterior tracheal wall calibration is
shown in Eq.~3!:

Canterior5~0.44°/10 mm!* ~1 V/14°!

50.030 V/10 mm. ~3!

The GEMS signal from 4 cm below the prominence,
Fig. 5~d!, is 35 mV, which upon using the calibration of 30
mV/10 m @Eq. ~3!#, yields a simulated movement of 12mm.

Earlier, the calibration of a signal for a similar geometry
was discussed, that of the inner cheek wall, which was mea-
sured using a laser velocimeter. This calibration gave 2.5
mV/mm of inner cheek surface motion for a 5 cm H2O in-
traoral pressure change. Using the measured 30–40 mV
GEMS subglottal signal@see Figs. 5~d! and ~e!#, and the
cheek-based calibration of 2.5 mV/mm, an anterior trachea

inner-wall surface movement of 14mm was measured. This
agreement between the simulated anterior wall signal of 12
mm and the similar cheek motion of 14mm is sufficiently
close that it is concluded that a GEMS-like sensor, when
placed at the24-cm subglottal location as in Figs. 5~d! and
~e!, measures movement of the anterior tracheal wall.

2. Posterior tracheal wall

The posterior wall induced changes in the GEMS signal
can be simulated in a fashion similar to those just used to
estimate the anterior wall signal, and can be compared to
directly measured signals as shown in Fig. 4~c!. Equation~4!
shows its calibration:

Cposterior50.018°/10 mm* 1 V/14°

50.0013 V/10 mm. ~4!

Using the laser-doppler system, 13mm of posterior wall mo-
tion were measured@Fig. 4~c!#. Using the calibration just
above in Eq.~4!, the GEMS signal from posterior tracheal
wall motion would be about 1.7 mV. This signal is substan-
tially smaller than the GEMS measured signals from both the
laryngeal and subglottal region, indicating that the posterior
trachea wall motion does not contribute significantly to the
GEMS signals in Figs. 1–5.

FIG. 11. Typical GEMS signal from a male subject with corresponding vocal fold images. Location A shows rapid sensor signal increase as the inferior edges
of the fold open increasing the EM wave reflectivity more rapidly than linear from a paraboliclike slot; location B shows signal increasing nominally with area
increase as in an elliptical-circular shape; location C shows rapid signal drop, probably due to strong anterior fold contact; and location D shows continued
sensor signal drop, after the visual image shows fold-closure, indicating continued vocal fold tissue rearrangement in preparation for the next cycle.
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Because of the small measured motions of the posterior
tracheal wall, which conflicts with some earlier estimates of
air pressure induced intraoral tissue measurements that were
extended to tracheal tissue responses~Burnett, 1999!, some
additional estimates of the tracheal wall motions using me-
chanics formulas are made. A standard thick-walled pipe for-
mula ~e.g., Roark and Young, 1975! was used with an inner
radius a50.75 cm, and an approximate outer radiusb
52.5 cm. Then the change in the inner radius due to pres-
surization is given in Eq.~5!:

Da5~D pressure!* ~a/E!* @~b21a2!/~b22a2!1y#.
~5!

The radiusa is 0.75 cm, theD pressure is 5 cm H2O,
Young’s modulusE for smooth muscle is estimated to be
about 190 psi~Fung, 1993!, and Poisson’s ratio isy50.2.
This calculation leads to a cyclic wall deflection of about 5
mm, due to air pressure excursions of about 5 cm H2O. A
second calculation, modeling the posterior trachea wall as a
compressible plate, using a unit strain formula ofe5s/E,
yields a movement of approximately 10mm per 2-cm-thick
wall for a 5 cm H2O pressure. In addition, a tissue compli-
ance~i.e., spring like ‘‘K’’ values! can be estimated from the
posterior tracheal wall measurements in Fig. 4~i.e., 13mm
per 5 cm H2O pressure change! which gives a value of about
303105 dynes/cm. This measured value is, however, sub-
stantially stiffer than exterior side-neck tissue compliance
data from Ishizakaet al., 53105 dynes/cm~1975!. This Ish-
izaka neck data is, in turn, about tenfold stiffer than tongue
tissue data presented by Svirskyet al. ~1997!, 0.5
3105 dynes/cm, upon which early tracheal wall motions
were estimated. In summary, the static stiffness estimates
above, the computer simulations, Ishizaka’s data, and the ex-
periments in this paper show that the posterior tracheal wall
movement is approximately 5–15mm, which is difficult to
detect using presently configured GEMS-like sensors.

V. COMPARISON OF EM SENSOR SIGNALS TO
LARYNGOGRAPH IMAGES

It is useful to compare the superior view of the vocal
fold surface tissues~Burnett, 1999; Burnett and Leonard,
1999! to the corresponding EM sensor signals. See Fig. 11
for an example of data. The descriptions are aided by vocal
fold cycles as illustrated in Stevens~2000!. It is interesting to
note that at location ‘‘A’’ the EM signal is rising relatively
rapidly as the inferior margins of the vocal folds ‘‘peel’’ open
from the inferior side of the membrane@see Fig. 6~b! slot
picture for a model example#. The increase in vertical slot
opening causes a more rapid than linear increase in signal,
estimated to be at least proportional to the square of the slot
thickness~Born and Wolf, 1965!, because EM waves reflect
poorly from structures that are small compared to their wave-
length and reflect strongly as the dimensions approach1

4

wavelength and larger. In addition, numerical simulations
show that tissue conductivity is not needed to generate these
rapidly changing signals, although it should be considered in
future calculations. The signal in region B increases less rap-
idly than that in region A because the slot is already formed,
and the targeted opening has become more circlelike~see

Fig. 10!. However, the images also show that closing begins
at the 4-ms time marker, yet the EM sensor signal continues
to rise. This remains puzzling, except that the EM sensor is
measuring the changing configuration of all of the tissues in
the laryngeal region, including the vocal fold mucosa, pro-
cesses, and ligaments.@However, in the case of the subject
whose EM sensor data is shown in Fig. 4~a!, this pattern is
not seen.# The rapid closure signal at location C is associated
with vocal-fold contact, most likely with initial contact in the
anterior region, where the contact location and extent most
strongly influences the phase and amplitude of the EM wave
reflection. The rapid closure signal in location C is often
used for signal processing applications, because it provides
accurate timing and because it empirically behaves well as
an excitation function, generating most of the spectral energy
in the voiced speech signal. The signal may be proportional
to air-flow cut-off as discussed in Sec. III above, and thus is
an adequate representation of a voiced excitation. The more
slowly relaxing signal in region D indicates that for this sub-
ject ~also see subject 3 in Fig. 3!, complete closure of the
folds and their rearrangement for the next cycle takes more
time than normal. This example illustrates the sensitivity of
radarlike EM sensors to many idiosyncratic factors of a sub-
ject’s phonation, which can be used for speaker verification
parameters~Gable, 2000!. In addition, these EM sensors eas-
ily measure the state of folds during falsetto, breathy speech,
and many other conditions where vocal fold contact does not
take place. The EM sensor is sensitive to the size, shape,
dielectric constant, modes of motion, and the time-dependent
arrangements of the vocal folds and surrounding tissues, and
not strongly sensitive to vocal fold contact conductivity.

VI. CONCLUSION

Based upon the experiments and simulations described
herein, homodyne EM sensors can measure real-time mo-
tions of the vocal folds and vocal tract walls, such as those of
the trachea, cheek, and other locations. However, the signals
from these two general types of tissues are very different in
both shape and amplitude. EM sensor signals, measured just
below the laryngeal prominence, are due to reflections from
an EM wave guided by the vocal fold membrane, which
samples the changing configurations of the vocal folds. In
contrast, EM sensor measurements of air pressure induced
subglottal, tracheal wall movements, and intraoral cheek
walls, are shown experimentally and analytically to be asso-
ciated with a nominal air-pressure-induced 10–20mm move-
ments of the anterior tracheal walls.

Data from the EM sensors of the type illustrated here are
usually combined with corresponding acoustic data for
speech processing applications. For example, they enable ro-
bust, extremely accurate onset of voiced speech, pitch detec-
tion ~,1 Hz accuracy!, and an estimate of a voiced excita-
tion function by using the spectral information associated
with rapid fold closure~e.g., signal segment C in Fig. 11!.
They enable acoustic signal denoising of at least220-dB
reduction, depending on type of noise~Ng et al., 2000;
Aliph, 2000!. They also appear to enable narrow bandwidth
speech compression~200–400-Hz bandwidth!, and experi-
ments indicate that speaker verification is possible with error
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rates less than 1:1000~Gable, 2000!. These relatively new
EM sensors are becoming increasingly economical, use very
little power, and can be built into a variety of instruments
and commercial devices.
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How accurately can sound pressure levels~SPLs! of speech be estimated from skin vibration of the
neck? Measurements using a small accelerometer were carried out in 27 subjects~10 males and 17
females! who read Rainbow and Marvin Williams passages in soft, comfortable, and loud voice,
while skin acceleration levels~SALs! and SPLs were simultaneously registered and analyzed every
30 ms. The results indicate that the mean SPL of voiced speech can be estimated with accuracy
better than62.8 dB in 95% of the cases when the subjects are individually calibrated. This makes
the accelerometer an interesting sensor for SPL measurement of speech when microphones are
problematic to use~e.g., noisy environments or in voice dosimetry!. The estimates of equivalent
SPL, which is the logarithm of averaged relative energy of voiced speech, were found to be up to
1.5 dB less accurate than the mean SPL. The estimation accuracy for instantaneous SPLs was worse
than for the mean and equivalent SPLs~on average66 and 65 dB for males and females,
respectively!. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1850074#

PACS numbers: 43.70.Jt@AL # Pages: 1386–1394

I. INTRODUCTION

During voice production, vibrations originating at the
level of the vocal folds are transmitted through the air as well
as through the tissues of the speaking subject. The vibration
of the body tissues can be registered with an accelerometer
~Stevens, Kalikow, and Willemain, 1975; Sundberg, 1983,
1992; Sakakura and Takahashi, 1988; Pesˇák, 1990!. An ac-
celerometer is a sensor frequently used in industry for mea-
surement of mechanical vibrations of solid bodies. In con-
trast to the microphone, which picks up air pressure
oscillations, the accelerometer registers only accelerations of
the surface to which it is attached and is almost insensitive to
the surrounding air pressure oscillations.

Accelerometers can be very small and lightweight.
While not used frequently, miniature accelerometers have
been applied to voice and speech measurement, e.g., for de-
tecting the glottal vibrations and nasalization~e.g., Stevens
et al., 1975; Lippmann, 1981; Horii, 1983!. The accelerom-
eter signal has been found useful also for the extraction of
fundamental frequency of voice and frequency perturbation
measurements~e.g., Horii, 1982; for review, see Hess, 1983!.
When attached to the body of a speaking subject, the accel-
erometer is sensitive mainly to vibrations generated by that
speaker and practically ignores the surrounding acoustic
noise as well as speech of other subjects~Coleman, 1988!,

which makes it potentially well suited for applications deal-
ing with voicing detection such as in voice accumulation/
dosimetry~Hillman and Cheyne 2003a; 2003b; Sˇvec, Titze,
and Popolo, 2003b; Cheyneet al., 2003!.

A convenient location for the attachment of the acceler-
ometer on speaking subjects was found to be the jugular
notch located at the lower frontal part of the neck between
the sternum and larynx. Some of the reasons for the jugular
notch being the location of choice are~1! signals of maximal
amplitude can be expected here~Stevenset al., 1975!; ~2!
exact positioning of the accelerometer around this location
was reported not to be critical~Stevenset al., 1975!; and~3!
this location is relatively inconspicuous and quite comfort-
able for long-term attachment of the accelerometer~Cheyne
et al., 2003!. The last two reasons make the jugular notch a
more convenient location for placement of the accelerometer
than the skin over the lamina of the thyroid cartilage.

In situations when a microphone is problematic or in-
convenient to use, such as in measurement of speech in noisy
environment, or in long-term monitoring of voice, it can be
advantageous to use an accelerometer for estimation of
sound pressure level~SPL! of voice. So far, it has not been
very clear whether this can be done with an accuracy ap-
proaching that of microphone measurements. Hypothetically,
it can be expected that the more intense the voice is, the
more intense the vibration of the skin of the neck will be.
The SPL of voice signal is, however, influenced not only by
the voice source signal but also by the radiation characteris-
tics of the mouth and vocal-tract formants, whereas the ac-

a!Electronic mail: svecjan@vol.cz
b!Electronic mail: ititze@dcpa.org
c!Electronic mail: peter-popolo@uiowa.edu
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celeration amplitudes of the skin at the jugular notch are
influenced by the skin transmission properties and subglottal
formants. A major step toward relating the skin vibration to
the vocal output was made by Cheyne~2002!, who created a
phonation model which included all these characteristics.
Using this model, he was able to estimate the sound pressure
levels of sustained vowels from the accelerometer signal
within the 95% confidence interval of ca.67 dB.

The present study has been driven by the need to esti-
mate the sound pressure levels from accelerometer signals
for the purpose of voice dosimetry in public school teachers.
A low-cost small accelerometer was chosen as the voice sen-
sor for a pocket-PC-based portable device called a ‘‘voice
dosimeter.’’ The dosimeter was developed by the authors,
enabling the skin acceleration level~SAL! and the funda-
mental frequency of voice to be recorded in 30-ms intervals
for the entire day~Švecet al., 2003b!. The overall long-term
goal of the authors is to measure the daily vocal doses in
speaking subjects~Titze, Švec, and Popolo, 2003; Sˇvec,
Popolo, and Titze, 2003a! including their SPLs. For this goal,
running speech was analyzed to obtain the best-fit relation-
ship between speaking SPLs and SALs for all speech sounds
over a large intensity range. The goals of the current study
are ~1! to describe a method for relating skin acceleration
levels~SAL! to sound pressure levels~SPL! in voiced speech
and ~2! to determine how accurately the SPL can be pre-
dicted from the skin vibration using this method.

II. METHOD

A. Subjects and equipment setup

Laboratory measurements were carried out on 27 volun-
teer subjects~17 females and 10 males!, mostly high-school
teachers participating in the vocal dosimetry project plus
some vocally healthy employees of the National Center for
Voice and Speech~NCVS!. Teachers with pathologies were
accepted as subjects if they were able to carry out their pro-
fession. First, the accelerometer~Knowles Electronics BU-
7135! was attached to the neck of the subject at the jugular
notch, i.e., at the anterior part of the neck, below the larynx,
on the softest place between the cricoid cartilage and the
sternum. The accelerometer was attached using a surgical
adhesive~Mastisol®, manufactured by Ferndale Laborato-
ries! applied between the skin and the accelerometer, and a
Suture-Strip~TS-3101, manufactured by Derma Sciences!
was applied over the surface of the accelerometer, further
securing it to the skin~for more detail, see Popoloet al.,
2004!. This attachment was the same as used by the subject
when wearing the pocket-PC-based voice dosimeter during
field measurements.

The equipment setup is shown in Fig. 1. The subject
with the accelerometer attached to the neck was seated in a
sound booth~single-wall IAC isolation booth, 2.3 m deep,
2.2 m wide, and 2.3 m high! wearing a head-mounted micro-
phone~omnidirectional B3 Lavalier microphone by Country-
man Associates! placed slightly to the side of the mouth and
out of the air stream. The microphone was mounted on a
plastic frame, which was worn like a pair of glasses and was
about 5 cm from the mouth. The exact distance of the head-

mounted microphone from the mouth was not critical as long
as it stayed constant during the experiment because the mi-
crophone was calibrated to yield, for the same phonation,
identical sound pressure levels as the sound level meter
~Brüel&Kjaer 2238, set to C-frequency weighting! posi-
tioned 30 cm from the mouth~see also the two-step calibra-
tion procedure in Sec. II B!. The head-mounted microphone
signal was phantom powered with the AudioBuddy Dual Mic
Preamp~M-Audio! and connected to channel 1 of the DAT
recorder~Technics SV-DA10, sampling rate 48 kHz!. The
sound level meter microphone signal was connected to chan-
nel 2 of the DAT recorder. The gains were adjusted so that
the peak level of the maximally loud voice@ca. 115 dB~C!
SPL@30 cm# was ca. 6 dB below the clipping level of the
DAT recorder and the preamplifier was not overloaded. The
ambient noise level in the booth was about 55 dB~C! ~sound-
level meter value! which corresponded to ca. 45-
dB~unweighted! SPL background noise level of the head-
mounted-microphone recording~lowering of the noise level
was achieved by setting the SPL at the head-mounted micro-
phone to correspond to the SPL at 30-cm distance!.

The NCVS portable voice dosimeter, i.e., a pocket PC
~Compaq iPAQ, model 3765! in which the internal micro-
phone input was rewired into an external audio input~Popolo
et al., 2004; Švec et al., 2003b!, was used to record the vi-
brations of the neck registered by the accelerometer signal.
The dynamic range of the pocket PC was rather small~about
45 dB! and it was necessary to use an attenuator~6–10 dB!
to prevent the accelerometer signal from clipping and to
match the accelerometer signal range to the pocket PC range.
The combined frequency response of the accelerometer, at-
tenuator, and pocket PC sound board was checked experi-
mentally by comparing it to a known response of a calibra-
tion accelerometer. It showed less than61.5-dB variation in
the 50–1000-Hz frequency range~i.e., the range containing

FIG. 1. The setup for relating the SPL of speech to the skin vibration of the
neck as used in pocket-PC-based voice dosimetry.
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most of the skin acceleration energy which determines the
speaking SAL values!. The pocket PC standard voice-
recording software was used to record the accelerometer sig-
nal, which was saved as aWAV audio file ~Švec et al.,
2004!. The specifications of the pocket PC recording format
were selected as follows: PCM, mono, 16-bit resolution, and
11 025-Hz sampling frequency. The automatic gain control
was disabled.

To ensure synchronization of the DAT and pocket PC
recordings, a signal splitter, together with a 1.5-V accelerom-
eter power box~custom-made to match the input impedance
of the accelerometer as specified by the manufacturer!, was
used during selected parts of the procedure~see below! to
record the accelerometer signal simultaneously on the pocket
PC and on the DAT recorder. By changing the switch posi-
tions from B to A~Fig. 1!, the accelerometer signal replaced
the sound level meter microphone signal in channel 2 of the
DAT recorder.

B. Recording procedure

An experimental protocol was designed to allow the
calibration to be done within a short time frame~total dura-
tion of the recording session was between 5–10 min!. It was
comprised of tasks that were easy for the participating sub-
jects to perform. Two recordings were obtained. In the first
recording, the head-mounted microphone signal was cali-
brated for absolute SPL measurement using a two-step cali-
bration procedure~Švecet al., 2003a!: the switches in Fig. 1
were set to B positions, the DAT recorder was started and the
Brüel&Kjaer 4231 calibrator was used to produce a stable
tone of 94 dB SPLre 20 mPa registered by the sound level
meter. The dB level was verified visually on the sound level
meter display. The calibrator was removed and the calibra-
tion dB value was announced in the microphone. After that,
the subject produced sustained /a/ at comfortable pitch and
loudness which was registered simultaneously by the head-
mounted microphone and the sound level meter at 30-cm
distance. These calibration signals were later used in the
analysis phase to adjust the level of the head-mounted mi-
crophone to be identical to that measured by the sound level
meter at 30 cm. The DAT recorder was stopped.

The second recording was done simultaneously on the
DAT recorder and the pocket PC starting with the switches in
Fig. 1 set to A positions. After the recordings started, the
accelerometer was mechanically excited~finger-flicked! sev-
eral times to produce sharp peaks, which were later used for
exact synchronization of the beginning of the DAT and
pocket PC recordings. While both the recordings were run-
ning, the splitter was removed from the accelerometer signal
path ~the switch positions in Fig. 1 were changed from A to
B! and the subject read the standard first six sentences of the
Rainbow Passage~Fairbanks, 1960!. The passage was read
successively in comfortable, soft, and loud voice. Then, the
subject read the all-voiced Marvin Williams Passage~Sata-
loff 1997, p. 828! in comfortable, soft, and loud voice. After
that the subject produced a sequence of soft phonations: sus-
tained /i/ on a comfortable pitch as softly as possible, glide
from low to high pitch as softly as possible on /i/ vowel,
high-pitched extremely soft repetitions /hee-hee-hee-hee-

hee/ and high-pitched soft singing of the first bars of ‘‘Happy
Birthday.’’ These utterances, which were previously found to
be useful in perceptually detecting vocal-fold swelling~Bas-
tian, Keidar, and Verdolini-Marston, 1990!, were used here
also for determining the voicing threshold. At the end of the
recording, the splitter was again put in the accelerometer
signal path~switch positions in Fig. 1 changed back to A!
and the accelerometer was flicked several times to allow syn-
chronization of the ends of the DAT and pocket PC record-
ings. For repeatability measurements, six of the 27 subjects
~three male and three female, all of them vocally healthy!
repeated the second recording three times.

C. Data processing

The WAV audio file recorded on the pocket PC was
downloaded to a PC through a USB cable using Microsoft
ACTIVESYNC software~part of the standard pocket PC soft-
ware!. The DAT recordings were digitally transferred to a PC
using the CSL 4400~Kay Elemetrics! DAT interface and
saved as stereoWAV audio files.

MATLAB ~v.6.5! was used for signal analysis. The soft
voiced phonations were first analyzed to determine the sub-
ject’s softest voiced SALs~in relative units of dB! and to
verify that these levels were at least 5 dB above the noise
level of the recording. This condition was satisfied in all the
subjects. The voicing threshold was manually set to be 5 dB
lower than the softest sustained SALs produced unless these
levels were less than 10 dB above the noise level of the
accelerometer recording. If so, the voicing threshold was set
at the average dB level between the softest voiced SAL and
the noise level.

The two-step calibration recording described earlier was
used to adjust the SPL values of the head-mounted micro-
phone to be equal to the absolute sound levels given by the
sound level meter~see Švec et al., 2003a, for details!. Then,
the files from the pocket PC and DAT recordings of the Rain-
bow and Marvin Williams passages were synchronized using
the impulses at the beginning and end of the recordings. The
microphone and accelerometer signals were divided into syn-
chronized successive frames of 30-ms duration~adjacent
frames with no overlap!. In order to compensate for a time
shift caused by about 17-cm difference between the acceler-
ometer ~ca. 5 cm below the vocal folds! and the head-
mounted microphone~ca. 5-cm distant from the mouth plus
ca. 17-cm vocal-tract length!, the microphone signal was
shifted 0.5 ms forward in time. The sound pressure levels
~SPL! and the skin acceleration levels~SAL! were calculated
in each frame as 20 log10@rms(y2 ȳ)#2C, wherey denotes
the microphone or accelerometer signal,ȳ is the mean signal
value within the frame, rms is the root mean square value
over the frame, andC is the calibration constant.

The accelerometer signal was used to distinguish be-
tween the voiced and unvoiced segments~in 30-ms frames!
of speech. For this, the SAL was compared to the voicing
threshold determined earlier. The frame was considered
voiced if its SAL was above the voicing threshold, and if
also the accelerometer spectral energy within the ‘‘voicing
range’’ was greater than the energy outside this range. The
voicing range was defined as the range between the lowest
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expected fundamental frequency of the subject’s speech and
1000 Hz~this is the range which is expected to contain most
of the skin acceleration energy in voiced speech!. A 1024-
point FFT of the Hanning-windowed signal was used for the
spectral analysis. More details on the calibration, recording
procedure, and data processing can be found in Sˇvec et al.
~2004!.

D. Calculation of mean and equivalent SPL of speech

Mean SPL values of voiced speech were calculated as
arithmetic means of the SPLs from the voiced frames

SPLmean5 (
n51

N

@kv~n!SPL~n!#Y (
n51

N

kv~n!, ~1!

wheren is the frame index,N is the total number of frames in
the analyzed segment of speech,kv is the voicing unit step
function ~1 for voiced and 0 for unvoiced frame!, and the
SPL(n) is the SPL value within the framen.

Equivalent SPL values of voiced speech were calculated
using the equation

SPLeq510 log10S 1

N (
n51

N

@kv~n!10SPL~n!/10# D . ~2!

This equation is consistent with the ANSI definition for the
equivalent continuous sound level~ANSI S1.1-1994!, the
only difference being the inclusion of thekv factor which
sets the energy in the unvoiced frames to zero. Such a modi-
fication was found useful here because the SPL of unvoiced
segments can hardly be estimated from SAL. As the SPLs of
the unvoiced frames are considerably smaller than those of
the voiced frames, and the factor 10SPL(n)/10 ~i.e., frame en-
ergy rather than frame SPL! is used in Eq.~2!, the replace-
ment of the true energy of the unvoiced frames with zero
shall have only minor influence on the resulting equivalent
SPLs for continuous speech.

E. Estimation of SPL from the skin vibration—The
best fits

The best-fit relationship between the SPL and SAL val-
ues was obtained for each subject using standardMATLAB

best-fit routines~the least-squares method, functionpolyfit!.
These routines were applied to all~i.e., over 1000! pairs of
corresponding SAL and SPL values~30-ms frames! mea-
sured in the combined soft, comfortable and loud speech of
that subject. Two kinds of best-fit relationships were
investigated—the first-order~linear! fit

SPLFIT5L1SAL1L0 , ~3!

and the second-order~quadratic! fit

SPLFIT5Q2SAL21Q1SAL1Q0 , ~4!

whereL1 , L0 and Q2 , Q1 , Q0 are polynomial coefficients
of the two fits. Once the polynomial coefficients were found
for a given individual, the estimated long-term SPLs
(SPLmean FITand SPLeq FIT) were calculated by obtaining the
predicted individual frame values SPLFIT(n) by means of
Eqs.~3! and ~4! and using these instead of the true SPL(n)
values in Eqs.~1! and ~2!.

The true and estimated values for all the subjects were
imported into MSEXCEL 2000. Accuracy of the fits for esti-
mation of the SPLmeanand SPLeq was quantified by an error
function expressed in dB difference

eSPLx
5SPLx FIT2SPLx , ~5!

between the estimated and true SPL values, where the abbre-
viation SPLx replaces SPLmeanor SPLeq. The uncertainty of
the dB differences was calculated as standard deviation

SD~eSPLx
!5A( j 51

M ~eSPLx j2 ēSPLx
!2

M21
, ~6!

wherej is the subject index andM is the total number of the
measured subjects. The symbolēSPLx

denotes the average
values of theeSPL meanand eSPL eq across subjects; they rep-
resent the biases of the fits that should be expected to be
close to zero if the fits estimate the SPLmeanand SPLeq accu-
rately.

F. Fit repeatability

To investigate the repeatability of the best fit within a
subject, an average best fit for a subject was calculated by
averaging the individual polynomial coefficientsL andQ of
the best fits from three different trials. The mean and equiva-
lent SPLs of the speech estimated from the individual and
the average best fits SPLmean FIT, SPLmean AVG.FIT, SPLeq FIT,
SPLeq AVG.FIT were calculated by means of Eqs.~1!–~4!.
Then, the differences

eSPLx FIT5SPLx FIT2SPLx AVG.FIT , ~7!

were obtained for SPLx5SPLmean and SPLx5SPLeq and
their standard deviation was calculated for each subject. The
average standard deviation for all the subjects was obtained
by averaging the individual standard deviations using the
formula

SD~eSPLx FIT!5A1

K (
j 51

K

@SDj~eSPLx FIT!#2, ~8!

where j is the subject index andK is the total number of
subjects involved in the repeatability experiments. Equation
~8! quantifies the uncertainty of the SPLmeanand SPLeq esti-
mation from skin vibration caused by the variation of the
best fits.

III. RESULTS

A representative example of the relationship between the
levels of the accelerometer signal and the microphone signal
is shown in Fig. 2. The figure was obtained by plotting the
corresponding pairs of the SAL and SPL values from the
voiced 30-ms frames of the soft, comfortable, and loud read-
ings of the Rainbow passage by a female subject. First and
last frames of each voicing segment were excluded to reduce
the number of outlier points~which is generally recom-
mended when performing the best fit of the empirical data!.
Higher skin acceleration levels generally correspond to
higher sound pressure levels.
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The solid white lines show the best first-order~linear!
and second-order~quadratic! fits of the data for this subject.
The equations of these fits are given at the bottom of the
figure. The confidence intervals~marked in Fig. 2 by the
white dotted and dashed lines! reveal that 95% of all the
measured SPLs lie approximately within65 dB around the
best fits, which suggests that the running SPL values can be
predicted with the uncertainty of ca.65 dB in this subject.

Notice that the loud speech values~black quadrangles in
Fig. 2! are found not only towards the loud boundaries
~upper-right quadrant! as expected, but are distributed along
the whole dynamic range of speech, reflecting the fact that
loud speech is not only created by high SPLs but also by
SPLs varying rapidly between high and low levels. Also no-
tice that the loud speech is responsible for great majority of
the outliers, i.e., the values outside the 95% confidence in-
terval. On the basis of this finding it can be hypothesized that
the worsened SAL-to-SPL correspondence might be linked
to differences between the transients in the accelerometer
and microphone signals~i.e., the skin vibration and the
acoustic signal seem to respond differently to the rapid dy-
namic changes occurring in the loud speech!. Confirmation
of this hypothesis would require a more detailed study of
these phenomena and is outside the scope of the present
study, however.

Figure 3 shows the 95% confidence intervals in dB for
all the subjects. The Rainbow and Marvin Williams passages,
first-order and second-order fits, and male and female sub-
jects are compared here. The female subjects~unfilled tri-
angles! had, on average, about 1 dB smaller confidence in-
tervals, i.e., less SPL variability around the fits, than the male
subjects~filled circles!. The average 95% interval was found,
in all the cases shown in Fig. 3, to be ca.66 dB in males and
ca. 65 dB in females, which are the average uncertainties
one can expect when predicting the running SPL values from
skin acceleration in speech.

The second-order fits did not perform much better than
the first-order fits, as suggested by less than 0.25-dB differ-
ence between the averages of the 95% confidence intervals
seen in Fig. 3. Also, we expected the readings of the Marvin
Williams passage to give better fits than the Rainbow pas-
sage~due to less variation between the voiced and unvoiced
segments!, i.e., yielding smaller 95% confidence intervals.
The results from the 27 subjects shown in Fig. 3 do not
support this hypothesis, however~suggesting the transitions
between vowels and voiced consonants pose a problem simi-
lar to the voiced–voiceless transitions when relating the
SALs to SPLs in running speech!. In both the Marvin Will-
iams~right plot! as well as the Rainbow passages~left plot!,
the 95% confidence intervals are between62 dB ~the best
cases! and68.5 dB ~the worst cases!. On the basis of these
results, only the Rainbow passage fits will be considered
further.

In many speech investigations, rather than measuring the
instantaneous SPL values, the goal is to determine the mean
SPL (SPLmean) or equivalent SPL (SPLeq) of speech over
longer time periods. In order to find out how accurately these
long-term SPL values can be estimated from skin accelera-
tion levels, the true SPLmean and SPLeq for the softly, com-
fortably, and loudly read Rainbow passages were compared
to those estimated from the SALs using the best-fit relation-
ships. Figure 4 shows the relationship between the true and
estimated mean SPLs for all the subjects when using the
individually determined first-order best-fit relationship. In all
the cases the estimated values are no more than 2 dB differ-
ent from the true values.

The estimated values displayed in Fig. 4 were obtained
from the calibration readings, which were identical to those
from which the best fits were obtained. In practice, however,
the calibration readings for the best fits are done separately
from the measurement itself. Therefore, in order to find out

FIG. 2. The relationship between the skin acceleration levels~SAL! and
sound pressure levels~SPL! obtained from the combined soft~gray!, com-
fortable ~white!, and loud~black! readings of the Rainbow passage by a
female subject. The solid white lines show the first-order~linear! and
second-order~quadratic! best fits of the data; the dotted and dashed white
lines mark the 95% confidence intervals for the linear and the quadratic fits,
respectively.

FIG. 3. SPL variability around the best SAL/SPL fit in running speech
measured in 10 male and 17 female subjects. The 95% confidence interval is
between62 and68.5 dB for the best and worst cases, respectively. The
average 95% confidence interval is ca.66 dB for men and ca65 dB for
women. Only little differences can be seen between the first-order and
second-order fits and between the Rainbow and Marvin Williams passages.
The results are obtained for SPL estimations in 30-ms windows.
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what the accuracy of the method is, it is important to know
how repeatable is the best fit. Figure 5 shows three fits ob-
tained from three subsequent readings of the Rainbow pas-
sage by the same male subject. There are slight differences
between the fits.

The differences among the fits can be quantified by ob-
taining an average fit from the three fits and measuring the
differences between the SPL values estimated by the indi-
vidual fits and those estimated by the average fit@Eqs.~7!–
~8!#. Figure 6 shows these differences in six subjects~three
males and three females! who read the Rainbow passage
three times. The smallest variation was found in soft voice,
the largest in loud voice. Overall, for the estimation of the
SPLmean ~left graph! the variation is less than 1 dB and the
variation for estimation of the SPLeq ~right graph! is only
slightly larger.

The difference between the speech produced during cali-
bration and that produced during the measurement adds un-
certainty to the overall SPL estimates. The total uncertainty
of the SPL estimation from skin vibration shall take into

account~a! the SDcal uncertainty of the best fit in estimating
the SPLmeanand SPLeq; ~b! the SDfit uncertainty of the cali-
bration fit with respect to average fit for that person; and~c!
the SDspeechuncertainty of the measured speech~i.e., its best
fit! with respect to average speech of that person. As these
uncertainties can be considered independent of each other,
the total uncertainty SDtotal can be calculated from the three
standard deviations as~Adams, 2002!

SDtotal5ASDcal
2 1SDfit

2 1SDspeech
2 . ~9!

Here, SDcal is the standard deviation of the residual between
the estimated and true SPL@i.e., the values SD(eSPL mean),
SD(eSPL eq) calculated by Eq.~6!#, SDfit is the standard de-
viation of the fit of the repeated calibration speech@i.e., the
values SD(eSPL mean FIT), SD(eSPL eq FIT) calculated by Eq.
~8!# and the SDspeechis the standard deviation of the fit of the
repeated measured speech. The SDspeechis identical to SDfit

when the same speech material~e.g., the Rainbow passage!
is used for both the calibration and the measurement.

The final accuracy of the long-term SPL estimation for
the Rainbow passage based on the measurements of the 27
subjects is displayed in Fig. 7. The estimation accuracy for
the SPLmean is on the left, the right graph is for the SPLeq.
The mean values reveal that soft speech tends to be slightly
overestimated~on average by ca. 0.5 dB! while loud speech
tends to be slightly underestimated~by 1–2 dB on average!
for both fits. The second-order fit is, on average, slightly
more accurate~i.e., less biased! for the loud speech than the
first-order fit, but not by much~by about 0.25 dB for the
SPLmeanand 0.5 dB for the SPLeq).

The error bars in Fig. 7 show the interval oftwo stan-
dard deviationsfrom the mean, which correspond to 95%
confidence interval in Gaussian distribution. The shorter er-
ror bars correspond to the calibration uncertainty@SDcal in
Eq. ~9!#, i.e., the variation of the error in SPL estimation
caused by the limited ability of the fit to express the true
SAL/SPL relationship. The longer error bars show the total
uncertainty, which considers also the limited repeatability of
the best fit and of the measured speech@SDtotal in Eq. ~9!#.
The 95% confidence interval is larger for the equivalent

FIG. 4. The relationship between the true mean SPL of the Rainbow passage
and the estimated mean SPL derived from the first-order best fit from skin
vibration. Values for soft, comfortable, and loud readings by 10 male and 17
female subjects are shown in the plot. The solid lines mark equality and
under- and overestimates in 2-dB intervals. The data show that the accuracy
of the first-order best fit is better than62 dB for all the cases. The thick
dashed line indicates the regression relationship between the true and esti-
mated mean SPLs.

FIG. 5. The repeatability of the best fit: three best fits obtained from three
consecutive readings of the Rainbow passage by the same male subject.

FIG. 6. Variability of the best fits around the average fit when repetitively
reading the Rainbow passage. Results of three repetitive readings by six
subjects are shown; the average fit was obtained for each of the subjects
separately. The error bars showtwo standard deviations, which correspond
to 95% confidence interval in Gaussian distribution.
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SPLs~right plot! than for the mean SPLs~left plot!, which
suggests the estimation of the SPLeq from the skin vibration
is less reliable than the estimation of the SPLmean. While the
estimated SPLeq of the loud speech is, in 95% of the cases,
less than 4 dB different from the true level, no more than
2.8-dB difference can be expected for the SPLmeanin 95% of
the cases. The first-order~empty diamonds! and the second-
order fits ~black diamonds! show very similar 95% confi-
dence intervals.

The next question is, how good is the fit from the Rain-
bow passage when applied to general speech? To address this
question, the best-fit relationships from the Rainbow passage
were applied to estimate the SPLmeanand SPLeq of the Mar-
vin Williams passage. Figure 8 shows the SPLeq estimation
results for the first-order fit. When compared to Fig. 4, note
the larger spread of the values. Whereas in Fig. 4 the SPLmean

values lay within the62-dB interval from the identity line,

in Fig. 8 the worst-case estimated SPLeq values are about 4.5
dB different from the true values.

The accuracies of the Marvin Williams estimates are
shown in Fig. 9, again comparing the first- and second-order
fits, soft, comfortable, and loud speech, and mean and
equivalent SPLs as done in Fig. 7. Overall, the estimates are
only up to 0.8 dB worse than those for the repeated Rainbow
passage shown in Fig. 7. The estimated SPLmeanis, with 95%
probability, less than 2.6, 1.8, or 2.5 dB different from the
true level for the soft, comfortable, or loud speech, respec-
tively. The estimated SPLeq is, with 95% probability, less
than 3.1, 2.7, or 4.3 dB different from the true level for the
soft, comfortable, or loud speech, respectively.

IV. DISCUSSION

A. SPLmean versus SPL eq

The results for the long-term average values indicate
that the estimation of the mean SPL of the voiced speech is
more accurate than the estimation of the equivalent SPL. The
equivalent levels have been, however, often preferred for
speech measurements—for instance, there exists an ISO
standard@ISO 9921-1:1996~E!#, which specifies the equiva-
lent sound levels for acceptable and unacceptable vocal ef-
fort for occupational purposes. What is the difference be-
tween the SPLmean and SPLeq? The SPLmean is obtained by
averaging the individual SPLs over thevoiced frames only
@Eq. ~1!#. The SPLeq, on the other hand, averages thevoiced
energyoverall the frames, including the unvoiced ones@Eq.
~2!#.

Both the SPLmean and SPLeq measures have advantages
and disadvantages with respect to each other. The SPLeq val-
ues are dependent on the duration of voicing pauses: the
SPLeq of speech produced with constant effort theoretically
decreases by 6 dB when the voicing pauses are doubled,
while its SPLmeanstays constant. The SPLmeanis, on the other
hand, more sensitive to the method of elimination of the
unvoiced speech segments than the SPLeq. Different SPLmean

values can theoretically be obtained for the same speech
when different frame durations are used~i.e., 30 ms, 125 ms,

FIG. 7. Accuracy of the first- and second-order best fits for estimating the
mean and equivalent SPLs for the soft, comfortable, and loud readings of
the Rainbow passage. The mean~bias! values~diamond symbols! reveal that
the soft values are on average slightly overestimated, whereas the loud val-
ues are slightly underestimated by the fits. The error bars showtwo standard
deviations~95% confidence interval in Gaussian distribution!. The results
for the first-order-fit-derived mean SPLs~black diamonds in the left graph
with the shorter error bars! correspond to all the individual values shown in
Fig. 4.

FIG. 8. Similar to Fig. 4 but the Marvin Williams levels are estimated here
by the Rainbow-passage best fits and the results are plotted for equivalent
SPLs instead of the mean SPLs. Note the larger spread of the values than in
Fig. 4. In the worst cases the skin-derived equivalent SPLs are ca. 4.5 dB
different from the true values.

FIG. 9. Similar to Fig. 7 but here the SPLs of the Marvin Williams passage
are estimated by the Rainbow-passage best fits. The biases and the 95%
confidence intervals~the error bars! are not much different from those of the
Rainbow passage~the longer error bars in Fig. 7!. The mean and error
distribution values for the first-order-fit-derived equivalent SPLs~black dia-
monds with the error bars in the right graph! correspond to all the individual
values shown in Fig. 8.
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1 s, etc.!, as the speech pauses and voiceless consonants are
eliminated less accurately with longer frames. The SPLmean

value approaches the SPLeq value when the analysis frames
are being prolonged@identity of these two is warranted when
the duration of the analysis frame is equal to the duration of
the whole speech signal analyzed, i.e., asN in Eqs. ~1! and
~2! approaches the value of 1#.

A relatively short analysis frame of 30 ms was chosen
here to distinguish between the voiced and unvoiced seg-
ments with greater accuracy. For such short frames, however,
differences between the SPLmeanand SPLeq can be expected.
It is therefore useful to know the relationship between the
two SPLs for this particular frame duration. To the knowl-
edge of the authors, such a relationship has also not been
studied before. The relationship obtained from the analysis
of the Rainbow passage read by the 27 subjects is shown in
Fig. 10. The true airborne SPLs~not the SAL-derived esti-
mates! are related here.

The figure shows that the mean SPLs are not much dif-
ferent from the equivalent SPLs of voiced speech, especially
for the comfortable speech levels. When speaking softly the
SPLeq tends to get slightly smaller than SPLmean. In loud
speech, on the other hand, the SPLeq values become slightly
higher than the SPLmean values. The figure also shows the
equivalent SPLs of speech for various efforts in accordance
with the ISO 9921-1 standard@ISO 9921-1:1996~E!, also
Sala et al., 2002#. ~The effort SPLeq values were given by
ISO for 1-m distance; the ISO values in Fig. 10 are 10 dB
higher to relate them to the 30-cm distance used here.! While
the standard ISO values were determined for the dB~A! lev-
els, and thus comparisons with our linearly weighted dB lev-
els ~which are better suited for vocal dose calculations, Sˇvec
et al., 2003a! shall be taken with caution, it is interesting to
note that the soft speech values of our subjects~circles! fall
mostly in the relaxed ISO category, the comfortable speech
values~squares! are placed mainly in the normal effort ISO
category, and the loud speech values are distributed within
the raised and loud ISO categories, as expected. Values be-

longing to the very loud@88 dB~A!#, shout@94 dB~A!#, and
maximum shout@100 dB~A!@30 cm# categories recognized
by ISO were not reached in this study.

The data indicate strong correlation between the SPLmean

and the SPLeq ~multiple correlation coefficientR50.993,
calculated bySIGMA PLOT 8.0!. The relationship can be ex-
pressed by the formula

SPLeq51.25 SPLmean216.42. ~10!

The formula is applicable for amonologuespeech signal
segmented into 30-ms frames. For frame durations different
than 30 ms and for a speech with considerable pauses~dia-
logue, etc.!, the formula would likely need some modifica-
tion. Despite its limitations, the formula can be helpful in
some occupational studies, e.g., in approximately relating the
mean SPLs estimated by voice dosimeters to vocal effort
categories.

B. Overall discussion, conclusions

The results reveal that~a! the skin acceleration levels
generally correlate with sound pressure levels, i.e., increase
in SPL is causing an increase in SAL~as indicated by the
best-fit relationship!, but simultaneously~b! there is consid-
erable variability of the values around the best-fit relation-
ship~Fig. 2!. The best-fit relationship can be used to estimate
the SPL of voice from SAL. The variation around the best fit,
however, limits the accuracy of the estimation of the instan-
taneous SPLs to, on average, about66 dB in males and65
dB in females~Fig. 3!.

The estimations of the mean and equivalent SPLs of
speech are more accurate than the estimations of the instan-
taneous SPLs because the acoustic differences among speech
sounds~vowels, voiced consonants, varying fundamental fre-
quency! average out. The most accurate are the estimates of
SPLmean ~better than62.8 dB with 95% confidence, Fig. 7,
left!. The estimates of the SPLeq were found to be up to 1.5
dB less accurate than the SPLmean~Fig. 7, right!. The defini-
tions of the mean and equivalent SPLs indicate that the
SPLeq is more sensitive to isolated SPL peaks occurring in
speech than the SPLmean. The decreased accuracy in estimat-
ing the SPLeq can thus hypothetically also be attributed to the
limitations of the accelerometer signal to reflect the sudden
dynamic changes in the acoustic signal~recall the loud-
speech outliers in Fig. 2!. The SPLmeanand SPLeq estimation
accuracy worsened only by up to 0.8 dB when the Marvin
Williams passage levels were derived from the Rainbow pas-
sage best fits, which suggests that the speech content is not
critical here~Fig. 9 vs Fig. 7!.

First- and second-order SAL/SPL relationships were
studied and compared in terms of their accuracy. Whereas
the second-order relationship appeared to provide a slightly
better fit visually~Fig. 2!, not much difference was found
between the accuracy of the two fits quantitatively—only
about 0.25 and 0.5 dB smaller bias of the second-order fit
over the first-order fit for the SPLmean and SPLeq, respec-
tively, in loud speech~Fig. 7!. Both the fits were on average
slightly overestimating the SPLs of the soft speech while
slightly underestimating the loud SPLs in the majority of the
subjects, which suggests that a better alternative relationship

FIG. 10. The relationship between the true mean SPLs and true equivalent
SPLs obtained from 27 subjects~10 male, 17 female, Rainbow passage
readings, 30-ms frames used for SPL averaging!. Note that for the soft voice
the equivalent SPLs are slightly lower than the mean SPLs, but for the loud
voice the equivalent SPLs are higher than the mean SPLs. The ISO values
for standard vocal effort are shown in the figure for reference purposes.
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between SAL and SPL may be found in the future. The bi-
ases can, in principle, be reduced and the estimation accu-
racy improved using the regression relationship shown by
the dashed line in Fig. 4. The corrected estimated SPLs
would be calculated as

SPLest51.088 SPLFIT25.9, ~11!

where SPLFIT are the values obtained from Eqs.~3! or ~4!.
The regression coefficients in Eq.~11! were found to be very
close for the first- vs second-order fits~1.0876 vs 1.0884 and
5.85 vs 5.93!.

In traditional SPL measurements of voice with a sound-
level meter positioned at the distance of 30 cm~as recom-
mended by UEP, Schutte and Seidner, 1983! ca. 62-dB
variation can be expected when a subject moves 5 cm to-
wards and away from the sound level meter. On the basis of
this finding, accuracy of62 to 63 dB can be considered
sufficient for SPL measurement of voice and speech
~Schutte, 2000!. The accuracy of62.8 dB observed here for
the mean SPL levels~Figs. 7 and 9! compares well to the
accuracy of traditional SPL measurements. Therefore, in
situations when the use of a microphone is inconvenient, an
accelerometer can be considered as a viable alternative sen-
sor for determining long-term average SPL values of speech.
Individual calibration of each subject is, however, necessary
in order to achieve the accuracy reported here, as differences
in skin transmission characteristics can exist among different
subjects~Cheyneet al., 2003!. In field measurements other
factors~such as, e.g., long-term stability and repeatability of
the accelerometer attachment! must also be considered, but
these will be treated in another study.
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Ito et al. @J. Acoust. Soc. Am.110, 1141–1149~2001!# demonstrated that listeners can reliably
identify vowel stimuli on the basis of relative formant amplitude in the absence of, or in spite of,F2

peak frequency. In the present study, formant frequencies and global spectral tilt are manipulated
independently in synthetic steady-state vowels. Listeners’ identification of these sounds demonstrate
strong perceptual effects for both local~formant frequency! and global ~spectral tilt! acoustic
characteristics. Subsequent experiments reveal that effects of spectral tilt are attenuated in synthetic
stimuli for which formant center frequencies change continuously. When formant peaks are
kinematic, perceptual salience of the relative amplitudes of low- and high-frequency formants~as
determined by spectral tilt! is mitigated. Because naturally produced English vowels are rarely
spectrally static, one may conclude that gross spectral properties may play only a limited role in
perception of fluently produced vowel sounds. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1861158#

PACS numbers: 43.71.Es, 43.71.An@PFA# Pages: 1395–1404

I. INTRODUCTION

An enduring, but not dominant, perspective concerning
vowel perception emphasizes the putative efficacy of gross
spectral properties versus local spectral prominences such as
formant peaks~e.g., Bladon and Lindblom, 1981; Bladon,
1982!. By contrast, most contemporary accounts of vowel
perception emphasize almost exclusively the role of for-
mants, and there is a large body of evidence in support of the
‘‘formant hypothesis’’ of vowel perception~see Rosner and
Pickering, 1994, for a review!.

Rekindling prospects for an explanation based upon glo-
bal spectral properties, Itoet al. ~2001! demonstrated that
spectral tilt, or the relative amplitudes of high- to low-
frequency components, can be at least as effective as second
formant (F2) frequency in signaling vowel quality. Itoet al.
asked native speakers of Japanese to identify isolated, syn-
thetic steady-state vowels from which theF2 peak was ex-
cised while amplitudes of remaining formant peaks were pre-
served. Their finding that subjects’ identifications of these
stimuli were not markedly different from identifications of
similar stimuli, in which all formant peaks were retained,
demonstrated that a spectral prominence corresponding toF2

is not necessary for vowel identification. Itoet al. also
showed that listeners were able to identify the full set of five
Japanese vowels when theF2 peak was present, but fixed in
frequency across a stimulus set for which onlyF1 frequency
and spectral tilt were manipulated.

The only spectral properties manipulated in the vowels
used by Itoet al. ~2001! were the amplitudes of higher for-
mants which are normally determined by formant bandwidth
and the frequencies of other formants in cascade synthesis

~Klatt, 1980!. In particular, lowering or raising the frequency
of one formant lowers or raises the amplitudes of all higher
formants, respectively. Therefore, the original frequency of
the excised formant peak influenced the relative spectral bal-
ance between low-~e.g., F1) and high-frequency spectral
energy~e.g.,F3).

These results lend support to the whole-spectrum hy-
pothesis of Bladon and Lindblom~1981!, who suggest that
gross spectral properties such as auditory spectral density
contain more phonetically relevant information for vowel
quality than formant frequencies alone. However, the results
of Ito et al.also run counter to previous observations regard-
ing the importance of formant amplitude in perception. For
example, Assmann~1991! found that manipulation ofF1 or
F2 amplitude has only a small or nonsignificant effect on
perception. Additionally, Klatt ~1982! has shown that
changes in spectral tilt or formant bandwidth do not produce
a change in perceived vowel identity, but are instead heard as
a change in speaker or transmission channel characteristics.
Even theories that suggest that formant amplitude does have
an effect on the perceptual integration of formants within
3–3.5 bark, such as theF2-Prime hypothesis~e.g., Chistov-
ich, 1985; Beddor and Hawkins, 1990! depend critically on
the presenceof spectral prominences corresponding to reso-
nant frequencies of the vocal tract. Such theories are there-
fore unable to explain the importance of global spectral tilt in
the absence ofF2 peak as found in the study by Itoet al.

Although Ito et al. ~2001! show that listeners can iden-
tify vowels reliably on the basis of spectral slope for stimuli
without F2 peak, it is known that the converse is also true.
Subjects are able to identify vowels from formant peaks
without relative amplitude information~e.g., Pattern Play-
back speech, Delattreet al., 1952!, or even when vowel for-a!Electronic mail: mkiefte@dal.ca
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mants are represented by nonharmonically related sinusoids
~e.g., Hoseet al., 1983!. In addition, one important factor
may have affected the validity of the results of Itoet al.: only
four subjects were recruited for the study and each subject
participated in all of the experiments described. Moreover,
the result may not be generalizable to another language with
a vowel system with a larger number of vowel contrasts,
such as English.

Based on the above-cited experiments, both gross spec-
tral shape and spectral prominences such as formant peaks
likely play important roles in vowel perception especially
when one cue is presented in the absence of another. In this
paper, we present results from aconflicting-cueexperiment
for vowel identification in which both formant frequency and
global spectral tilt are manipulated independently. These ex-
periments were conducted to evaluate the relative importance
of detailed~e.g., formant peaks! and gross spectral cues such
as spectral tilt~i.e., relative spectral balance between low-
and high-frequency energy!.

Listeners’ identifications in the first experiment reveal a
complex relationship between perception of detailed~for-
mant frequencies! and global~spectral tilt! attributes of the
vowel spectrum in synthetic steady-state vowels. Because
naturally produced vowels are typically characterized by
spectral change over time~Hillenbrandet al., 1995! and this
kinematic information is known to be important to the per-
ception of vowel sounds~Hillenbrand and Nearey, 1999!,
experiments 2 and 3 investigate the perception of diph-
thongs. Results from these experiments show that perceptual
effects of spectral tilt are mitigated in stimuli in which for-
mant frequencies change over time.

II. EXPERIMENT 1

The purpose of this experiment is to examine the relative
contribution of formant frequencies and spectral tilt in a
simple two-dimensional vowel matrix in which these two
properties are manipulated independently.

A. Method

Subjects were asked to identify isolated, synthetic
steady-state vowels drawn from a matrix of stimuli varying
perceptually from@i# to @u# and varying acoustically in for-
mant frequencies and gross spectral tilt.

1. Subjects

Fourteen native speakers of Midwestern American En-
glish were recruited from the Department of Psychology at
the University of Wisconsin–Madison. None reported any
hearing impairment. Subjects received course credit for their
participation.

2. Stimuli

A seven-step series ranging from@i# to @u# was generated
using the cascade branch of a flexible implementation of
Klatt’s 1980 speech synthesizer inMATLAB ~Klatt, 1980;
Kiefte et al., 2002!. Vowel stimuli were 245 ms in duration.
Formant values for series’ end points are similar to those for
adult native speakers of American English as reported by
Hillenbrandet al. ~1995! and each end point was judged to

be a reasonable approximation of either@i# or @u#. F2 ranged
from 1000 to 2200 Hz in 200-Hz steps, whileF3 varied as a
linear function ofF2 between 2400 and 3000 Hz in 100-Hz
steps to encourage subjective naturalness.F1 was fixed at
300 Hz while F4 and F5 were held constant at 3500 and
4500 Hz, respectively. Fundamental frequency (f 0) was set
at 100 Hz so formant peaks corresponded to harmonics.
Voicing amplitude~AV ! was set at 60 dB and was reduced to
0 dB for the 5-ms frame starting at 240 ms. All remaining
synthesis parameters were maintained at default values
~Klatt, 1980!. Figures 1~b! and ~c! show the@i# and @u# end
points of this continuum, respectively.

Spectral tilt was fully crossed with formant frequencies.
The spectral tilt for each vowel was adjusted to match that of
every other vowel in the series for a total of 737549
stimuli. For the purposes of this study, spectral tilt was de-
fined as the dB/octave difference betweenF1 and F3 peak
amplitude. Amplitudes were determined analytically based
on the source and cascade synthesis parameters for the peak
harmonic for bothF1 andF3 . The dB/octave difference was
imposed on the target stimulus via a filter similar to the one-
pole filter used by the KLSYN88 speech synthesizer to ad-
just source tilt~Klatt and Klatt, 1990!. A single-zero filter
was used instead of a pole in those cases where spectral tilt
needed to beincreasedinstead of lowered~e.g.,@u# formants
with @i# spectral tilt—see Fig. 2!. The bandwidth of the filter
used to adjust spectral tilt was determined by a simple recur-
sive algorithm based on the desired attenuation or amplifica-
tion of F3 relative toF1 . The frequency response of the filter
was constrained byF50.375 BW—whereF is the center
frequency of the pole or zero, and BW is the bandwidth—in
order to achieve critical damping~Klatt and Klatt, 1990!. All
stimuli were normalized in rms amplitude. The four extreme
points of the stimulus matrix are illustrated in Fig. 1 and the
procedure for crossing the spectral tilt is illustrated in Fig. 2.

3. Procedure
Subjects listened to stimuli via headphones in a sound

attenuated booth. Stimulus presentation and response collec-

FIG. 1. Four extrema of the stimulus spectra.~a! @u# with @i# spectral tilt;~b!
@i# with natural spectral tilt;~c! @u# with natural spectral tilt;~d! @i# with @u#
spectral tilt.
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tion were under the control of an 80486-25 microcomputer.
Following D/A conversion~Ariel DSP-16!, stimuli were
low-pass filtered~4.8-kHz cutoff frequency, frequency De-
vices, #677!, amplified ~Stewart HDA4!, and presented to
subjects via headphones~Beyer DT-100! at a level of 75 dB
SPL. Subjects identified each vowel by pressing buttons la-
beled either ‘‘ee’’ or ‘‘oo’’. Each of the 49 vowels was pre-
sented eight times in each of two 15-min sessions for a total
of 784 responses from each subject.

B. Results

Figure 3 illustrates responses pooled across subjects for
each of the 49 stimuli as a function of bothF2 frequency and
spectral tilt in dB/octave.

Responses were modeled for each subject via logistic
regression~McCullagh and Nelder, 1989! with both spectral
tilt and F2 frequency as predictors of the probability of@i#

response. Because of the quadratic nature of the category
boundary, squares and cross-products of the predictors were
included in the model.

The 50% boundaries for the 14 subjects based on the
regression fits are shown by dashed lines in Fig. 4 indicating
a large amount of between-subject variation, while the fitted
boundary based on the aggregated data is given by the solid
line. Both spectral tilt and formant frequencies appear to
have strong perceptual effects jointly and separately for these
stimuli.

To evaluate the importance of either spectral tilt or for-
mant frequency in listeners’ responses, Hotelling’sT2 statis-
tic, or multivariatet-test for one-sample repeated measures,
was calculated for the random subject regression coefficients
that include appropriate terms in the model~Davis, 2002;
Gumpertz and Pantula, 1989!. For example, tests for spectral

FIG. 2. Stimulus generation. Hybrid stimuli were generated by setting the spectral tilt of one vowel to the natural spectral tilt of another. In this example, the
spectral tilt of@u# is raised to match that of@i# to generate a hybrid stimulus. The left panel shows the spectral envelopes of@i# and@u# while the dashed line
indicates the spectral tilt of normally synthesized@u#. The right panel shows the spectrum of@u# after the spectral tilt has been raised to match that of@i#. For
the purposes of this experiment, spectral tilt was defined as dB/octave betweenF1 andF3 peaks. On the right panel, the spectral tilt curve passes through the
F3 peaks of both the@i# and @u# spectral envelopes.

FIG. 3. @i# responses pooled across speakers~out of a maximum of 224!
from experiment 1. Contour lines indicate 30%, 50%, and 70% cutoffs.
Steps along the ordinate are not evenly spaced as they correspond to stimu-
lus steps~which increase linearly inF2 andF3 but nonlinearly in spectral
tilt !.

FIG. 4. Fitted regression boundaries. Dashed lines indicate fitted 50% cut-
offs for each subject. The solid line indicates fitted boundary for aggregated
data.
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tilt include coefficients from each subject for the square of
the tilt parameter, the cross product of tilt and formant fre-
quency, as well as the simple tilt coefficient. The effect for
spectral tilt was significant (F3,1157.67;p,0.01) as was the
effect for formant frequency (F3,11521.41;p,0.001). The
effect sizeD2, or Mahalanobis distance~Stevens, 1992!, for
tilt was 1.94 while effect size for formant frequency was
much stronger (D255.42).

C. Discussion

Results from the previous experiment showed that both
formant frequencies and global spectral tilt contribute to
identification of@i# and @u# by listeners. To further evaluate
the relative importance of spectral tilt and formant frequen-
cies on vowel perception, a second experiment was designed
using the diphthongs@ai# and@au# in a similar conflicting-cue
paradigm. If spectral tilt is an important acoustic cue to
vowel identity in perception, then this effect should also be
observed for more representative kinematic vowel stimuli.

III. EXPERIMENT 2

Experiment 2 is otherwise identical to the first with the
exception that formants are kinematically specified. Aside
from being representative of English diphthongs, stimuli
from experiment 2 are also more representative of phono-
logically monophthongal English vowels which are produced
more generally with continuously changing spectral charac-
teristics ~Hillenbrandet al., 1995! that have been shown to
be important for perception~Hillenbrand and Nearey, 1999;
Nearey and Assmann, 1986!.

Figures 5~a! and~b! show spectrograms of the synthetic
diphthongs@ai# and @au# for which the offsets are spectrally

identical to the extreme@i# and@u# from the first experiment,
respectively. Spectral slope as a function of time is indicated
on the right-hand side of the figure. Figure 5~c! shows a
spectrogram of a diphthong having the same formant transi-
tions as Fig. 5~a! but with a dynamically specified tilt match-
ing that of the stimulus illustrated by Fig. 5~b!.

The second experiment was designed to evaluate the
relative importance of spectral tilt and formant frequencies in
diphthongs, testing the hypothesis that spectral tilt is an im-
portant spectral property for vowel stimuli that are character-
ized by spectral change over time.

A. Method

1. Subjects

Twelve subjects were recruited in the same manner as
described in Sec. I and also met the same criteria. No subject
participated in both experiments.

2. Stimuli

A seven-step series of 245-ms diphthongs ranging from
@ai# to @au# were generated with offset formant frequencies
identical to those of steady-state stimuli described in Sec. II.
Parameters at the 5-ms frame starting at 235 ms were set to
these values. Onset formant frequencies were 700, 1400, and
2600 Hz for F1 , F2 , and F3 frequency, respectively, and
these values changed linearly to the offset values over 235
ms. All remaining parameters were held constant throughout
the duration of the stimuli.

Each of these seven stimuli was crossed with every other
stimulus to form a 737 matrix—i.e., each new stimulus was
produced by taking the spectral tilt of one of the original
seven diphthongs and matching it, frame by frame, with an-

FIG. 5. Two unaltered and one hybrid
stimuli from experiment 2.~a! and~b!
Spectrograms from the original@ai#
and @au# stimuli with unaltered spec-
tral tilt. ~c! A spectrogram of a stimu-
lus with formants appropriate for@ai#
but with spectral tilt appropriate for
@au#. Plots on the right-hand side show
spectral tilt as a function of time. The
right-hand plot corresponding to~c!
shows the that the spectral tilt of@ai#
has been matched to that of@au# for
each 5 ms frame.
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other of the original seven for a total of 49 stimuli. In this
manner, the spectral tilt was matched for each 5-ms synthesis
frame: at each frame, the tilt of stimulusA was either raised
or lowered to match that for stimulusB at the same time
frame. Figure 5 shows spectrograms of three stimuli from
this matrix along with plots of spectral tilt as a function of
time.

3. Procedure

The procedure is the same as described in Sec. III with
the exception that subjects were asked to choose between
buttons labeled ‘‘high’’~/ai/! and ‘‘how’’ ~/au/! following
each stimulus presentation.

B. Results

Figure 6 displays responses for experiment 2 pooled
across speakers as a function of both formant frequency and
spectral tilt at stimulus offset. Hotelling’sT2 statistics for
one-sample repeated measures were calculated for the re-
gression coefficients for each subject estimated via quadratic
logistic regression. Using the same statistical procedure de-
scribed in experiment 1, it was found that formant frequency
was significant (F3,9516.06; p,0.001; D254.91). How-
ever, spectral tilt did not reach statistical significance (F3,9

52.25;p'0.15). Figure 7 gives individual fitted category
boundaries as well as the estimated boundary from the ag-
gregate data.

Additional Hotelling’s T2 statistics were computed to
compare the coefficients obtained in this experiment with
those in experiment 1. Coefficients for both formant fre-
quency (F3,2258.6; p,0.001; D254.35) and spectral tilt
(F3,2253.93; p50.02; D251.99) were found to be signifi-
cantly different between those obtained in experiments 1 and
2.

C. Discussion

Unlike results from the first experiment, effects of spec-
tral tilt were no longer statistically significant despite the fact
that spectra of stimulus offsets in this experiment were iden-

tical to those of steady-state stimuli used in experiment 1.
Effects of spectral tilt were substantially reduced when local
spectral prominences~formants! changed continuously
throughout the stimuli relative to the effects observed in ex-
periment 1. Conversely, it is also possible that the effects of
spectral tilt may be substantially enhanced in experiment 1
relative to the present experiment.

There are several possible reasons why the perceptual
dependence on spectral tilt was attenuated in experiment 2.
First, the experiments used stimuli representing completely
different phonemes, and it is conceivable that relative
weighting of spectral tilt and formant peaks varies between
stimulus sets.

Second, in the case of the@ai#-@au# continuum, it is also
possible that listeners base their decisions on a ‘‘snapshot’’ of
the stimulus close to the onset thereby reducing the depen-
dence on slowly changing spectral tilt. Experiment 3 ad-
dresses these concerns by using a two-dimensional matrix of
stimuli with kinematic spectral properties as in experiment 2,
but stimuli are designed by interpolating spectral character-
istics of those in experiment 1.

IV. EXPERIMENT 3

The final experiment employs a hybrid monophthong/
diphthong series sharing characteristics of stimuli from both
experiments 1 and 2 in order to more clearly define joint and
separate effects of spectral tilt and kinematic spectral change.
Offsets of stimuli in this experiment are identical to those of
stimuli in experiment 2 as well as to the steady states of the
monophthong stimuli in experiment 1. However, onset syn-
thesis parameters were set at those appropriate for@u#.
Stimuli ranged between monophthong@u# and diphthong@ui#
in both formant frequencies and spectral tilt.

The spectrum of each frame of each stimulus is effec-
tively an interpolation of the steady-state spectra of stimulus

FIG. 6. @ai# responses pooled across speakers~out of a maximum of 192!.
Contour lines are same as those in Fig. 3. Labels along the ordinate indicate
the spectral tilt at theoffsetof the diphthongs.

FIG. 7. Fitted regression boundaries. Dashed lines indicate fitted 50% cut-
offs for each subject. The solid line indicates fitted boundary for aggregated
data.
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matrix used in experiment 1 which ranged from@u# to @i# in
both formant frequencies and spectral tilt. The grid in Fig. 8
indicates the locations of each of the 49 steady-state stimuli
from experiment 1 in spectral tilt and formant frequency,
while the solid curve shows the 50% crossover for /i/ re-
sponses to those stimuli. Stimuli in the present experiment
with continuously changingF1 and F2 frequencies can be
visualized as vectors on this grid, each originating atF2

51200 Hz and210.1 dB/oct spectral tilt~stimulus onset!
and ending at one of the 49 locations on the grid~stimulus
offset!. The change in spectral tilt and formant frequency for
one stimulus in experiment 3 is shown by the dashed line. If
it is the case that spectral tilt plays an important role in
perception of English vowels, then the stimulus illustrated by
the dashed line should be categorized as /u/ because it does
not cross the 50% contour line from experiment 1, i.e., each
intermediate time-frame of the diphthong, if presented as a
steady-state vowel in the first experiment, would be identi-
fied mostly as /u/ by listeners.

However, if spectral tilt is not an important spectral
property in the perception of vowels with dynamic formant

trajectories, then we expect that listeners will ignore varia-
tion in spectral tilt.

A. Subjects

Fourteen subjects were recruited in the same manner and
met the same criteria as described in Sec. I. No subject in this
experiment participated in either of the first two experiments.

B. Stimuli

Stimuli were designed similarly to those in experiment 2
with the exception that onset parameters forF1 , F2 , andF3

were set at 300, 1200, and 2500 Hz, respectively. Thus, onset
F2 and F3 were set at 200 and 100 Hz above the lowest
values at the@u# end of the original steady-state series. This
gave stimuli at the lowest-F2 frequency end of the series a
modestly diphthongal quality. The onset is illustrated by the
leftmost point of the dashed line in Fig. 8.

Each of these stimuli was crossed with every other
stimulus in the manner described in experiment 2; spectral
tilt was matched between stimuli for every 5-ms frame.

FIG. 8. Example stimulus from experiment 3. The solid
line in the top panel gives the 50% cutoff in@i# re-
sponses from experiment 1 while the dashed line gives
the spectral-tilt/second-formant trajectory for one
stimulus with onsetF2 at 1200 and offset at 1800 Hz.
The spectrogram for this stimulus is given in the middle
panel while the spectral tilt as a function of time is
given in the bottom panel. For this stimulus, spectral tilt
is made to decrease from210.1 to211.9 dB/octave. At
all points along the trajectory indicated by the dashed
line in the topmost panel, acoustically similar stimuli
received a majority of@u# responses from listeners in
experiment 1.
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C. Procedure

The procedure is the same as described in experiments 1
and 2 with the exception that subjects were asked to choose
between buttons labeled ‘‘oo’’~/u/! and ‘‘ooey’’ ~/ui/! follow-
ing each stimulus presentation.

D. Results

Figure 9 provides aggregate responses for experiment 3
as a function of offsetF2 frequency and global spectral tilt.
Hotelling’s T2 statistics were calculated for the quadratic lo-
gistic regression coefficients estimated for each subject. For-
mant frequency was found to be highly significant (F3,11

558.78; p,0.001; D2514.9). Spectral tilt was also found
to be significant but the effect size was much smaller (F3,11

54.19; p50.03; D251.06). Based on the individual fitted
category boundaries illustrated in Fig. 10, it appears that

much of this effect is due to the responses of only two sub-
jects who show a pattern of responses similar to those found
in experiment 1. Nevertheless, the effect size for spectral tilt
in experiment 3 was much smaller compared with the effect
size found in experiment 1 (D251.94).

Coefficients for spectral tilt were found to be signifi-
cantly different from those obtained in experiment 1 (F3,24

517.6; p,0.001;D252.05), but not for formant frequency
(F3,2452.97; p50.052;D251.38). Coefficients for formant
frequencies were found to be significantly different from
those found in experiment 2 (F3,2258.6; p,0.001; D2

54.35). This is not surprising because the stimuli in each
matrix represent very different speech sounds. Coefficients
for spectral tilt were also found to be significantly different
between experiments 2 and 3 (F3,2252.52; p50.084; D2

51.99).

E. Discussion

Figure 11 again shows the same spectral-tilt/formant-
frequency trajectory as illustrated in Fig. 8 but with the 50%
/ui/ response contour from experiment 3. The majority of
responses~163 of 224! to this stimulus were /ui/ despite the
fact that steady-state stimuli with spectral properties identical
to each of the intermediate frames of this kinematic stimulus
were identified as /u/ in experiment 1.

Based on results from experiment 1, we would have ex-
pected to observe a majority of /u/ responses for sharply
falling spectral tilts~211.9 dB/octave!. However, Fig. 11
shows that this was not the case. Likewise, if listeners re-
sponded on the basis of a ‘‘snapshot’’ close to the onset of
the stimuli, we would have observed many more /u/ re-
sponses overall given that onset spectral properties were ap-
ropriate for /u/.

FIG. 9. @ui# responses pooled across speakers~out of a possible 224!. Con-
tour lines are the same as those in Figs. 3 and 6. Values indicated along the
ordinate and abscissa indicateoffsetparameters.

FIG. 10. Fitted regression boundaries. Dashed lines indicate 50% cutoffs for
each subject while the solid line indicates fitted boundary for the aggregate
data.

FIG. 11. Spectral-tilt/second-formant trajectory for one stimulus in experi-
ment 3. The trajectory is the same as that illustrated in Fig. 8. Solid curved
line indicates 50% boundary from aggregate data in experiment 3.
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V. GENERAL DISCUSSION

Experiment 1 demonstrated thatboth spectral tilt and
formant peak frequency contribute to discrimination of syn-
thetic steady-state approximations to@i# and @u#. This obser-
vation extends the results of Itoet al. ~2001! who found that
listeners could identify vowels on the basis of gross spectral
properties alone. Although the present data lend evidence for
the importance of both spectral tilt andF2-peak frequency
for vowel perception, results in the second and third experi-
ments suggest that this effect may be limited to stimuli with
unchanging spectral characteristics.

Experiment 2 used kinematically specified vowels more
typical of naturally produced English vowels with the as-
sumption that listeners could better identify vowels on the
basis ofchangein formant frequency relative to static peak
frequencies in steady-state monophthongs. Experiment 3 fur-
ther explored this possibility. Each time frame of each stimu-
lus in the third experiment was interpolated from the stimu-
lus matrix used in the first experiment. However, data from
experiment 1, which used stationary vowels, did not predict
the pattern of responses to these kinematically specified
vowels. The primary difference between the two experiments
is that stimuli in experiment 3 were identified on the basis of
formant transitions instead of stationary stimulus character-
istics.

Results from these experiments show that spectral tilt
appears to be much more effective perceptually for steady-
state vowels than for vowels with changing spectral proper-
ties. Steady-state approximations to English monophthongs,
however, are not perceptually or acoustically equivalent to
naturally produced English monophthongs. For example,
Hillenbrandet al. ~1995! have shown that almost all vowels
in American English, including those that are traditionally
viewed as monophthongs such as /(/ and /}/, include substan-
tial changes in formant frequency. Based on the present find-
ings, it is unlikely that spectral tilt plays a dominant role in
perception of most naturally produced vowels.

One explanation for the present results may be that for-
mant frequency changes in experiments 2 and 3 are simply
more perceptually salient than changes in spectral tilt. From
an ecological perspective, this is a reasonable conclusion be-
cause changes in spectral tilt often occur independently of
linguistic information. For example, spectral tilt varies with
changes in transmission channel characteristics such as the
change in room acoustics that occurs as one moves from a
narrow hallway into a large room. From the point of view of
speech perception, these types of changes in spectral infor-
mation should generally be ignored by the listener because
they do not help to convey linguistic meaning. In contrast,
there are few natural situations in which frequencies of for-
mant peaks change due to external factors.

Nevertheless, listeners still identified synthetic steady-
state vowels on the basis of both spectral tiltand formant
frequency in experiment 1. Here, we propose that this may
be a consequence of unchanging stimuli being perceptually
impoverished. If formant peak information is perceptually
attenuated for steady state stimuli, then listeners may become
more likely to attend to other less reliable properties such as
spectral tilt.

Previously, the present authors~Kluender et al., 2003!
have noted that, like all sensorineural systems, the auditory
system responds most vigorously to change. The fact that
perceptual effectiveness of sustained unchanging acoustic
energy quickly attenuates has long been known~Hood,
1950!. With respect to speech, Summerfield and colleagues’
studies of ‘‘auditory afterimages’’ demonstrate how local
changes in amplitude within the spectrum are auditorily en-
hanced~Summerfieldet al., 1984, 1987!. Studies concerning
spectral contrast between adjacent coarticulated consonants
and vowels~e.g., Holt et al., 2000; Kluenderet al., 2003;
Lotto et al., 1997; Lotto and Kluender, 1998! provide further
evidence that relative change in spectral composition exerts
powerful effects on phonetic perception. For these well-
established examples of constrastive processes across adja-
cent spectral regions, effects appear to be spectrally local—
altering perceptual effectiveness of energy in spectral regions
on the scale of individual formants. For example, Coady
et al. ~2003! showed that contrastive effects of preceding
vowels on perception of following stop consonants are main-
tained when only a few harmonics in the region ofF2 are
presented in place of full spectrum vowel sounds.

With respect to neurophysiological processes underlying
this sensitivity to change, Delgutteet al. ~1996! argue that
data from recordings in auditory nerve reveal how adaptation
serves to enhance spectral contrast between successive
speech signals. In contrast, some researchers~e.g., Houtgast,
1974; Moore and Glasberg, 1983! have suggested that adap-
tation serves mostly to enhance onsets selectively, with sup-
pression being hypothesized to be a process through which
differences in level of adjacent spectral regions in complex
spectra~e.g., formant peaks and spectral valleys in speech
signals! are preserved and/or enhanced. For example, Vi-
emeister and Bacon~1982! note that different frequency
components of a signal serve to suppress one another, and
suggest that what is relevant is not so much that channels for
the signal are unadapted relative to other channels. Instead,
they hypothesize that nonsignal channels are adapted such
that their ability to suppress the signal is attenuated. This
explanation is consistent with studies of two-tone suppres-
sion which has been cast as an instance of lateral inhibition
in hearing~Houtgast, 1972!. Investigators have argued that
suppression helps to provide sharp tuning~e.g., Wightman
et al., 1977; Festen and Plomp, 1981!, and with respect to
speech perception, Houtgast~1972! has argued that this pro-
cess serves to sharpen the neural projection of a vowel spec-
trum in a fashion that effectively provides formant extrac-
tion. Whether one accepts explanations based upon
adaptation or adaptation of suppression, the conclusion is
that when vowel signals do not change across time, formant
peaks lose perceptual effectiveness.

Whatever the underlying neurophysiological or psychoa-
coustic explanation, the potency of change for perception of
speech and other acoustic signals was repeatedly revealed in
listeners’ almost exclusive reliance upon changing spectral
peaks for all non-steady-state stimuli used in the present
studies. To the extent that perceptual effectiveness of station-
ary formants in synthetic steady-state vowels is attenuated
following onset, other acoustic information such as spectral
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tilt may be expected to play a more significant role. This
hypothesis is consistent with data from listeners with hearing
impairment, who suffer from signal degradation including
spectral smearing, showing that, relative to listeners with
normal hearing, spectral tilt plays a greater role in perception
of consonants~Lindholm et al., 1988!. How listeners come
to exploit global spectral attributes such as tilt in the absence
of more reliable detailed spectral information is unclear. At
this juncture, it is unknown whether tilt provides independent
information for phonetic perception, or whether tilt comes to
serve perception as a consequence of experienced covariance
with putatively more primary acoustic attributes such as for-
mant peaks.

With the exception of stimulus onset and offset, stimuli
in experiment 1 include no acoustic change across time.
Consequently, listeners were left to perform a task that bears
little resemblance to perception of naturally produced
speech. If gross spectral properties such as tilt tend to be
perceptually effective only when time-varying spectral infor-
mation is unavailable, then one might suggest that tilt is rela-
tively uninfluential for perception of much natural speech,
including English monophthongs that naturally include sub-
stantial spectral change across time. One should be cautious,
however, before concluding that gross spectral properties
never contribute to perception of speech. Some English vow-
els are more likely to approximate steady-state characteris-
tics, and vowels in other languages~e.g., Spanish! are not
produced with as much spectral change as are vowels in
English. These facts leave open the possibility that the
steady-state vowels used by Itoet al. ~2001! are more appro-
priate approximations of natural Japanese vowels than En-
glish vowels. To the extent that this is true, data from experi-
ment 1 may well represent relative contributions of spectral
tilt and formant peak frequencies for such cases.

Aside from these possible limited exceptions, natural
speech varies spectrally nearly continuously across time for
all languages. The present findings serve to further empha-
size that stimulus change dominates auditory perception of
speech and perception most generally.
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While new electrode designs allow deeper insertion and wider coverage in the cochlea, there is still
considerable variation in the insertion depth of the electrode array among cochlear implant users.
The present study measures speech recognition as a function of insertion depth, varying from a deep
insertion of 10 electrodes at 28.8 mm to a shallow insertion of a single electrode at 7.2 mm, in four
Med-El Combi 401 users. Short insertion depths were simulated by inactivating apical electrodes.
Speech recognition increased with deeper insertion, reaching an asymptotic level at 21.6 or 26.4 mm
depending on the frequency-place map used. Bas¸kent and Shannon@J. Acoust. Soc. Am.116,
3130–3140~2004!# showed that speech recognition by implant users was best when the acoustic
input frequency was matched onto the cochlear location that normally processes that frequency
range, minimizing the spectral distortions in the map. However, if an electrode array is not fully
inserted into the cochlea, a matched map will result in the loss of considerable low-frequency
information. The results show a strong interaction between the optimal frequency-place mapping
and electrode insertion depth. Consistent with previous studies, frequency-place matching produced
better speech recognition than compressing the full speech range onto the electrode array for full
insertion ranges~20 to 25 mm from the round window!. For shallower insertions~16.8 and 19.2
mm! a mild amount of frequency-place compression was better than truncating the frequency range
to match the basal cochlear location. These results show that patients with shallow electrode
insertions might benefit from a map that assigns a narrower frequency range than patients with full
insertions. ©2005 American Institute of Physics.@DOI: 10.1121/1.1856273#

PACS numbers: 43.71.Es, 43.71.Pc, 43.66.Ts@KWG# Pages: 1405–1416

I. INTRODUCTION

Recent studies on cochlear implants and simulations of
cochlear implants have suggested that speech recognition is
optimized when the frequency information is presented to
the normal acoustic tonotopic cochlear location~Dorman
et al., 1997; Fu and Shannon, 1999a, b; Bas¸kent and Shan-
non, 2003, 2004!. Frequency-place maps that are shifted or
distorted relative to the normal tonotopic map reduce speech
recognition. However, if an electrode array is not fully in-
serted, the lowest frequency represented by the most apical
electrode of that array may be 2000 Hz or higher. Matching
frequency information to the acoustic tonotopic place in this
case will result in the loss of a range of frequencies that is
critical for speech recognition. The present study investigates
the trade-off between such loss of low-frequency information
when the acoustic input range is matched to the stimulation
range, and distortion in the frequency-place mapping when a
wider range of input acoustic range is assigned compres-
sively.

More speech information could theoretically be deliv-
ered with longer and more deeply inserted electrode arrays.
Blameyet al. ~1992! and Skinneret al. ~2002! found a sig-

nificant correlation between open-set speech recognition
scores of Nucleus 22 users and the insertion depths of the
electrode arrays. Yet, Hodgeset al. ~1999! found no correla-
tion between speech recognition and electrode insertion
depth for insertion depths ranging from 17 to 25 mm. One
complicating factor in these studies was that the speech per-
formance was compared across different subjects with differ-
ent array insertions rather than within subjects. If different
pathologies contributed to the differences in electrode inser-
tion depth, those pathologies might have also affected the
residual nerve survival, and so speech recognition. In such a
case poorer speech recognition with short electrode insertion
may not be due to the short insertionper se, but rather due to
the covarying pathology. Studies that simulated different in-
sertion depths within subjects by selective activation of more
apical electrodes found that deeper insertion generally re-
sulted in improved speech recognition~Kileny et al., 1998;
Hochmairet al., 2003!.

Even though current electrode designs are intended to
achieve array insertions as deep as 30 mm~Gstoettneret al.,
1999; Hochmairet al., 2003!, obstructions in the cochlea as
a result of new bone formation, cochlear otosclerosis, or ana-
tomical abnormalities might still prevent the full insertion of
the array~Cohen and Waltzman, 1993!. For example, three
studies that used imaging methods to assess actual electrodea!Electronic mail: dbaskent@hei.org
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insertion depth~Cohen et al., 1996; Kettenet al., 1998;
Skinner et al., 2002! observed a range of insertions of
Nucleus patients from 2 to 26 mm from the round window.
There are also cases where a short array is used on purpose
to preserve the residual acoustic hearing for a combined
electric-acoustic stimulation~Kiefer et al., 2004!.

With such large variation in electrode insertion depths it
becomes crucial to customize the frequency-place map for
the individual implant user to achieve the best speech per-
ception. Bas¸kent and Shannon~2003! measured speech rec-
ognition by normal-hearing~NH! listeners in conditions that
simulated cochlear implant processing. Their results sug-
gested that implant users with full electrode array insertions
~from 20 to 25 mm! would have the best speech recognition
when the acoustic information was mapped onto the match-
ing tonotopic range in the cochlea, even if that mapping re-
sulted in the elimination of a considerable amount of acous-
tic information. A second study confirmed this finding with
Med-El Combi 401 users~Başkent and Shannon, 2004!. In
an earlier study, Whitfordet al. ~1993! modified the
frequency-place map to match the characteristic frequencies
of the electrode locations in the cochlea. They assigned the
acoustic input at 3 kHz to the electrode at the cochlear loca-
tion with the characteristic frequency of 3 kHz. The remain-
ing acoustic input range was redistributed over the remaining
electrodes around the matched electrode. Nucleus-22 users
with array insertions from 20.5 to 23.5 mm had improved
open-set sentence recognition scores in low levels of noise
with the modified map. However, Eyleset al. ~1995! did not
observe significant improvement with Nucleus-22 patients
with shallower insertion depths~from 14 to 21.5 mm! when
tested with similar mapping strategy.

These studies imply that there is a strong interaction
between the optimum frequency-place map and the electrode
array insertion depth. It is important to quantify this interac-
tion, considering that the electrode array insertion depth var-
ies widely across individual patients. Speech recognition per-
formance is generally very low for patients with shallow
insertions. Many implant speech processors map the full
range of frequencies onto the electrodes compressively even
in cases of short electrode insertions, which might result in
substantial frequency-place compression and shifting. One
reason for a compressed map is to provide the patient with
the full range of acoustic information with the assumption
that she would eventually learn to make use of the informa-
tion even if it is distorted in terms of cochlear tonotopic
place. Several studies have shown evidence of partial adap-
tation ~Rosenet al., 1999; Fuet al., 2002!, but it is not clear
if patients can fully adapt to a large distortion in the mapping
and, if so, how much time such an adaptation would require.
Studies of frequency-place distortions~Başkent, 2003;
Başkent and Shannon, 2003, 2004! or frequency place shifts
~Fu and Shannon, 1999b! showed a tolerance of only a few
mm for such tonotopic distortions. Trinhet al. ~2000! ob-
served no significant improvement in speech recognition
with five of eight Nucleus 22 users with partial insertions,
over periods of time ranging from 12 to 60 months. This
finding suggests that patients with short electrode insertions
may only have a limited ability to adapt to the frequency-

place compression normally assigned in such cases.
On the other hand, a strict matching of frequency infor-

mation to cochlear place with short insertions would result in
the loss of substantial low-frequency information that is im-
portant for speech. The Speech Intelligibility Index~SII!,
which predicts the speech recognition performance from the
amount of audible acoustic information available~ANSI,
1997!, weights frequency information between 1 and 3 kHz
most heavily. When the speech frequency range is converted
to cochlear location~Greenwood, 1990!, the cochlear region
around 14 to 28 mm from the round window receives speech
information, with the most critical information concentrated
between 18 and 25 mm. The 900-Hz region~21.5 mm! is
important for the distinction of the first two formants of vow-
els, while the 1.5-kHz region~18.5 mm! is important for the
distinction of high and low second formants. If the insertion
depth is shallower than 19 mm, and frequency information is
matched to the normal acoustic tonotopic place, then all fre-
quencies lower than 1.3 kHz will be lost. Such a truncated
map might be harmful for speech recognition, even though
the acoustic information is delivered to the correct tonotopic
location ~Faulkneret al., 2003!.

The present study measures phoneme and sentence rec-
ognition in Med-El Combi 401 implant users as a function
of electrode array insertion depth and stimulation range. Ex-
periment 1 extends the results from Bas¸kent and Shannon
~2003, 2004! to a wider range of insertion depths~varying
from a shallow insertion depth of 7.2 mm with a single elec-
trode to a deep insertion of 28.8 mm with an array of 10
electrodes!, where the performances with compressed and
matched maps are compared. Experiment 2 explores an op-
timum map for the shallow insertions of 19.2 and 16.8 mm
by systematically changing the map from matched to fully
compressed.

II. EXPERIMENTAL METHOD

A. Subjects

Four Med-El Combi 401 users, aged 25–62, partici-
pated in the experiments. All were reported to have full elec-
trode insertions at surgery. An insertion depth of 31 mm,
which complies with company specifications, was assumed
for all subjects. Information about subjects, such as duration
and type of deafness, duration of implant use, baseline
speech recognition scores, and the frequency ranges used in
the clinical processor, is summarized in Table I. Table II
additionally shows the center frequencies of the clinical
maps the subjects use most.

M1, M3, and M4 were postlingually, and M2 was pre-
lingually deafened. All subjects were born into hearing fami-
lies, used oral communication as their main communication
mode, and had been provided with speech correction thera-
pies for long periods of time. Only M2 has used sign lan-
guage frequently as an additional communication mode. All
patients could converse over the telephone with their im-
plants.
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B. Speech stimuli

The speech recognition tasks consisted of medial vowel
and consonant identification, and sentence recognition.

Vowel stimuli ~Hillenbrandet al., 1995! consisted of 12
medial vowels, including 10 monophthongs and 2 diph-
thongs, presented in /*/-vowel–/$/ context~heed, hid, head,
had, hod, hawed, hood, who’d, hud, heard, hayed, hoed! and
spoken by five female and five male talkers. Chance level on
this test was 8.33% correct, and the single-tailed 95% confi-
dence level was 12.48% correct based on a binomial distri-
bution.

Consonant stimuli~Shannonet al., 1999! consisted of
20 medial consonants~" #b $ Z ) , c % ( & ' ! . 2 b # 3 4 - 6!
presented in /~/-consonant–/~/ context and spoken by three
male and three female talkers. Chance performance level for
this test was 5% correct, and the single-tailed 95% confi-
dence level was 8.27% correct based on a binomial distribu-
tion.

IEEE sentences~IEEE, 1969!, spoken by a single male
speaker, are phonetically balanced across lists and the pre-
dictability of the words is relatively low. For each condition,
the percent-correct score was acquired from 20 sentences of
varying length from each listener. The length of each sen-

tence varied from 5 words to 12 words. Lists of 20 sentences
for each condition were prepared such that the average word
length per sentence was 7 to 9 words. Sentences were pre-
sented without any context information, and no sentences
were repeated to an individual listener.

C. Med-El Combi 40 ¿ implant system

Combi 401 electrode array consists of 12 electrode
pairs equally distributed over 26.4-mm total length. The elec-
trodes are numbered 1 to 12 from apex to base. The array is
inserted through a cochleostomy around 4 mm from round
window. In the study we used a TEMPO1 processor worn
behind the ear, which can process frequencies from 200 Hz
to 8.5 kHz.

D. Procedures

The study explores the acute effects of frequency-place
maps on speech recognition. In both experiments the subjects
were tested right after receiving the experimental processor.

The experimental processor was programed with a dif-
ferent frequency-place map before each test condition. All
stimuli were presented via a loudspeaker in a sound field at

TABLE I. Information about Med-El Combi 401 users.

Subject Age

Duration of
profound
deafness
~years!—
reason of
deafness

Experience
with CI
~years!

Baseline
vowel
score

~corrected
for chance!

Baseline
consonant

score
~corrected

for
chance!

Baseline
IEEE

sentence
score

Overall
acoustic

input
frequency

range of the
original map
and number

of the
electrodes
activated

M1 39 30—
High fever

2.5 60.0 55.3 38.2 300–5500 Hz,
6 or 12

electrodes
later:

200–8500 Hz,
10, 11, or 12

electrodes
M2 25 From birth—

Unknown
5 70.0 85.9 84.5 300–7000 Hz,

9 or 12
electrodes

M3 62 12—
Noise

exposure

1 68.2 70.2 92.8 300–5500 Hz,
all 12

electrodes
M4 46 26—

Unknown
2 82.5 86.7 93.9 Map 1 and 2:

300–5500 Hz
Map 3:

300–7000 Hz
9 electrodes

TABLE II. Center frequencies of clinical maps the subjects used most.

Subject

Bandpass filter center frequencies for 12 electrodes~Hz!

1 2 3 4 5 6 7 8 9 10 11 12

M1,M3 338 430 549 701 894 1137 1444 1845 2349 2987 3889 4918
M2 358 507 Off 722 1017 Off 1445 2057 Off 2890 4225 6013
M4 352 487 Off 672 930 Off 1273 1771 Off 2420 3456 4544
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70 dB on an A-weighted scale. Phonemes were presented to
the listeners in random order via custom software~Robert,
1998!. Subjects were asked to select the phoneme they heard
from the set of all possible phonemes displayed on the
screen. Recognition of words in sentences was evaluated us-
ing custom software~TIGER Speech Recognition System de-
veloped by Qian-Jie Fu! which presented the sentences in
random order. Subjects were asked to type the sentence they
heard, and the number of words heard correctly was counted.

The implant processor, fitting softwareSTUDIO1, and
the fitting box were provided by Med-El for use in the ex-
periments. The threshold and maximum comfort levels were
measured with the research processor for each patient before
testing and these levels were used throughout the experi-
ments. Maximum stimulation rate was limited to 2 kpps per
electrode. The electrodes were stimulated in monopolar
mode and the processing strategy was continuous interleaved
sampling~CIS!.

The STUDIO1 software allows the programmer consid-
erable flexibility in manually entering the bandpass filter cut-
off frequencies that are assigned to each electrode. In every
condition the acoustic input range was converted to cochlear
distance in mm by the Greenwood mapping function. The
range was divided into bandpass filters with equal band-
widths in mm, which were then converted to frequency in Hz
with the Greenwood mapping function.

Greenwood’s function describes the characteristic fre-
quency along the organ of Corti as a function of cochlear
place. In healthy cochlea, the maximum displacement on the
basilar membrane shifts as a function of sound level. How-
ever, in implants, the place information does not come from
the basilar-membrane motion. Instead, it is conveyed by se-
lective stimulation of the spiral ganglia electrically. In our
calculations, we assumed that Greenwood’s function simi-
larly holds at the level of spiral ganglia, and ignored effects
of stimulation level.

We also assumed an average length of 35 mm for the
cochlea in the calculations. Ulehlovaet al. ~1987! measured
a range of 28 to 40 mm, with an average length of 34.2 mm,
for human cochleae. However, Bas¸kent and Shannon~2004!
showed that a change of a few mm in the assumed length for
the cochlea did not have a significant effect on speech rec-
ognition.

A third assumption in the study is uniform distribution
of the nerve survival pattern. Any possible dead regions in
the auditory nerve would be difficult to locate with implant
users. Since we have not observed any abnormal threshold
patterns during the fitting, we assumed the simplest case of
uniform distribution for nerve survival pattern.

III. EXPERIMENT 1: FREQUENCY-PLACE MAPPING
WITH VARYING INSERTION DEPTH

A. Experimental setup

In experiment 1, we changed the effective insertion
depth by turning off the most apical electrode for each suc-
cessive condition.

In the baseline condition, the 10 middle electrodes
~numbered 2 to 11! were activated. We assumed an insertion

depth of 31 mm for full insertion of the entire array. With
this assumption, the middle 10 electrodes cover a cochlear
range between 7.2 and 28.8 mm from the round window,
which, according to the Greenwood frequency-place func-
tion, corresponds to a range of acoustic frequencies between
244 Hz and 7.5 kHz. Thus, the baseline condition simulates a
deeply inserted~at 28.8 mm! array of 10 electrodes with a
stimulation range of 21.6 mm. From this deep insertion con-
dition the most apical electrode was turned off for each suc-
cessive experimental condition. Because the electrode sepa-
ration is 2.4 mm, each condition created an insertion depth
that was 2.4 mm shallower than the previous condition. Note
the number of the electrodes decreases by one with each
successive condition as well.

In the first part of the experiment the acoustic input
range was kept the same for all insertion depths~244 Hz–7.5
kHz!. Starting from the baseline condition of 10 electrodes,
where the acoustic input range matched the stimulation
range, the map becomes increasingly compressive with each
successive condition, as shown for the partial insertion con-
dition of 6 electrodes in the upper part of Fig. 1. The acoustic
input range assigned onto the electrodes is shown by the
frequency bands on top, while the stimulation region covered
by the actual electrode array is shown in the bottom of the
map. These conditions simulate the clinical approach where
the patient gets the same standard input frequency range in
the map regardless of the actual location of the electrode
array or the number of electrodes activated in her cochlea.

In the second part of the experiment, the acoustic input
frequency range was truncated to match the stimulation
range for all insertion depth conditions. In such a matched
map, as the stimulation range gets smaller with each condi-
tion, the patient receives less acoustic information, as shown
in lower portion of Fig. 1.

All compressed and matched conditions for all number
of electrodes are summarized in Table III. The frequencies in
the table show the actual frequenciesSTUDIO1 used rather
than the theoretical values calculated with Greenwood map-
ping function.

B. Results and discussion

The individual percent-correct scores are shown in Fig.
2 as a function of insertion depth, expressed both in cochlear
distance from the round window and in number of electrodes
activated. The top, middle, and bottom rows present vowel,
consonant, and sentence recognition scores, respectively.
Vowel and consonant scores were corrected for chance level.
M1 was excluded from the sentence recognition test due to
her inability to recognize IEEE sentences at a reasonable
level with the experimental maps. The open symbols show
the percent-correct scores with the compressed map~upper
part of Fig. 1! and the filled symbols show scores with the
matched map~bottom part of Fig. 1!. The dashed lines show
the performances of subjects with their own processor maps,
for which the center frequencies are shown in Table II. The
baseline condition of 10 electrodes is slightly different from
this map. Some subjects performed as well with the baseline
condition of 10 electrodes as they did with their own map,

1408 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 D. Başkent and R. V. Shannon: Frequency mapping with varying insertion



while some subjects performed worse. The subjects who per-
formed worse might be more sensitive to spectral changes in
the frequency-place mapping.

Figure 2 shows that performance dropped with both
matched and compressed maps as the insertion depth became
shallower. Findings from previous studies imply that there
are several factors contributing to the decrease in perfor-
mance: decrease in the number of electrodes~Friesenet al.,

2001!, transmitting a smaller portion of the speech spectrum
with the matched map~Faulkner et al., 2003; Hochmair
et al., 2003!, spectral distortions with the compressed map
~Başkent and Shannon, 2003, 2004!.

The matched and compressed maps produced similar
scores for the deep insertion condition of 26.4 mm, probably
due to the minimal difference in the acoustic input ranges of
these two maps~Table III!. At insertion ranges from 19.2 to

FIG. 1. Compressed and matched maps for the partial
insertion condition of 6 electrodes, simulated by acti-
vating electrodes 6–11. In each map, the frequency
bands on top show the acoustic input range. The lowest
and highest frequencies are given at both ends of the
input range. The bottom row of each map shows the
electrode array with all 12 electrodes, with active elec-
trodes shown in black. The stimulation range in the co-
chlea is determined by the position of the active elec-
trodes. Assumed distances of the electrodes 2, 6, and 11
from the round window and the center frequencies cal-
culated by Greenwood function based on these dis-
tances are shown under the electrodes. The upper part
of the figure shows the compressed map, where the
wide acoustic range is assigned onto the stimulation
range compressively. The lower part of the figure shows
the matched map, where the acoustic input range is
truncated to match the stimulation range.

TABLE III. Frequency-place mapping conditions with compressed and matched maps for varying insertion
depths. The conditions also used in experiment 2 are denoted by symbolsD, * , 1, andL.

Condition

Number of active
electrodes,
electrodes
employed

Length of
the active
electrode

array

Insertion
depth of
the active
electrode

array
~mm!

Input frequency range:
center frequency range~Hz!,

total analysis range~Hz!

Compressed
map

Matched
map

10 10
~2–11!

21.6 mm 28.8 273–7.3 k
214–8.4 k

273–7.3 k
214–8.4 k

9 9
~3–11!

19.2 mm 26.4 272–7.3 k
212–8.5 k

393–7.3 k
312–8.4 k

8 8
~4–11!

16.8 mm 24 269–7.3 k
206–8.5 k

609–7.3 k
496–8.4 k

7 7
~5–11!

14.4 mm 21.6 265–7.2 k
199–8.6 k

906–7.3 k
745–8.4 k

6 6
~6–11!

12 mm 19.2 275–7.1 k
201– 8.8 kD

1332–7.3 k
1108– 8.4 k*

5 5
~7–11!

9.6 mm 16.8 293–6.4 k
207– 8.1 k1

1896–7.3 k
1583– 8.4 kL

4 4
~8–11!

7.2 mm 14.4 342–6.4 k
238–8.1 k

2676–7.3 k
2250–8.4 k

3 3
~9–11!

4.8 mm 12 461–5.8 k
315–7.5 k

3803–7.3 k
3199–8.4 k

2 2
~10–11!

2.4 mm 9.6 1.0 k–4.8 k
682–6.5 k

5557–7.3 k
4673–8.4 k

1 1
~11!

single
electrode

7.2 4.4 k
3.1 k–6.1 k —
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24 mm, all subjects performed better with the matched map,
consistent with previous studies with fully inserted electrode
arrays. Even though the compressed map assigned a larger
frequency range, it produced poorer speech recognition due
to the distortion in the frequency-place mapping. However,
the advantage of the matched map vanished at shallow inser-
tions and compression usually produced better performance.
The crossover point was at the insertion depth of 14.4 mm
for M1, in the range of 16.8–19.2 mm for M2, and 14.4–
19.2 mm for M3 and M4. This transition demonstrates the
trade-off between the frequency range delivered to the elec-
trodes and the accuracy of the frequency-place mapping.

A minor but interesting point is that subjects M2 and M4
had higher consonant recognition scores than M1 and M3,
which probably also contributed to their higher sentence rec-
ognition scores. Note that M2 still identified 40% and M4
identified 20% of consonants correctly even when they had

only one electrode active~in Fig. 2!. In this condition there is
no spectral resolution; the entire spectral range is provided to
a single electrode. The carrier pulse rate on the single elec-
trode is simply modulated by the broadband envelope of the
speech signal. This observation suggests that M2 and M4
make better use of temporal cues.

To explore a common pattern, the average scores of the
subjects are plotted in Fig. 3. Similar to Fig. 2, filled circles
show the average percent-correct scores of all patients for
phonemes, and average scores of M2, M3, and M4 for sen-
tences, with the matched map. Open circles show the average
scores when the subjects were tested with the compressed
map. Performance levels with both maps dropped signifi-
cantly (p,0.001) with decreasing insertion depth, for vow-
els, consonants, and sentences, as shown by one-way re-
peated measures ANOVAs.

A paired t-test was applied to the scores to compare the

FIG. 2. Individual percent-correct scores from Med-El Combi 401 users. Filled symbols show the scores when the acoustic frequency range was matched to
the cochlear stimulation region~matched map!. The figures on top of the first column show the matched maps with 2 and 10 electrodes. Open symbols show
the scores when the entire acoustic bandwidth was compressed into the shorter stimulation region~compressed map!. The compressed map with the full
acoustic input frequency and two apical electrodes activated is shown in the figure under the first column. Dashed lines show the scores the subjects obtained
with the map they used most with their own processors. Vowel and consonant recognition scores are corrected for chance level.
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two mapping conditions. The level of significance is shown
by small dots in Fig. 3. Thet-test shows a significant advan-
tage of the matched map for moderate insertion depths~6–8
electrodes for vowels, and 7–8 electrodes with consonants
and sentences! and a significant advantage in consonant rec-
ognition for the compressed map at very shallow insertions
~2–3 electrodes!. At insertion depths shallower than 4 elec-
trodes vowel and sentence recognition performances are at
floor level and there is no significant difference between
compressed and matched maps.

An interesting observation is that scores for both maps
reach an asymptotic level with increasing insertion depth
~and hence increasing number of electrodes! before the base-
line condition of 10 electrodes. The improvement in the per-
formance stops at the insertion depth condition of 9 elec-
trodes for the compressed map, and 7 electrodes for the
matched map, as shown by aposthocTukey test. The fre-
quencies corresponding to these ranges contain useful spec-
tral information for vowel recognition. Therefore, their inclu-
sion in the overall acoustic input range would be expected to
increase the performance. On the other hand, this result is
consistent with previous implant studies that showed little
improvement in speech recognition as the number of elec-
trodes was increased above 7~Fishmanet al., 1997; Friesen
et al., 2001!. The lack of a significant improvement with
further insertion than 7 electrodes~21.6 mm in cochlear dis-
tance! might also reflect decreased frequency selectivity in
the middle and apical turns of the cochlea when stimulated
electrically. Spiral ganglia are located near the habenula per-
forata, near the medial wall of the scala tympani in the basal
turn, but are located more centrally in the modiolus apically.
The modiolus gets narrower at the apex so the spiral ganglia
are packed in a tight bundle, making selective tonotopic ac-
tivation difficult. As a result, the anatomy of the cochlea
might also be limiting the potential improvement with deeper
insertions~Cohenet al., 1996!.

Figures 2 and 3 show the trade-off between the amount
of acoustic information available versus the accuracy of the
location where the information is mapped. The scores in

these figures show two extremes, where either the widest
acoustic frequency range available was assigned, or it was
limited to the matching stimulation range at the expense of
losing important acoustic information. It is possible that
there might be an optimum range in between where some
information is included by truncating the acoustic range less
severely and producing a milder distortion in the location
where the information is mapped.

The following experiment is designed to explore the
possibility of such an optimum map at two insertion depths
simulating shallow insertions: 19.2 and 16.8 mm.

IV. EXPERIMENT 2: FREQUENCY-PLACE MAPPING
AT 19.2- AND 16.8-MM INSERTION DEPTHS

A. Experimental setup

In the previous experiment, the matched map resulted in
significantly better vowel recognition compared to the com-
pressed map at 19.2-mm insertion@with 6 electrodes~6–11!
active#. There was little difference between matched and
compressed maps for consonant and sentence recognition.
When an insertion depth of 16.8 mm was simulated@with 5
active electrodes~7–11!# the performance levels with the
matched and compressed maps were not significantly differ-
ent for all speech materials. Possibly the matched map leaves
out too much low-frequency information at these relatively
short insertions, while the compressed map introduces too
much distortion in the speech patterns. There might be an
optimum trade-off between these two extreme maps where a
relatively wider acoustic range is assigned onto a relatively
accurate cochlear location. To explore this possibility, the
frequency-place map was changed from the matched map to
the compressed map gradually, while the same set of elec-
trodes was used for each condition.

An insertion depth of 19.2 mm was simulated by acti-
vating electrodes 6–11. These electrodes cover 12 mm, from
7.2 to 19.2 mm from the round window, with the assumption
of 31 mm for full insertion. The frequency range assigned
onto the electrodes was first matched to this stimulation

FIG. 3. Average percent-correct scores of M1, M2, M3,
and M4 for phonemes, and M2, M3, and M4 for sen-
tences. The open circles show the scores when a wide
acoustic range was mapped to electrodes~compressed
map!, whereas the filled circles show the scores when
the acoustic range was truncated to match the stimula-
tion range~matched map!. Small dots on top of the
scores show the significance level of the difference be-
tween the scores from two maps with pairedt-test: one
dot for p,0.05, two dots forp,0.01.
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range, then made wider by adding lower frequencies in steps
of 1 mm in cochlear distance. In the second part of the ex-
periment, electrodes 7–11 covering 9.6 mm, from 7.2 to 16.8
mm, were activated to simulate a 16.8-mm insertion depth.
The frequency-place map was changed from the matched to
the compressed map in 1.5-mm steps. The conditions are
summarized in Tables IV and V for insertion depths of 19.2
and 16.8 mm, respectively. The compression conditions from
16 to 18 mm for 19.2-mm insertion depth, and from17.5
to 110.5 mm for 16.8-mm insertion depth are similar to the
clinically available maps.

B. Results and discussion

Figure 4 shows the vowel and consonant recognition
percent scores~corrected for chance level! as a function of
increasing frequency-place compression. The top panels
show the scores with 6 electrodes inserted to 19.2 mm. The
bottom panels show the scores with 5 electrodes inserted to
16.8 mm. The thin lines with open symbols show the indi-
vidual scores, while the thick lines show the average perfor-
mance of all subjects. The same symbols from Fig. 2 were
used to represent scores from individual subjects. In each
panel, the area between the vertical dashed lines shows the
maps that can be programed in the clinic with the standard
fitting procedure. The 0-mm matching condition in Fig. 4 is
the same as the matched map shown with filled symbols in
Fig. 2 ~shown by the maps with* andL in Tables III–V!.
The18-mm compression in the upper panels and112-mm
compression in the lower panels are the compressed maps

with widest frequency range of acoustic input shown with
open symbols in Fig. 2 for 19.2- and 16.8-mm insertion
depth conditions~shown by the maps withD and1 in Tables
III–V !, respectively. Because the electrode array at 16.8 mm
is shorter, the assignment of the full acoustic frequency range
effectively results in more compression than the 19.2-mm
insertion depth.

A repeated-measures one-way ANOVA shows that com-
pression had a significant effect on the vowel recognition
performance at 19.2 mm@F(8,24)514.06, p,0.001] and
16.8-mm insertions@F(8,24)511.27,p,0.001]. At both in-
sertion depths a clear peak was observed in the vowel rec-
ognition performance with an optimal map of a few mm
compression.

At 19.2-mm insertion, the peak performance was ob-
tained with a compression of12 to 13 mm. These optimal
maps resulted in a performance level 10% higher than the
0-mm matched map~not significant by pairedt-test!, 20%
higher than the compression map most similar to that offered
by the clinical fitting program (16-mm compression,p
,0.01), and 35% higher than the compression condition
where the full acoustic frequency range was assigned to the
electrodes (18-mm compression,p,0.01).

This finding implies that including acoustic information
as low as 700 Hz~from Table IV! in the acoustic input range
improved the performance, but adding lower frequencies
started decreasing the performance. If a patient had a shallow
insertion of 19.2 mm, the closest value offered by the clinical
program for the low end of the frequency range would be
350 Hz. This mapping is shown by the16-mm compression

TABLE IV. Compression conditions for the array of 6 electrodes~electrodes 6–11! inserted 19.2-mm deep and
covering 12 mm in the cochlea. The acoustic information assigned onto the array increases as the map changes
from 0-mm matching condition to18-mm compression while the stimulation region remains the same. The
maps with* andD are same conditions from experiment 1, as shown in Table III.

Frequency-place
mismatch
condition

Range of
acoustic

input
~mm!

Bandpass filter
center frequencies~Hz!

6 7 8 9 10 11

Frequency
range of

analysis bands
~Hz!

0 mm
~matching!

7.2–19.2 1332 1896 2676 3803 5558 7310 1108– 8.4 k*

11 mm
~compression!

7.2–20.2 1132 1664 2472 3597 5146 7290 924–8.5 k

12 mm
~compression!

7.2–21.2 967 1479 2294 3397 5102 7269 773–8.5 k

13 mm
~compression!

7.2–22.2 821 1327 2075 3221 5059 7248 643–8.6 k

14 mm
~compression!

7.2–23.2 695 1160 1894 3051 4695 7226 531–8.6 k

15 mm
~compression!

7.2–24.2 584 1027 1733 2902 4650 7203 438–8.6 k

16 mm
~compression!

~clinical setting!

7.2–25.2 489 904 1595 2661 4609 7181 354–8.6 k

17 mm
~compression!

~clinical setting!

7.2–26.2 408 787 1446 2535 4300 7158 284–8.7 k

18 mm
~compression!

~clinical setting!

7.2–27.2 275 630 1225 2285 4214 7109 201– 8.8 kD
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~from Table IV!. At this condition two subjects performed
worse than the matched map even though the matched map
discards all information below 1 kHz. The16-, 17-, and
18-mm compressed maps are the only choices offered by
the standard clinical fitting program, and they are clearly not
the optimal maps for such shallow insertion.

With a 16.8-mm insertion, a peak performance was ob-
served with 13- and 14.5-mm compression conditions.
The performance was 20% higher compared to the 0-mm
matched condition (p,0.05, by pairedt-test!, 20% higher
than the closest compression map offered by the clinical fit-
ting program (17.5-mm compression,p,0.05), and 30%
higher than the compression condition where the full acous-
tic frequency range was assigned to the electrodes (112
compression,p,0.05). A posthocTukey test showed that
there was no significant difference for conditions between
13- and16-mm compression on vowel recognition, which
corresponds to a range of low-end frequencies for stimula-
tion range from 536 to 941 Hz~Table III!. In the 14.5-mm
compression condition all frequencies higher than 715 Hz
were assigned onto the electrode array, but adding further
lower frequencies increased the amount of frequency-place
compression and reduced performance.

Consonant scores did not change significantly with com-
pression, but a small peak around14- and15-mm com-
pression and a slight drop of 10% for extreme compression
of 18 mm were observed at 19.2-mm insertion. At 16.8-mm
insertion the effect of compression on consonant recognition
was significant @F(8,24)57.54, p,0.001, by repeated-
measures one-way ANOVA#. At this depth, the optimal range
was much wider compared to vowels. Maps from11.5- to

17.5-mm compression resulted in better consonant recogni-
tion compared to 0-mm matched or highly compressed maps
(p,0.05).

The results support the hypothesis that, for shallow elec-
trode insertions, a compromise between the amount of low-
frequency information provided and the accuracy of the
mapping of that information to cochlear place might be ben-
eficial. For example, Fig. 4 shows that by choosing a mild
frequency-place compression, vowel recognition perfor-
mance can instantly be increased by 20%–30% compared to
the clinical maps, which produce more severe compression.
At a low performance level~due to the shallow insertion!
such an increase~from 20% to 45% for vowels, and from
40% to 55% for consonants, for example! will have a sig-
nificant effect on the patient’s speech understanding.

V. GENERAL DISCUSSION

The results of the present study mainly show that there
is a strong interaction between the frequency range assigned
to the electrodes and the distortion in the frequency-electrode
mapping for a wide range of electrode insertions.

Speech recognition generally increases as the insertion
depth and number of electrodes activated increase, reaching
an asymptotic level at an insertion smaller than the baseline
condition ~10 electrodes, at 28.8-mm insertion!. For full in-
sertion ranges of 20 to 25 mm a matched map with less
spectral distortions results in better speech recognition. For
shorter insertions, however, a map that reduces the input fre-
quency range to preserve the normal acoustic mapping elimi-
nates too much low-frequency information that is important

TABLE V. Compression conditions for the array of 5 electrodes~electrodes 7–11! inserted 16.8-mm deep and
covering 9.6 mm in the cochlea. The acoustic information assigned onto the array increases as the map changes
from 0-mm matching condition to112-mm compression while the stimulation region remains the same. The
maps withL and1 are same conditions from experiment 1, as shown in Table III.

Frequency-place
mismatch
condition

Range of
acoustic

input
~mm!

Bandpass filter
center frequencies~Hz!

7 8 9 10 11

Frequency range
of analysis
bands~Hz!

0 mm
~matching!

7.2–16.8 1899 2676 3802 5558 7310 1583– 8.4 kL

11.5 mm
~compression!

7.2–18.3 1510 2297 3403 5102 7279 1221–8.5 k

13 mm
~compression!

7.2–19.8 1203 1949 3062 4711 7238 941–8.6 k

14.5 mm
~compression!

7.2–21.3 948 1641 2772 4632 7191 715–8.7 k

16 mm
~compression!

7.2–22.8 737 1378 2441 4278 7145 533–8.7 k

17.5 mm
~compression!

~clinical setting!

7.2–24.3 582 1155 2215 4191 7096 412–8.8 k

19 mm
~compression!

~clinical setting!

7.2–25.8 460 975 1981 3877 7084 326–8.8 k

110.5 mm
~compression!

~clinical setting!

7.2–27.3 361 838 1816 3631 7084 256–8.8 k

112 mm
~compression!

7.2–28.8 293 718 1635 3631 6354 207– 8.1 k1
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for speech. Compressing the full acoustic range onto a short
electrode insertion also results in poor speech recognition
because of the distortion~compression! in the frequency-
place mapping~experiment 1!. Optimal recognition of spec-
trally sensitive stimuli like vowels occurs with a compromise
between these two extreme maps~experiment 2!.

Several studies have previously shown that speech rec-
ognition increases with deeper electrode insertion. For ex-
ample, Hochmairet al. ~2003! observed an improvement in
speech perception from a shallow insertion of 20 mm to a
deep insertion of 30 mm. In the present study we observed
an increase in scores up to 26-mm insertion with the com-
pressed map, and 22 mm with the matched map, but no
further improvement for deeper insertions. Ideally, inclusion
of the lower frequencies in the input acoustic range at deeper
insertions would be expected to increase speech recognition.
However, the difficulty of selective stimulation of the audi-
tory nerves at such deep apical regions of the cochlea might
have a limiting effect. The cochlea is coiled more tightly
towards the apical end, physically restricting a deep inser-

tion. Even if the deep insertion is achieved, it is difficult to
stimulate spiral ganglia of different characteristic frequencies
selectively because they are more densely clustered in the
apical turn.

A second factor contributing to the asymptotic perfor-
mance might be the reduced spectral channels of implant
users. It has been shown that implant patients only utilize a
limited number of stimulation channels, regardless of the
number of stimulating electrodes~Fishmanet al., 1997; Frie-
senet al., 2001!. Adding more electrodes~to the 9 electrodes
with the compressed map and 7 electrodes with the matched
map! similarly did not result in a significant improvement in
performance in the present study.

Many studies have shown that speech recognition is ad-
versely affected by spectral distortions such as a spectral
shift between the acoustic input range and the stimulation
range ~Dorman et al., 1997; Fu and Shannon, 1999b!, or
nonlinear distortions~Shannonet al., 1998!, even when the
same speech information was used. In more recent studies by
Başkent and Shannon~2003, 2004! the acoustic frequency
range was systematically made wider or narrower than the
tonotopic stimulation range. The results showed that both
normal hearing and implant subjects were sensitive to abrupt
frequency-place distortions. The subjects had only a limited
tolerance of a few mm and performance dropped signifi-
cantly with further distortion, especially in vowel and sen-
tence recognition tests. These studies generally used an in-
sertion depth ranging from 20 to 25 mm, which represent the
‘‘full-insertion’’ range for cochlear implants. Consistent with
the previous studies, the present study showed a matched
map is advantageous over a compressed map with spectral
distortions for full insertion ranges.

Note that there are several assumptions used in the
present study. There are many unknown factors with implant
users such as individual cochlear length, electrode array in-
sertion depth and its lateral distance from modiolus, nerve
survival patterns, and the best frequencies of the nerves ac-
tually stimulated by each electrode. We did not have radio-
graphic images of the implants for precise calculations of
cochlear dimensions or electrode array positions in the scala
tympani. We simply assumed a typical value of 35 mm for
the cochlear length, an insertion depth of 31 mm for the full
array, a medial location from the modiolus, and functioning
nerves uniformly distributed along the organ of Corti. We
also assumed that the Greenwood mapping function holds at
the spiral ganglia level. Similar assumptions were made by
Başkent and Shannon~2004! to match the acoustic input
range to the stimulation range in Med-El users. Such studies
show that an initial map can be estimated with similar as-
sumptions to the present study, and it can further be fit for
the individual patient functionally by using tests with a small
set of spectrally sensitive stimuli such as vowels.

The latest generation implants are designed to be in-
serted much deeper~up to 31 mm! than the conventional full
insertion of 25 mm. Despite the improvements in implant
designs and surgical techniques, there are still implant pa-
tients who receive partially inserted electrode arrays, mostly
due to bone and fiber occlusions in the cochlea. In such short
insertion cases it is not clear whether it is better to match the

FIG. 4. Individual percent-correct scores~shown by open symbols and thin
lines! superimposed with average performances of all subjects~shown by
thick lines!. In the top row, the frequency-place map is changed from perfect
match~0-mm condition! to the compressed map (18-mm compression! in
steps of11-mm cochlear distance, when 6 electrodes at 19.2-mm insertion
depth were activated. In the bottom row the map is changed from perfect
match to the compressed map (112-mm compression! in steps of11.5 mm
when 5 electrodes at 16.8-mm insertion depth were activated. The same
symbols from Fig. 2 were used to represent scores of individual subjects.
The maps between the vertical dashed lines show the clinically available
maps.
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acoustic frequencies to the actual electrode tonotopic range,
thus losing low-frequency information, or to present a wider
acoustic range to the electrodes, resulting in a distortion in
the frequency-place mapping. Faulkneret al. ~2003! showed
that matching the frequency to the tonotopic place for inser-
tions shorter than 19 mm was detrimental to speech recogni-
tion. The results of the present study also showed that match-
ing was detrimental to speech recognition for short
insertions; the best speech recognition was achieved with a
compromise between compressing the entire frequency range
onto a short insertion electrode and truncating the frequency
range to match the short electrode tonotopic place.

The results in the present study show the acute effects of
frequency-place maps on speech recognition. An important
consideration in actual implant users would be the role of
long-term learning. If the frequency range is matched to the
electrode tonotopic location the resulting mapping will elimi-
nate low-frequency information. Adding low-frequency in-
formation will result in frequency-place distortion. The low-
frequency information is presented to the listener in this
case, but in a distorted form that might be learned over time.
However, it is not clear how flexible the speech pattern rec-
ognition in the central nervous system is. Over a lifetime of
a normal-hearing listener the brain learns to recognize speech
patterns based on the normal tonotopic distribution of fre-
quency information in the cochlea. When hearing is lost and
later restored by a cochlear implant, the implant may not
provide the brain with the same distribution of tonotopic
information as a normal cochlea, depending on the electrode
insertion depth and the frequency mapping. Speech pattern
recognition in normal hearing is based on a physiological
‘‘hard-wired’’ tonotopic representation from the cochlea to
the brain. In a cochlear implant any range of frequency in-
formation can theoretically be presented to any electrode, so
the frequency-place mapping is a manipulable factor in im-
plant fitting. How much distortion in the frequency-place
mapping is learnable? What are the trade-offs between fre-
quency range and distortion in frequency-place mapping?
The present results suggest several factors that should be
considered in selecting the frequency-electrode mapping.

In present clinical practice the general approach is to
provide the patient with as much acoustic input as available,
regardless of her specific implant configuration such as the
insertion depth, in the belief that eventually the patient
would learn to make use of this abundant information regard-
less of any frequency-place distortions. The results of Fig. 4
suggest that this approach may not be optimal. Vowel recog-
nition with the widest frequency range was significantly
poorer than the conditions that used a modest amount of
compression. The widest frequency range did not add much
information that is important for speech and may have de-
graded the recognition of vowels because it reduces the tono-
topic resolution within the most important speech range. So,
even if the compressed frequency-place mapping can be
learned, the loss of resolution may limit performance with a
wide frequency range.

From the present results we infer that there are three
factors in frequency-place mapping that determine vowel
recognition: the match between frequency and place~espe-

cially on the apical end; see Bas¸kent, 2003!, the amount of
low-frequency information deleted, and the frequency reso-
lution. While cochlear implant listeners might be able to
learn a distorted pattern of tonotopic activity, they probably
cannot overcome the loss of information caused by truncat-
ing the frequency range and the loss of frequency resolution
within the speech range. Processor settings to optimize the
transmission of spectral cues should include the most impor-
tant frequency range for speech, should maximize the spec-
tral resolution within that range, and minimize the distortion
between the presented frequency place mapping and the
original acoustic tonotopic map.
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This article presents the results of glottal open-quotient measurements in the case of singing voice
production. It explores the relationship between open quotient and laryngeal mechanisms, vocal
intensity, and fundamental frequency. The audio and electroglottographic signals of 18 classically
trained male and female singers were recorded and analyzed with regard to vocal intensity,
fundamental frequency, and open quotient. Fundamental frequency and open quotient are derived
from the differentiated electroglottographic signal, using the DECOM~DEgg Correlation-based
Open quotient Measurement! method. As male and female phonation may differ in respect to
vocal-fold vibratory properties, a distinction is made between two different glottal configurations,
which are called laryngeal mechanisms: mechanism 1~related to chest, modal, and male head
register! and mechanism 2~related to falsetto for male and head register for female!. The results
show that open quotient depends on the laryngeal mechanisms. It ranges from 0.3 to 0.8 in
mechanism 1 and from 0.5 to 0.95 in mechanism 2. The open quotient is strongly related to vocal
intensity in mechanism 1 and to fundamental frequency in mechanism 2. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1850031#

PACS numbers: 43.75.Rs@SM# Pages: 1417–1430

I. INTRODUCTION

Voice quality is mainly due to the characteristics of
vocal-fold vibratory movement. Thus, a better understanding
of these properties would help to characterize voice quality.
In this context, the open quotientOq is a glottal source pa-
rameter of considerable interest, as it has been reported to be
related to voice qualities such as ‘‘breathy’’ and ‘‘pressed’’
~e.g., Alku and Vilkman, 1996; Klatt and Klatt, 1990!. It is
defined as the ratio of the glottal open time over the funda-
mental period. It is a dimensionless parameter, ranging from
0 ~no opening! to 1 ~no or incomplete closure!. This glottal
source parameter is the counterpart of the closed quotient
Cq , given thatOq512Cq . It can be measured directly by
the use of high-speed visualization~Childers et al., 1990;
Timcke et al., 1958!, photoglottographic signals~Dejonck-
ere, 1981; Hansonet al., 1990; Kitzing, 1982, 1983; Kitzing
et al., 1982; Kitzing and Sonesson, 1974!, electroglot-
tographic ~EGG! signals ~Childers et al., 1990; Hanson
et al., 1990; Lecluse, 1977; Lecluse and Brocaar, 1977;
Miller et al., 2002; Orlikoff, 1991!. Indirect methods have
also been used, based on inverse filtering of volume velocity
or acoustic signals~Holmberget al., 1988, 1989, 1995; Sun-
dberget al., 1999a!. It has also been related to the amplitude
differenceH1* 2H2* between the first two harmonics of the

acoustic signal spectrum after a formant-based correction
~Hanson, 1995, 1997; Sundberget al., 1999a!.

Most of these studies showed a variation of open quo-
tient with vocal intensity in speech and singing. A decrease
of open quotient with increase of vocal intensity was found
with high-speed visualization of one male speaker~Timcke
et al., 1958!, photoglottographic analysis of 20 female
speakers~Kitzing and Sonesson, 1974!, electroglottographic
analysis of ten male speakers~Orlikoff, 1991!, and glottal
flow analysis of 25 male and 20 female speakers~Holmberg
et al., 1988!, and six country singers~Sundberg et al.,
1999b!. Only a slight trend was found by Hansonet al.
~1990! on photoglottographic analysis of 12 male speakers.
No relation was found by Lecluse and Brocaar~1977! on
electroglottographic analysis of six untrained male singers,
which could be explained by the use of a slightly different
open-quotient definition, distinguishing opening time and
open time.

The variation of open quotient with fundamental fre-
quency has also been explored. In the case of male speakers,
previous research has not shown any relationship between
open quotient and fundamental frequency whatever the mea-
surement method~Childerset al., 1990; Hansonet al., 1990;
Lecluse and Brocaar, 1977; Timckeet al., 1958!. In the case
of female speakers, an increase of open quotient with an
increase of fundamental frequency was found by Kitzing and
Sonesson~1974!. Holmberget al. ~1989! observed that opena!Electronic mail: henrich@lam.jussieu.fr
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quotient tended to increase with fundamental frequency for
both male and female speakers, although the correlation was
not strong. Studying trained and untrained male and female
singers, Howard~1995! reported a variation in open quotient
with fundamental frequency in the case of female singers,
depending on the singer’s experience, but no relation be-
tween these parameters was found in the case of male singers
~Howard et al., 1990!. No relation between open quotient
and fundamental frequency was found in the case of six pre-
mier male country singers~Sundberget al., 1999b!.

The differences found between male and female subjects
may be due to the use of different laryngeal mechanisms,
which differ with respect to the length and thickness of the
vocal folds, as well as to the muscular laryngeal tensions
involved in the process of voice production~Hirano, 1982;
Roubeau, 1993!. Indeed, voice production can be divided
into four main laryngeal mechanisms, the evidence for such
division being provided by the noticeable transitions in the
electroglottographic signals during the production of a glis-
sando~Henrichet al., 2003; Roubeau, 1993; Roubeauet al.,
1991!. The laryngeal mechanisms can be related to the well-
known voice registers:vocal fry is produced in mechanism 0,
the so-calledchestor modal register and maleheadregister
are produced in mechanism 1, thefalsettoregister~male! or
headregister~female! are produced in mechanism 2 and the
flageolet, or whistle, register is produced in mechanism 3.
Mechanisms 1 and 2 are commonly used in speech and sing-
ing. In mechanism 1, the vocal folds are thick, leading to
vertical phase differences in vibration, and longer closing
and opening phases as compared to mechanism 2, where the
vocal folds are thin and vibrate without any vertical phase
difference~Hollien, 1974!. Therefore, it is reasonable to ex-
pect lower open-quotient values in mechanism 1 than in
mechanism 2. All the studies found in the literature seem to
confirm this assumption~Kitzing, 1982; Lecluse, 1977;
Lecluse and Brocaar, 1977!. A study of the frequency jump
at the transition between mechanisms in singing brought to
light sudden changes in closed quotient that accompany or
precede the transition~Miller et al., 2002!. In a study of male
singers, Sundberg and Ho¨gset~1999! showed that the open-
quotient differences between mechanisms were larger for
baritones, as compared with tenors and counter tenors, who
may even have equal open quotient in both mechanisms.

The open quotient seems to be strongly dependent on the
laryngeal mechanism used by the speaker or the singer dur-
ing vocal production. A study of the open quotient’s relation-
ship to parameters such as vocal intensity or fundamental
frequency therefore needs to take laryngeal mechanism into
account. Unfortunately, few studies have done so. This could
partly explain the lack of convergence between studies on
this issue.

To date, no study has been specifically devoted to a de-
tailed exploration of the variations of open quotient in west-
ern operatic singing. Our purpose is to provide an overview
of the variations of open quotient with vocal intensity and
fundamental frequency for all the main tessituras in classical
singing voice production, taking into account the laryngeal
mechanisms involved. We hope that our results will help to
make sense of the seemingly conflicting results of other stud-

ies. The voice database recorded for the purpose of this study
and the analysis method are presented in Sec. II. In order to
avoid the problems and limitations inherent in inverse filter-
ing ~Henrich, 2001; Henrichet al., 2001!, electroglottogra-
phy was chosen as a noninvasive technique to measure the
glottal vibratory movement, and the differentiated EGG sig-
nal ~DEGG! was used for open-quotient measurements. In
Sec. III, the results of the database analysis will be presented,
pointing out the relations of open quotient with laryngeal
mechanisms, vocal intensity, and fundamental frequency.
These relations will be discussed in Sec. IV, and the main
results will be summarized in Sec. V.

II. MATERIAL AND METHOD

A. Recording procedure

Recording sessions took place in a soundproof booth.
The acoustic signal was recorded using a 1/2 in. condenser
microphone~Brüel & Kjær 4165! placed 50 cm from the
singer’s mouth, a preamplifier~Brüel & Kjær 2669!, and a
conditioning amplifier~Brüel & Kjær NEXUS 2690!. The
electroglottographic signal was recorded by the use of a two-
channel electroglottograph~EG2, Rothenberg, 1992!. Both
signals were recorded simultaneously on the two channels of
a DAT recorder~PORTADAT PDR1000!. A calibration for
absolute sound-pressure level~SPL! measurement was car-
ried out in each recording session by using the NEXUS am-
plifier to generate a reference tone, which was sent through
the acquisition chain and recorded on the DAT recorder. In
addition, an analog sound-level meter was placed close to the
microphone, while the singers were asked to produce a sus-
tained sound at a relatively steady loudness of their choice.
The SPL recorded by the sound-level meter was noted and
used later for assessing the validity of the reference-tone
calibration procedure.

The singers were asked to stand still during the whole
recording session, and their position was marked on the floor.
As they were not physically constrained in terms of bodily
movements, head movements could occur during the record-
ing, which should have a second-order effect on the SPL
measurements at 50 cm.

B. Subjects

Eighteen trained singers were recorded for this study:
seven baritones~subjects B1 to B7!, two tenors~T1,T2!,
three counter tenors~CT1 to CT3!, three mezzo-sopranos
~MS1 to MS3!, and three sopranos~S1 to S3!. Most of them
were professional singers, earning their living from singing.
Among other questions, the singers were asked to indicate in
what range of pitch they used mechanisms 1 and 2. The
answers are given in Fig. 1. Notice the presence of a fre-
quency band where both mechanisms can be used. To pro-
duce these frequencies, the singer can thus choose to phonate
either in mechanism 1 or in mechanism 2.

C. Protocol

For each singer, the recording session lasted about 20
min. The singer was asked to go through a precise protocol
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~see below!, and, if necessary, to describe his/her vocal pro-
duction in terms of voice registers, or voice quality. Indeed,
singers are apparently able to identify the laryngeal mecha-
nism in which they phonate, information worth eliciting. We
chose to use a noninvasive method for measuring glottal ac-
tivity and only gathered information on vocal intensity~I!,
fundamental frequency (f 0), and open quotient (Oq). The
protocol for this experiment is thus devised to study open-
quotient variations as a function of fundamental frequency
and vocal intensity for singing exercises~e.g., sustained
vowels and crescendos! and for musical sentences~sung sen-
tences!. The subjects were asked to reduce the amount of
vibrato if possible. The tasks were as follows:

~1! Speech/singing/shouting: A sentence in French, chosen
by the subject, was first spoken, then sung, and finally
shouted.

~2! Sung sentence: The first bars of Gounod’sAve Maria
were performed with various degrees of loudness~piano,
mezzo-forte, forte!.

~3! Sustained vowels and crescendos/decrescendos: Three
selected vowels@a#, @e#, and @u# were performed at dif-
ferent pitches depending on the singer’s pitch range~see
Table I! and at three degrees of loudness: piano, mezzo-
forte, and forte. The subject was asked to maintain vowel
color, pitch, and loudness during production. The sounds
were 4 to 8 s long, and in cases when the laryngeal
mechanism could not be straightforwardly identified, the
subject indicated which laryngeal mechanism he or she
was using. Following these tasks, the singers were asked
to perform crescendos and decrescendos on the selected
pitches and vowels.

~4! Glissandos: Rising and falling glissandos, mezzo-forte,
continuous, and~if possible! without vibrato, were re-
quested at the end of the session.

Each task was only performed once, apart from the glis-
sandos which could be repeated several times. The use of
both mechanisms was not mandatory in this study, and so the
singers were not asked to repeat a task while singing in an-
other laryngeal mechanism. However, some singers some-
times volunteered to do so. Singer CT1 repeated the
sustained-vowels task on pitch D4~293 Hz!, mezzo-forte, in
both mechanisms. Singers B2, B3, B4, B7, T2, CT1, CT2,
and CT3 repeated either the spoken, the shouted, or the sung
French sentence in both mechanisms. Singers T1, T2, CT1,
CT2, MS1, and S2 sang theAve Maria air in both mecha-
nisms.

Another part of the protocol was dedicated to the explo-
ration of various voice qualities. In the first task, the choice
of voice quality was left to the singer. In the second task,
voice qualities were specified, such as natural versus lyrical
voice production. The exploration of these voice qualities
from a perceptual and acoustical point of view is underway
~Garnieret al., 2004!.

D. Analysis method

The fundamental frequency and the open quotient are
measured from the DEGG signal, by using the DECOM
~DEgg Correlation-based Open quotient Measurement!
method as described in a previous paper~Henrich et al.,
2004!. The method will be summarized here, and we refer
the reader to that paper for more detail.

An EGG signal gives information about the vocal-fold
contact area. A sudden variation in the contact will lead to
noticeable peaks in the derivative~DEGG signal!. These
peaks can accurately be related to the glottal opening and
closing instants, which are, respectively, defined as the in-
stants at which the glottal flow starts to increase greatly from
or decrease greatly toward the baseline~Childerset al., 1990,
1983!. The fundamental period can thus be derived from a
DEGG signal by measuring the duration between two con-
secutive glottal closing instants. The duration between a glot-
tal opening instant and the consecutive glottal closing instant
corresponds to the open time. The open quotient can be de-

FIG. 1. Tessitura of the 18 singers recorded for this study, as given by the singer. For each singer, the pitch range is given in mechanism 1~M1! and
mechanism 2~M2!. In the case of baritone B5, no range is given in mechanism 2, as this singer did not use it at all and so had no idea about his range. Their
age and the years of training are also given. Four of them are not professional singers~B1, MS1, MS2, and MS3!.

TABLE I. Pitches sung by the singers for the sustained-vowels and
crescendo-decrescendo tasks. When only the lower and upper pitches are
given, the ascending scale is diatonic.

B1 C3, G3, C4, E4 CT1 D3, A3, D4, A4, D5
B2 C3, G3, C4, E4 CT2 D3, A3, D4, A4, D5
B3 C3, G3, C4, E4 CT3 B3 to E5
B4 C3, G3, C4, E4 MS1 C4, E4, G4, C5, E5
B5 A2 to C4 MS2 F3, G3, B3, C4, E4, G4, C5, E5
B6 C3 to C4 MS3 G3 to A4
B7 A2 to B3 S1 G4, C5, E5, G5
T1 F3 to C5 S2 G4, A4, C5, E5
T2 B2 to F4 S3 G4, C5, E5, G5, C6
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rived from these two measures as the ratio between open
time and fundamental period.

The DECOM method is applied to a four-period win-
dowed DEGG signal which is separated into two parts: its
positive part, which shows strong peaks related to glottal
closing instants, and its negative part, which shows weaker
peaks related to glottal opening instants. The fundamental
period duration is derived from the autocorrelation function
calculated on the positive part of the DEGG signal. The open
time is derived from the intercorrelation function calculated
between the positive part and the negative part.

These measures are accurate in the case where the glot-
tal opening and/or closing peaks are single and precise. In
some cases, however, the DEGG signal can present double or
multiple peaks during the opening or the closing phase.
Therefore, the DECOM method automatically detects double
or undefined peaks, and only the measurements on glottal
cycles for which the opening and closing peaks are unique
are taken into account in this study.

III. RESULTS

This part presents the results of the open-quotient mea-
surements. We will first deal with its relation to the laryngeal
mechanisms and then explore the correlation with vocal in-
tensity and fundamental frequency.

A. Open quotient and laryngeal mechanism

Several performing situations have been studied with re-
gard to the open-quotient variation from one mechanism to
another: on spoken and sung sentences, within the same
pitch on sustained vowels, and during a glissando, i.e., a
variation of fundamental frequency. As performing a task in
both mechanisms was not obligatory, only a few cases are
presented here, and they relate mainly to male voices.

1. Spoken and sung sentences

The results concerning the mean variation of open quo-
tient during the French sentence, either spoken, shouted, or
sung, are illustrated in Fig. 2. It should be noted that a given
singer did not necessarily produce the three tasks~speech,
singing, and shouting! using both mechanisms. For instance,
it may be easier for a male singer to speak than to sing in
mechanism 2~M2!. The three baritones and the tenor, whose
results are plotted in Fig. 2, did not succeed in singing the
sentences in both mechanisms. In most cases, vocal intensity
is kept rather constant between M1 and M2, the differences

in mean value being at most 10 dB with a mean difference of
4.2 dB. A great difference in the open-quotient mean values
is observed in every case between mechanism 1~M1! and
mechanism 2~M2!. Whatever the vocal production is, the
mean values of open quotient are between 0.4 and 0.65 in
M1, and between 0.65 and 0.8 in M2. In the case of counter
tenor CT1, who sang and shouted the sentence in both
mechanisms, a difference between singing and shouting is
found in M1. It goes along with a 10-dB increase in vocal
intensity, which could be the effect of increased vocal effort
in shouting. The relation between open quotient and vocal
intensity will be developed in more detail in Sec. III B.

During theAve Maria task, a few singers also managed
to sing in both mechanisms, as shown in Fig. 3. Vocal inten-
sity does not vary much between both productions in most
cases, the differences in mean value between M1 and M2
being at most 8 dB with a mean difference of 3.8 dB. The
pitch is quite different, allowing the singers to sing comfort-
ably in one and the same mechanism over the whole sen-
tence. Only counter tenor CT2 managed to sing the sentence
in both mechanisms at the same pitch, with a mean vocal
intensity of 77 dB in both cases. The differences in open
quotient between the two laryngeal mechanisms are also ob-
vious in these examples, except in the case of tenor T1. The
greatest difference is found for soprano S2, withOq50.54 in
M1 and 0.8 in M2. In this case, mean vocal intensity is 81
dB in M1 and 88 dB in M2.

2. Sustained vowels

The use of one mechanism or another often goes with a
change of fundamental frequency. However, counter tenor
CT1 sang three sustained vowels@a#, @e#, and @u# in both
mechanisms on the same pitch~D4, 293 Hz!. The results are
given in Table II and illustrated in Fig. 4 in the case of vowel
@a#.

A noticeable difference is found in open quotient be-
tween the two mechanisms. Laryngeal mechanism 1 is char-

FIG. 2. Mean values and standard deviations of open quotient measured on
the French sentences spoken, sung or shouted in mechanisms 1~M1! and 2
~M2!.

FIG. 3. Mean values and standard deviations of open quotient measured on
the musical phraseAve Mariaof Gounod, sung in mechanisms 1~M1! and
2 ~M2!.

TABLE II. Open quotient and vocal intensity@mean~standard deviation!#
measured during sustained vowels sung by counter tenor CT1 in M1 or M2,
at the same pitch~D4, 293 Hz!.

@a# @e# @u#

Oq I Oq I Oq I

M1 0.64 ~0.02! 88 ~3! 0.64 ~0.01! 83 ~3! 0.65 ~0.02! 82 ~2!
M2 0.77 ~0.02! 79 ~3! 0.77 ~0.04! 77 ~3! 0.77 ~0.03! 79 ~3!
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acterized by a mean value of open quotient of 0.64 and
mechanism 2 by a mean value of 0.77. These results are very
similar to those obtained by this subject during the sung
sentence~see Fig. 2!. Mean vocal intensity is 88 dB in M1
and 79 dB in M2. The spectral analysis shows a noticeable
decrease of energy in the high-frequency part of the spec-
trum in M2. Nevertheless, both phonations were judged as
perceptually similar by the authors.

3. Glissandos

Transitions between laryngeal mechanisms have also
been explored with regard to the laryngeal mechanisms. In
the case of male singers, a transition from M1 to M2 usually
occurs in the higher part of their vocal range: cases where the
vocalis muscle is tensed and subglottal pressure is high
~Miller, 2000!, hence the probability of a noticeable fre-
quency jump ~Miller et al., 2002; Roubeau, 1993; Svec
et al., 1999! and of a decrease of vocal intensity~Roubeau,
1993!. The transition between laryngeal mechanisms can
also be detected by an amplitude change in the envelope of
the EGG and DEGG signal~Henrich et al., 2003; Roubeau
et al., 1987!.

A glissando sung by tenor T2 with noticeable frequency
jumps is presented in Fig. 5. The transition M1→M2 goes
with a frequency jump of 3 semitones~F4#→A4!, and the
transition M2→M1 goes with a frequency jump of 5–6
semitones~F4→C4!. These results are in agreement with
those obtained from three tenors by Milleret al. ~2002! in
studying the characteristic leap interval from chest register
~M1! to falsetto~M2!.

These pitch jumps go together with noticeable jumps of
open quotient. During the transition M1→M2, open quotient
varies from 0.4 to 0.62 within approximately 300 ms, and
this slow variation precedes the jump in frequency. Similar
observations were made by Milleret al. ~2002!, who found
that the variation in open quotient lasted about 100 ms. The
variation of open quotient for the transition M2→M1 is simi-

lar in amplitude,Oq decreasing from 0.75 to 0.53, but more
sudden.

In classical singing, singers who need to develop their
vocal range over the two laryngeal mechanisms~such as
male and female altos! learn how to ‘‘smooth’’ the transition
from one mechanism to another, so as to avoid any notice-
able timbre discontinuity in the melodic line. This is best
illustrated by counter tenor CT1, whose glissando is pre-
sented in Fig. 6: the frequency jump is unnoticeable. Both
transitions are characterized by a noticeable decrease in vo-
cal intensity and high-frequency spectral energy, and by a

FIG. 4. Vowel @a# sung by counter tenor CT1 on the same pitch~D4! in
mechanisms 1 and 2. From top to bottom panels: acoustic signal on a time-
frequency space, vocal intensity, and open quotient.

FIG. 5. Glissando sung by tenor T2. From top to bottom panels: acoustic
signal in a time-frequency space, vocal intensity, fundamental frequency,
and open quotient. The open-quotient measures for which glottal opening
and closing peaks are unique are plotted with thick dots. Information about
the measures obtained while the peaks are imprecise or double is given by
the broken line. The two vertical lines indicate the transition between laryn-
geal mechanisms M1 and M2. Their placement is based on the pitch jump
detection and the amplitude change in the EGG and DEGG signal.

FIG. 6. Glissando sung by counter tenor CT1. From top to bottom panels:
acoustic signal in a time-frequency space, vocal intensity, fundamental fre-
quency, and open quotient. The open-quotient measures for which glottal
opening and closing peaks are unique are plotted with thick dots. Informa-
tion about the measures obtained while the peaks are imprecise or double is
given by the broken line. The two vertical lines indicate the transition be-
tween laryngeal mechanisms M1 and M2. Their placement is based on the
amplitude change in the EGG and DEGG signals.
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change in the EGG and DEGG overall amplitude. Neverthe-
less, the transitions are barely audible at first listening. The
open quotient varies from 0.62 to 0.78 at the transition
M1→M2 and from 0.76 to 0.6 at the transition M2→M1.
The open-quotient variations are reduced as compared to the
case of the tenor T2, but they are still noticeable. A strong
negative correlation can be observed between open quotient
and fundamental frequency in M2. Such a tendency is found
for all the glissandos sung by this singer, the other two
counter tenors, the two tenors~see for instance Fig. 5!, and
the three sopranos. This point will be addressed later in Sec.
III C.

The open-quotient variation close to a transition of la-
ryngeal mechanisms is a common feature observed for all the
singers, male and female. The amplitude of the jump ranges
from 0.1 to 0.3. An extensive quantitative analysis of the
open-quotient jump in glissandos is beyond the scope of this
present study, and we will see in the following sections that
many factors contribute to a variation of open quotient.

B. Open quotient and vocal intensity

The measures presented here result from the analysis of
crescendos–decrescendos and sustained vowels sung at three
degrees of loudness, performed at various pitches covering
the singer’s vocal range, and the analysis ofAve Mariamu-
sical phrases.

1. Crescendos –decrescendos and sustained vowels

A crescendo–descrescendo sung by baritone B1 on the
vowel @a# at pitch C4~260 Hz! is shown in Fig. 7. A strong
correlation between open quotient and vocal intensity can be
observed: the greater the vocal intensity, the lower the open
quotient. A 20-dB increase of vocal intensity goes along with
a decrease of open quotient from 0.7 to 0.5. It goes along
with a spectral enhancement of the first formant region and
an increase of the harmonic richness in the high-frequency
part of the spectrum. This crescendo–decrescendo was pro-
duced in mechanism 1. A crescendo in mechanism 2 sung by
soprano S1 is shown in Fig. 8. In this case, vocal intensity

increases by about 10 dB and open quotient remains stable at
about 0.7.

In both cases, pitch is kept constant, suppressing pos-
sible dependency between vocal intensity and fundamental
frequency. As compared to ordinary speech, the singing tech-
nique comprises the ability to change from soft to loud while
keeping the pitch constant, and to change pitch while main-
taining loudness under control. But, this is only true within a
given pitch range. On a voice range profile or phonetogram,
a strong correlation exists between the variations of vocal
intensity and fundamental frequency~Gramming et al.,
1988; Liénard and Di Benedetto, 1999; Titze and Sundberg,
1992!, though these two parameters can be modified locally
in an independent way. This general tendency is observed
here as well, as illustrated in Table III: the data resulting
from the analysis of crescendos–decrescendos and sustained
vowels have been pooled across vocal intensity and funda-
mental frequency, and Pearson’s correlation coefficient be-
tween these two variables has been calculated, with the la-
ryngeal mechanism and the vowel as additional parameters.
The correlation between vocal intensity and fundamental fre-
quency seems even stronger in mechanism 2 than in mecha-
nism 1. A few exceptions to this general trend can, however,

FIG. 7. Crescendo–decrescendo sung by the baritone B1 in mechanism 1,
vowel @a#, pitch C4.

FIG. 8. Crescendo sung by the soprano S1 in mechanism 2, vowel@u#, pitch
C5.

TABLE III. Pearson’s correlation coefficient between vocal intensity and
fundamental frequency, in the case of sustained vowels and crescendos sung
in M1 and M2, for the three vowels@a#, @e#, and@u#. A strong correlation is
indicated in bold (r .0.70). A nonsignificant correlation is indicated by n.s.
(p>0.001). The corresponding degrees of freedom are given in Table VIII.

M1 M2

Singer @a# @e# @u# Singer @a# @e# @u#

B1 0.73 0.47 0.75
B2 0.68 0.69 0.84 CT1 0.90 0.83 0.63
B3 0.52 0.55 0.47 CT2 0.60 0.68 0.64
B4 0.81 0.75 0.69 CT3 0.75 0.86 0.84
B5 0.50 0.62 0.73
B6 0.11 0.18 n.s. MS1 0.75 0.79 0.75
B7 0.72 0.22 0.23 MS2 0.70 0.93 0.92

MS3 0.86 0.80 0.86
T1 0.69 0.88 0.94
T2 0.45 0.60 0.59 S1 0.65 0.83 0.74

S2 0.78 0.85 0.87
CT1 0.64 0.49 0.66 S3 0.83 0.78 0.78
CT2 0.28 0.18 0.47
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be noticed: baritone B6, baritone B7 for vowels@e# and @u#,
and counter tenor CT2 in mechanism 1.

While comparing open quotient and vocal intensity at
different pitches, we should thus always keep in mind that
the variation of vocal intensity may be due to a variation of
fundamental frequency. So as to take this possible underlying
variation into account in the statistical analysis of our results,
we shall introduce a partial correlation coefficient~see the
Appendix!.

a. Vocal production in mechanism 1. Vocal intensity has
been plotted as a function of open quotient for each male

singer in mechanism 1, as shown in Fig. 9. The three vowels
@a#, @e#, and @u# have been processed separately, but the re-
sulting measurements are plotted on the same figure. For
each vowel, a regression line~or major axis! between open
quotient and vocal intensity is plotted on the figure. Table IV
gives the corresponding Pearson correlation coefficients and
partial correlation coefficients.

Vocal intensity ranges from 60–70 dB forpianosounds,
to 95–105 dB forforte sounds. The open quotient ranges
from 0.3 to 0.9. It seldom goes below 0.5 for the singers T1
and CT1, and it seldom goes beyond 0.7 in the case of the

FIG. 9. Vocal intensity as a function of open quotient in the case of mechanism 1 for the seven baritones, the two tenors, and two counter tenors. The vowels
have been distinguished by using a gray scale. The lines correspond to the major axes for a given vowel.
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baritone singers. The trend is similar for the six baritones
~B1 to B6!, the tenor T2, and the counter tenors CT1 and
CT2: the open quotient decreases as vocal intensity in-
creases. A strong partial correlation (r .0.70) is found for
singers B1, B2, B3, B5, B6, T2, and CT2 in the case of
vowel @a#, for singers B2, B3, B6, and CT2 in the case of
vowel @e#, and for singers B3, B6, and CT2 in the case of
vowel @u#. The nature of the vowel may have an effect on
glottal open phase, but this effect is not further explored in
the present study.

The results of the two baritones B4 and B7 and of the
tenor T1 differ from those of the other singers. In the case of
B4, the variations in open quotient are limited, ranging from
0.35 to 0.5 whatever the pitch and vocal intensity. In the case
of B7, the open quotient ranges mainly from 0.4 to 0.55 and
it seldom goes beyond 0.6. For a given vocal intensity, the
results of these two baritones are similar. In the case of T1,
the variations of open quotient are limited, with values rang-
ing from 0.65 to 0.85. Such values are much more often
found in the case of vocal production in mechanism 2.

b. Vocal production in mechanism 2. The measurements

FIG. 10. Vocal intensity as a function of open quotient in the case of mechanism 2 for the three counter tenors, the three mezzo-sopranos, and the three
sopranos. The vowels have been distinguished by using a gray scale. The lines correspond to the major axes for a given vowel.

TABLE IV. Pearson’s correlation coefficient between open quotient and
vocal intensity, in the case of sustained vowels and crescendos sung in
mechanism 1 and for the 3 vowels@a#, @e#, and@u#. The partial correlation
coefficient is given in parentheses. A strong correlation is indicated in bold
(r .0.70). A nonsignificant correlation is indicated by n.s. (p>0.001). The
corresponding degrees of freedom are given in Table VIII.

Singer @a# @e# @u#

B1 20.78 ~20.72! 20.43 ~20.48! 20.25 ~20.20!
B2 20.76 ~20.79! 20.83 ~20.76! 20.68 ~20.46!
B3 20.60 ~20.78! 20.62 ~20.83! 20.57 ~20.76!
B4 20.44 ~20.30! 20.49 ~20.41! 20.43 ~20.24!
B5 20.84 ~20.90! 20.76 ~20.65! 20.66 ~20.45!
B6 20.87 ~20.86! 20.84 ~20.83! 20.85 ~20.85!
B7 n.s.~n.s.! 20.21 ~20.43! 20.09 ~20.34!

T1 20.30 ~0.07! 20.43 ~n.s.! 20.08 ~20.12!
T2 20.60 ~20.71! 20.69 ~20.55! 20.49 ~20.31!

CT1 20.39 ~20.55! 20.33 ~20.26! 20.39 ~20.37!
CT2 20.75 ~20.92! 20.75 ~20.94! 20.57 ~20.77!

1424 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Henrich et al.: Glottal open quotient in singing



of vocal intensity as a function of open quotient are shown in
Fig. 10 for each singer in mechanism 2~the three counter
tenors, the three mezzo-sopranos, and the three sopranos!.
Table V gives the corresponding Pearson correlation coeffi-
cients and partial correlation coefficients.

No strong correlation is observed. A change of sign is
even observed between Pearson’s correlation coefficient and
the partial correlation coefficient in the case of the three
counter tenors, the mezzo-soprano MS1, and the soprano S1.
In the case of the three counter tenors, for instance, the trend
is a decrease of open quotient with an increase of vocal in-
tensity, with regard to the Pearson correlation coefficient.
The opposite trend is found if the underlying variation of
fundamental frequency is taken into account with the partial
correlation coefficient. It could be explained by the strong
correlation between fundamental frequency and vocal inten-
sity ~a summary of the data is found in Table III!.

2. Analysis of sung phrases

The singers sang the first bars of Gounod’sAve Maria,
using various degrees of vocal loudness~piano, mezzo-forte,
and forte!. The mean and standard values of open quotient
measured over the whole length of the musical sentence are
given in Fig. 11 for mechanism 1 and Fig. 12 for mechanism
2. In mechanism 1, the trend is similar to the one previously
observed in the case of crescendos–decrescendos and sus-
tained vowels: the open quotient decreases when the vocal
intensity increases. Similarly to what was observed in the
previous section, this trend is strong in the case of singers
B1, B2, B6, T2, and CT2, and it is not found in the case of
singers B4, B7, and T1.

A paired samples t-test~Daudinet al., 1999! conducted
on the means shows that the decrease of open quotient is
very significant between the piano and mezzo-forte produc-
tions @ t(7)53.74, p,0.01# as well as between the mezzo-
forte and forte productions@ t(7)53.80, p,0.01#, if the re-
sults of singer T1 are not included in the test. If his results
are included in the statistical analysis, the decrease of open
quotient with an increase of vocal intensity remains signifi-
cant @ t(8)53.41, p,0.01 for piano/mezzo-forte;t(8)
52.91,p,0.05 for mezzo-forte/forte#.

In mechanism 2, great differences of behavior are ob-
served across singers, and, in each case, these behaviors
agree with the trend pointed out by the partial correlation
coefficient in the case of crescendos–decrescendos and sus-
tained vowels. A decrease of open quotient with an increase
of vocal intensity is found for singers MS1, MS3, and S3. On
the contrary, an increase of open quotient with vocal inten-
sity is found for singers CT3 and S1. No noticeable trend
comes out for singers CT2 in mechanism 2, MS2, and S2.
No statistical difference is found for open quotient between
the three degrees of loudness@ t(8)50.53,p.0.5 for piano/

TABLE V. Pearson’s correlation coefficient between open quotient and vo-
cal intensity, in the case of sustained vowels and crescendos sung in mecha-
nism 2 and for the three vowels@a#, @e#, and @u#. The partial correlation
coefficient is given in parentheses. A strong correlation is indicated in bold
(r .0.70). A nonsignificant correlation is indicated by n.s. (p>0.001). The
corresponding degrees of freedom are given in Table VIII.

Singer @a# @e# @u#

CT1 20.63~0.42! 20.55~0.27! 20.26~0.40!
CT2 20.44~0.07! 20.33~0.33! 20.29~0.29!
CT3 20.56~0.21! 20.50~0.44! 20.61~20.09!

MS1 n.s.~20.54! 0.33~20.31! 0.24~20.46!
MS2 0.44~0.22! 0.47~20.09! 0.49~0.23!
MS3 n.s.~20.41! n.s. ~20.30! n.s. ~20.29!

S1 0.06~0.68! 20.26~0.53! 20.10~0.64!
S2 20.42~0.07! 20.60~20.15! 20.64~n.s.!
S3 20.54~20.14! 20.39~20.37! 20.53~20.41!

FIG. 11. Vocal intensity as a function of open quotient measured from the
phraseAve Maria of Gounod, sung with three different degrees of vocal
loudness~piano, mezzo-forte, and forte! in the case of mechanism 1 for six
baritones, the two tenors, and one counter tenor. The bars give the standard
deviations for both parameters. No result can be given in the case of bari-
tone B3, for whom the three corresponding DEGG signals present a double-
peak feature at glottal opening almost throughout the phrase.

FIG. 12. Vocal intensity as a function of open quotient measured on the
sentenceAve Mariaof Gounod, sung with three different degrees of vocal
loudness~piano, mezzo-forte, and forte! in the case of mechanism 2 for the
three counter tenors, the three mezzo-sopranos, and the three sopranos. The
bars give the standard deviations for both parameters.
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mezzo-forte; t(8)50.21, p.0.5 for mezzo-forte/forte#,
whereas vocal intensity varies significantly@ t(8)56.12, p
,0.001 for piano/mezzo-forte;t(8)54.60, p,0.01 for
mezzo-forte/forte#.

C. Open quotient and fundamental frequency

As shown in Fig. 6, a strong correlation between open
quotient and fundamental frequency can be observed on the
glissando sung by counter tenor CT1 in mechanism 2. Al-
though less obvious, such a correlation can also be observed
in the case of the glissando sung by tenor T2 in mechanism 2
~see Fig. 5!. This correlation seems to depend on the laryn-
geal mechanism, as it is not found in the parts of the glissan-
dos sung in mechanism 1. We will now try to characterize
this correlation between open quotient and fundamental fre-
quency with regard to the laryngeal mechanisms, in analyz-
ing the measurements made on the sustained vowels and the
crescendos–decrescendos sung at different pitches. It should
be mentioned that, in the present study, the glissandos were
only used to illustrate the relation between open quotient and
fundamental frequency, and that the corresponding data have
not been used for statistical analysis. Indeed, the glissandos
have not been recorded for the purpose of proper statistical
analysis, and in particular, the frequency range and the vowel
have been left to the singer’s choice, which implies that the
glissandos do not cover the whole frequency range of a given
singer in a given laryngeal mechanism. In addition, we were
interested to see whether different loudness conditions would
affect the relation, and this point could not be studied on
glissandos, where the loudness is less easily controlled by
the singer.

1. Crescendos –decrescendos and sustained vowels

a. Vocal production in mechanism 1. Table VI gives
Pearson’s correlation coefficients and partial correlation co-
efficients between open quotient and fundamental frequency
in the case of the male singers in mechanism 1. Generally
speaking, no strong correlation is found betweenOq and f 0 .
Nevertheless, ‘‘singer-dependent’’ behavior can be noticed. A
high positive partial correlation is found betweenOq and f 0

in the case of baritones B3 and B7, and counter tenor CT2,
for whom an increase of fundamental frequency goes to-
gether with an increase in open quotient. In the case of sing-
ers B3 and CT2, this effect of an increase in open quotient
together with an increase of fundamental frequency is com-
pensated for by the effect of an underlying increase of vocal
intensity ~related to a decrease in open quotient in M1!, as
Pearson’s correlation is low whereas partial correlation is
high.

b. Vocal production in mechanism 2. Table VII gives the
Pearson correlation coefficients and partial correlation coef-
ficients between open quotient and fundamental frequency in
the case of the counter tenors in mechanism 2, the mezzo-
sopranos, and the sopranos. A strong correlation betweenOq

and f 0 is observed in the case of the three counter tenors and
the sopranos S1 and S2, which confirms the observations
made on the glissandos. An increase of fundamental fre-
quency goes along with a decrease of open quotient. No
correlation is found in the case of soprano S3. The mezzo-
sopranos present an inverse correlation, i.e., an increase of
open quotient with an increase of fundamental frequency, but
this effect is not strong.

IV. DISCUSSION

A. A strong dependency on laryngeal mechanisms

The results converge to confirm that the open quotient is
dependent on the laryngeal mechanism used during the vocal
production: open quotient values are lower in mechanism 1
than in mechanism 2. These differences may reflect the
physiological differences between both laryngeal mecha-
nisms, with regard to the thickness, the vibratory length, and
the tension of the vocal folds. Thus, one can infer that, in
those studies where the open quotient is a parameter of in-
terest, it is of great importance to specify the laryngeal
mechanism in which the voiced sound is produced.

The results of tenor T1 are surprising, as no difference is
found between M1 and M2~see Fig. 3!. His vocal production
is often considered as ‘‘voix mixte’’ ~mixed voice! by his
singing teachers. The analysis of his vocal production shows
that this singer is always using high values of open quotient

TABLE VI. Pearson’s correlation coefficient between open quotient and
fundamental frequency, in the case of sustained vowels and crescendos sung
in mechanism 1 and for the three vowels@a#, @e#, and @u#. The partial cor-
relation coefficient is given in parentheses. A strong correlation is indicated
in bold (r .0.70). A nonsignificant correlation is indicated by n.s. (p
>0.001). The corresponding degrees of freedom are given in Table VIII.

Singer @a# @e# @u#

B1 20.47~0.22! n.s. ~0.24! 20.15~n.s.!
B2 20.29~0.45! 20.51~0.15! 20.57~n.s.!
B3 0.13~0.64! 0.12~0.71! 0.19~0.63!
B4 20.34~n.s.! 20.30~0.11! 20.39~20.15!
B5 20.12~0.62! 20.53~20.11! 20.56~20.15!
B6 20.11~n.s.! 20.15~n.s.! 20.11~20.13!
B7 n.s.~n.s.! 0.60~0.68! 0.67~0.71!

T1 20.50~20.42! 20.49~20.27! n.s. ~0.10!
T2 n.s.~0.49! 20.51~20.17! 20.44~20.22!

CT1 n.s.~0.42! 20.22~n.s.! 20.18~n.s.!
CT2 0.32~0.83! 0.46~0.90! 0.20~0.65!

TABLE VII. Pearson’s correlation coefficient between open quotient and
fundamental frequency, in the case of sustained vowels and crescendos sung
in mechanism 2 and for the three vowels@a#, @e#, and @u#. The partial cor-
relation coefficient is given in parentheses. A strong correlation is indicated
in bold (r .0.70). A nonsignificant correlation is indicated by n.s. (p
>0.001). The corresponding degrees of freedom are given in Table VIII.

Singer @a# @e# @u#

CT1 20.82~20.74! 20.78~20.69! 20.74~20.77!
CT2 20.79~20.73! 20.73~20.73! 20.71~20.71!
CT3 20.85~20.78! 20.75~20.73! 20.69~20.41!

MS1 0.36~0.62! 0.61~0.61! 0.63~0.71!
MS2 0.42~0.18! 0.53~0.31! 0.44~n.s.!
MS3 0.26~0.47! 0.37~0.45! 0.22~0.35!

S1 20.57~20.80! 20.60~20.71! 20.60~20.79!
S2 20.59~20.46! 20.64~20.30! 20.73~20.46!
S3 20.57~20.26! 20.20~0.17! 20.37~0.08!
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(Oq>0.7), even during the glissandos with noticeable voice
breaks. This result suggests that, in the case of this tenor, the
so-calledvoix mixte could be characterized by the use of
mechanism 1 but with unusually high values of open quo-
tient so as to mimic the voice quality of mechanism 2. Fur-
ther investigation is needed to characterize this vocal produc-
tion, which is presently under study~Castellengoet al.,
2004; Chuberre, 2000; Expert, 2003!.

Can the open quotient be considered as an indicator of
the laryngeal mechanism? In most cases, the laryngeal
mechanism predicts the open-quotient range. Nevertheless,
the results of tenor T1 show that the open-quotient measure
alone does not suffice to determine which laryngeal mecha-
nism is involved in a given vocal production. Indeed, there is
a degree of overlap between theOq ranges corresponding to
laryngeal mechanisms M1 and M2. For this purpose, open-
quotient measurement should be combined with other means
of characterization, such as listening to and analysis of the
acoustic signal, and visualization of EGG or DEGG signals.

B. Correlation between open quotient and vocal
intensity in M1

The results show that vocal intensity tends to be nega-
tively correlated with open quotient in mechanism 1, for
singing exercises ~sustained vowels and crescendos–
decrescendos!, as well as for one musical sentence. This
trend is not found in the case of mechanism 2, where the
opposite trend can even be observed for some singers.

These results are in agreement with the observations of
Dromey et al. ~1992!; Holmberget al. ~1988!; Kitzing and
Sonesson~1974!; Orlikoff ~1991!; Sundberget al. ~1999b!;
and Timckeet al. ~1958!. As these previous studies were
conducted with different exploratory methods~high-speed
cinematography, photoglottography, electroglottography,
inverse-filtered glottal flow!, it underlines the agreement
found between these methods and the measurement method
based on the derivative of the EGG signal in the case of
singing.

An increase in vocal intensity results from many factors,
and these results suggest that the strategies used for increas-
ing vocal intensity in mechanism 1 differ in some aspects
from the ones used in mechanism 2. Whichever laryngeal
mechanism is considered, an increase in vocal intensity gen-
erally results from an increase of subglottal pressure~Gauffin
and Sundberg, 1989; Holmberget al., 1988; Isshiki, 1964;
Karlsson, 1986; Ladefoged and McKinney, 1963; Lecuit and
Demolin, 1998a,b; Schutte, 1980; Sundberget al., 1993;
Tanaka and Gould, 1983; Titze and Sundberg, 1992!. On the
other hand, the activity of the vocalis muscle is strongly
dependent on the laryngeal mechanism involved~Hirano,
1982; Roubeau, 1993!. In mechanism 1, the vocalis contrac-
tion directly affects the glottal vibratory movement, and thus
can have an impact on vocal intensity. In the highest part of
mechanism 1, this muscle reaches its physiological limit of
contraction. Thus, in mechanism 2, the tension of this muscle
is reduced, whereas the crico-thyroid muscles are more acti-
vated ~Hirano, 1982!. The decrease in open quotient ob-
served in mechanism 1 may thus be induced by the contrac-
tion of the vocalis muscle when vocal intensity is increased.

This hypothesis accounts for the results obtained in mecha-
nism 2, where the action of the vocalis muscle is limited and
no correlation is found between open quotient and vocal in-
tensity.

C. Correlation between open quotient and
fundamental frequency in M2

In mechanism 2, a strong correlation between open quo-
tient and fundamental frequency is found in the case of the
counter tenors and the sopranos: an increase of fundamental
frequency goes along with a decrease of open quotient. In
mechanism 1, the open quotient seems not to be correlated to
fundamental frequency. These results are in agreement with
the observations made by Howard~1995!; Howard et al.
~1990!, who noticed a decrease of open quotient with an
increase of fundamental frequency in the case of trained fe-
male singers, and no correlation between these two param-
eters in the case of male singers. A comparison between pre-
vious studies and the present findings suggests that the
gender differences reported in those studies can in fact be
ascribed to a difference in the laryngeal mechanism in-
volved, as also suggested by Holmberget al. ~1989!: male
subjects generally phonate in mechanism 1; female subjects
more often phonate in mechanism 2.

Howard~1995! found that the correlation between open
quotient and fundamental frequency observed on female
singers is dependent on vocal training. The correlation is
weak for the untrained female singers and it increases with
the years of training. This could explain the results obtained
in the case of the three mezzo-sopranos, who are not profes-
sional singers and had fewer years of training than the other
singers recorded for this study.

In a few cases for male singers in M1, an increase of
open quotient goes with an increase of fundamental fre-
quency. This trend has already been observed by Childers
et al. ~1990!; Cookman and Verdolini~1999!; Hansonet al.
~1990!; Holmberg et al. ~1989!; and Kitzing and Sonesson
~1974!. However, the fundamental frequency is often highly
correlated with the vocal intensity. As the open quotient de-
creases with an increase of vocal intensity in mechanism 1,
this effect may compensate for an increase due to fundamen-
tal frequency and reduce in most cases the correlation be-
tweenOq and f 0 .

D. Smoothing the transition between laryngeal
mechanisms

As shown in Fig. 6, counter tenor CT1 managed to
smooth the transition between laryngeal mechanisms,
whereas the glissando sung by tenor T2~see Fig. 5! is a good
illustration of an abrupt transition. Prior to the transition
(M1→M2), the major difference between the two cases is
that the counter tenor sings at a lower vocal intensity (I
.72 dB) and has higher open-quotient values~between 0.6
<Oq<0.7) than the tenor (I .95 dB and 0.4<Oq<0.5).
The correlation between vocal intensity and open quotient in
M1 implies that a decrease of vocal intensity in M1 close to
the laryngeal mechanism transition goes along with an in-
crease of open quotient. If the open-quotient values between
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M1 and M2 are similar, the jump in open quotient at the
transition is then reduced. This may help the singer to avoid
the jump in fundamental frequency, and thus any perceptual
voice break. Therefore, it seems that the smoothing of a tran-
sition between laryngeal mechanisms results from a lowering
of vocal intensity prior to the transition and an increase of
open quotient, so as to reach the value range which is com-
mon to both mechanisms.

This ‘‘smoothing’’ technique can be used by any skilled
singer, e.g., tenor T2, who can also sing the glissandos with-
out any voice breaks.

V. CONCLUSION

In this study, 18 trained male and female singers were
recorded and their vocal production was analyzed with re-
gard to the open quotient and its correlation with vocal in-
tensity and fundamental frequency. This study shows the im-
portance of taking into account the laryngeal mechanism in
which the vocal sound is produced. The open quotient can be
seen as an indicator of the laryngeal mechanism within a
given voice production. Lower values of open quotient are
usually found in mechanism 1, as compared to mechanism 2:
the open quotient ranges from 0.3 to 0.8 in mechanism 1 and
from 0.5 to 0.95 in mechanism 2. Yet, one should not rely
solely on the values of open quotient to determine which
laryngeal mechanism is used as there is a degree of overlap
between theOq ranges corresponding to laryngeal mecha-
nisms M1 and M2. Listening to the corresponding sound
samples can provide additional information and help to char-
acterize a given vocal production. Nevertheless, the ear can
sometimes be tricked by the vocal technique of the singer.
For this reason, a combination of analysis, listening, and
measuring of open quotient and other acoustical and EGG
parameters is usually required to determine which laryngeal
mechanism is being used.

The link between open quotient and vocal intensity de-
pends on the laryngeal mechanism. In mechanism 1, they
tend to be correlated: the greater the vocal intensity, the
lower the open quotient. No correlation is found in mecha-
nism 2. This effect could result from the activity of the vo-
calis muscle, which is reduced in mechanism 2 as compared
to mechanism 1.

In the same way, the link between open quotient and
fundamental frequency is also dependent on the laryngeal
mechanisms. There tends to be a correlation in mechanism 2:
the higher the fundamental frequency, the lower the open
quotient. This correlation varies a bit from subject to subject.
It is especially strong in the case of the counter tenors. No
correlation was found in mechanism 1.

Another repeated observation is the large amount of
variation across subjects. The same observation had already
been made by Schutte~1980! when studying vocal effi-
ciency. Differences in behavior are noticeable among singers
within the same tessitura as well as between tessituras. In
particular, only two tenors were recorded and their behaviors
diverged markedly. It would be of great interest to record
more singers within a given tessitura, in order to generalize
the trends observed in the present study.

APPENDIX: PARTIAL CORRELATION COEFFICIENT

Given the variablesx andy measured forn samples and
their mean valuesx̄ and ȳ, Pearson’s correlation coefficient
r xy is given by

r xy5
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n (
i 51
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~xi2 x̄!~yi2 ȳ!
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It happens that the measured correlation between two
variablesx andy is due to the underlying variation of a third
variablez ~Saporta, 1990!. In this case, the calculation of a
partial correlation coefficient should help to eliminate this
underlying variation. The partial correlation coefficient be-
tween the variablesx and y which takes into account the
underlying variation of the variablez is given by Dagnelie
~1975! and Jolicoeur~1991!

r xy•z5
r xy2r xzr yz

A~12r xz
2 !~12r yz

2 !
.

In our study, fundamental frequency and vocal intensity
are strongly correlated, which could bias the correlation cal-
culated between open quotient and these two variables. Thus,
the calculation of a partial correlation coefficient helps to
factor out the effect of this strong correlation.

The degrees of freedom corresponding to the correlation
coefficients are given in Table VIII. In each case, the degree
of freedom is very high, being greater than 200.

ACKNOWLEDGMENTS

The authors would like to thank the 18 singers who
kindly participated in these experiments. This work is part of
a Ph.D. thesis defended at the Universite´ Pierre & Marie
Curie ~Paris, France! in November 2001. All the figures re-
lated to this work and the corresponding sound samples can
be found in the Ph.D. thesis manuscript~Henrich, 2001!. The
authors are deeply grateful to Evelyn Abberton and Alexis

TABLE VIII. Degrees of freedom corresponding to the measures made on
sustained vowels and crescendos sung in mechanisms 1 and 2 for the three
vowels @a#, @e#, and@u#.

M1 M2

Singer @a# @e# @u# Singer @a# @e# @u#

B1 4 323 2 548 1 867
B2 5 314 5 578 4 672 CT1 3 790 3 361 4 155
B3 1 723 1 957 1 617 CT2 9 720 11 110 7 034
B4 4 864 4 937 4 089 CT3 9 173 8 462 5 893
B5 6 142 3 995 4 484
B6 3 698 2 902 3 709 MS1 4 185 4 186 6 171
B7 3 215 2 435 2 239 MS2 5 615 6 838 5 336

MS3 392 660 382
T1 15 020 11 808 12 729
T2 3 771 3 237 2 985 S1 9 236 9 364 10 030

S2 13 022 12 742 14 421
CT1 3 236 3 131 1 635 S3 15 856 9 306 11 104
CT2 4 805 4 805 4 807

1428 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Henrich et al.: Glottal open quotient in singing



Michaud for their help with the English text, and to Daniel
Ambroise for his help with statistical analyses. They also
wish to acknowledge the contribution of the three anony-
mous reviewers and the Associate Editor Stephen McAdams,
whose comments were very useful for improving the manu-
script.

Alku, P., and Vilkman, E.~1996!. ‘‘A comparison of glottal voice source
quantification parameters in breathy, normal, and pressed phonation of
female and male speakers,’’ Folia Phoniatr~Basel! 48, 240–254.

Castellengo, M., Chuberre, B., and Henrich, N.~2004!. ‘‘Is ‘ voix mixte,’ the
vocal technique used to smoothe the transition across the two main laryn-
geal mechanisms, an independent mechanism?,’’ in International Sympo-
sium on Musical Acoustics, Nara, Japan.

Childers, D. G., Hicks, D. M., Moore, G. P., Eskenazi, L., and Lalwani, A.
L. ~1990!. ‘‘Electroglottography and vocal fold physiology,’’ J. Speech
Hear. Res.33, 245–254.

Childers, D. G., Naik, J. M., Larar, J. N., Krishnamurthy, A. K., and Moore,
G. P. ~1983!. ‘‘Electroglottography, speech and ultra-high speed cinema-
tography,’’ in Vocal Fold Physiology and Biophysics of Voice, edited by I.
Titze and R. Scherer~Denver Center for the Performing Arts, Denver!, pp.
202–220.

Chuberre, B.~2000!. ‘‘Les registres et passages dans la voix chante´e ~Reg-
isters and transitions in singing!,’’ Mémoire de phoniatrie, Universite´ de
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Quantitative ultrasound techniques using backscattered echoes have had limited successin vivo due
to the frequency-dependent attenuation along the entire propagation path masking the frequency
dependence of the backscatter. Herein, total attenuation and scatterer size are estimated
simultaneously by an analysis of thein vivo backscattered power spectrum using two approaches.
The simulations used to evaluate the two approaches used frequencies between 4 and 11 MHz with
an effective scatterer radius of 25mm. The first approach was based on approximations of thein vivo
backscattered power spectrum~i.e., assumed Gaussian function!, wherein attenuation and size were
estimated by assuming each was a Gaussian transformation performed on Gaussian power spectra.
The approach had poor accuracy due to the backscattered power spectra not being sufficiently
modeled by a Gaussian function. The second approach estimated attenuation and size by fitting a
modified reference spectrum to thein vivo backscattered power spectrum without any assumptions
about the shape of the spectrum. The accuracy of the size estimate was better than 20% for
signal-to-noise ratio.6 dB, window lengths greater than 4 mm, and attenuation between 0 and 1
dB/cm-MHz. However, the precision quickly degraded with increasing noise, increasing
attenuation, and decreasing window length. ©2005 Acoustical Society of America.
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LIST OF SYMBOLS

A term for form factor written as a power law@i.e.,

Fg( f ,aeff)>e2Afn]
aeff effective radius of scatterer
aeff j estimated effective radius of scatterer found from

one set~i.e., 25 averaged rf echoes! of simulated
backscatter waveforms

āeff mean value of estimated effective radius from all
sets of backscattered waveforms~i.e., āeff

5(;jaeff j /(;j j)
ASD average squared difference term minimized by

spectral fit algorithm
c speed of sound in the tissue
co speed of sound in water
E@ # expected value with respect to scattering random

process
EN@ # expected value with respect to electronic noise

random process
f frequency
f # f number of a focused transducer
f o the frequency corresponding to the spectral peak

of the Gaussian spectrum@i.e., exp(2(@(f
2fo)/A2sv#)2)]

f̃ o f o for backscattered spectrum modified by scat-
terer size

f̃ o8 f o for backscattered spectrum modified by scat-
terer size and attenuation along propagation path

Fg(v,aeff) form factor related to the scatterer geometry and
size

gwin windowing function used to gate the time-
domain waveforms

H( f ) one-way passband characteristics of ultrasound
source

k wave number in tissue
ko wave number in water
L length of the windowing function
n power of frequency when form factor is written

as a power law@i.e., Fg( f ,aeff)>e2Afn]
Nspace( f ) spectral fluctuations from random scatterer

spacing
N( f ) spectrum of additive electronic noise
Pref reference spectrum. @i.e., Pref( f )

5ko
4uVinc(v)u2uH(v)u4]

Pscat E@ uVreflu2# estimated from set of waveforms
(ÞE@ uVreflu2# due to the finite number of wave-
forms available to generate the estimate!

SNR signal-to-noise ratio
t time
Twin length windowing function applied to time-

domain waveform~i.e., Twin52L/c)
Vinc voltage spectrum applied to ultrasound source
Vj backscattered voltage spectrum for a single rf

echo
vnoise noise signal voltage in time domain~i.e., no sig-

nal transmitted by source!
Vplane backscattered voltage spectrum from rigid plane

placed at the focal plane@i.e., proportional to
Vinc(v)(H(v))2ei2kozT]a!Electronic mail: wdo@uiuc.edu
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Vrefl backscattered voltage spectrum from tissue con-
taining scatterers

v refl j voltage of a rf echo in time domain
wx , wy , equivalent Gaussian dimensions of velocity
wz potential field in focal region
X, X̄ terms used in minimization scheme for spectral

fit algorithm
zT distance from aperture plane to focal plane of

ultrasound source
a total effective attenuation coefficient for tissue

between ultrasound source and the region con-
taining the scatterers~i.e., assumed linear fre-
quency dependence of the forma5aof 1ab)

ab intercept of total attenuation coefficient at zero
frequency

ao slope of total attenuation coefficient versus fre-
quency

(aozT) j estimated attenuation along the propagation path
for single data set

(aozT) mean value for attenuation along the propagation
path from all sets of backscattered waveforms
@i.e., (aozT)5(; j (aozT) j /(; j j ]

salower
percent deviation in values of scatterer size for
sizes smaller than the mean size~i.e., aeff j

,āeff)
saupper

percent deviation in values of scatterer size for
sizes larger than the mean size~i.e., aeff j.āeff)

sa lower
deviation in dB/MHz in values of attenuation for
attenuation values smaller than the mean attenu-
ation @i.e., (aozT) j,(aozT)]

saupper
deviation in dB/MHz in values of attenuation for
attenuation values greater than the mean attenu-
ation @i.e., (aozT) j.(aozT)]

sv the bandwidth term for Gaussian function@i.e.,
exp(2(@(f2fo)/A2sv#)2)]

s̃v sv for backscattered spectrum modified by scat-
terer size

v, l radian frequency, wavelength

I. INTRODUCTION

For years many investigators have attempted to quantify
the ultrasound backscatter from tissue by analyzing the
power spectra of the rf echoes to estimate the characteristic
size of the tissue microstructure~Lizzi et al., 1983; Nassiri
and Hill, 1986; Insanaet al., 1990; Hallet al., 1996; Oelze
et al., 2004!. The hypothesis is that the size of the tissue
microstructure~i.e., scattering sources! could be used to as-
sess the pathology of the imaged region. For example, re-
searchers have verified that the backscattered power spec-
trum can be used to distinguish between fibroadenomas and
carcinomas~Oelzeet al., 2004!, as well as to monitor tissue
necrosis in ultrasound therapy applications~Lizzi et al.,
1997!. In light of these successes, it is suggested that the
quantitative ultrasound~QUS! estimate of the characteristic
size of the tissue microstructure could assist both diagnosis
and treatment of pathological tissue.

Unfortunately, the scatterer size estimate has had limited

success in clinical practice. The inability to apply laboratory
measurements to a clinical setting is due primarily to a false
assumption in the traditional estimation routine. Namely, it
has been assumed that the total attenuation along the entire
propagation path is the same for every patient and is known
a priori ~Oelze and O’Brien, 2002a!. If known, the in vivo
backscattered power spectrum can be compensated for the
frequency-dependent attenuation, and the scatterer size can
be accurately estimated assuming the scattering process is
accurately modeled. However, the attenuation coefficient and
thickness of different intervening tissue layers~i.e., fat,
muscle, etc.! vary between patients. Luet al. ~1999! and Hall
et al. ~1996! attempted to improve thein vivo estimate by
measuring the thickness of the different intervening tissue
layers from the backscattered signals and assigning typical
attenuation values to each layer. However, they did not ac-
count for the natural variability in attenuation for tissues of
the same type. For example, Gosset al. ~1978! report many
different attenuation coefficients of fat taken at different fre-
quencies. In particular, a study by Dussik and Fritch~1956!
gives attenuation values of 0.660.2 dB/cm at 1 MHz, 1.6
60.2 dB/cm at 3 MHz, and 2.360.7 dB/cm at 5 MHz.
Hence, the slope of the attenuation versus frequency would
vary from 0.2 to 0.65 dB/cm-MHz with a mean value of 0.43
dB/cm-MHz for that study alone. Luet al. ~1999! used a
value of 0.6 dB/cm-MHz for the attenuation coefficient of fat
while referring to Gosset al. ~1978!. However, it is not clear
how this number was obtained from the data presented in
Goss et al. ~1978! because the attenuation slope was not
measured directly over the diagnostic range in any of the
studies presented. Clearly, there is significant variability in
the attenuation slope. As a result, it is not feasible to deter-
mine accurately the characteristic size of the tissue micro-
structure of embedded tissues using the Luet al. ~1999! or
Hall et al. ~1996! technique.

The best successes clinically for scatterer size estimates
were with tumors of the eye where the attenuation along the
propagation path is negligible~Lizzi et al. 1983; 1997!.
Other investigators used scatterer size estimates to measure
structural changes in the kidney~Insanaet al., 1995!, where
the exteriorized kidney reduced the impact of the attenuation
along the propagation path.

Therefore, the frequency-dependent total attenuation
along the propagation path must be determined on a patient-
specific basis before the full potential of the estimation of
scatterer size can be realized, as was recognized over 20
years ago by Lizziet al. ~1983!. In addition to estimating the
size of the tissue microstructure of embedded tumors and
other pathologies, a knowledge of the attenuation along the
propagation path could improve other medical ultrasound ap-
plications including acoustic radiation force impulse imaging
~Nightingale et al., 2000! and patient-specific dosimetry
~Siddiqi et al., 1992!.

Due to the need and significant benefit of an accurate
estimate of the total attenuation along the propagation path
when quantifying tissue microstructure using ultrasound, as
well as other applications, two different algorithms are ex-
plored herein. The two algorithms provide an estimate of
total attenuation and scatterer size simultaneously from the

1432 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005 Bigelow et al.: Attenuation and scatterer size



in vivo backscattered power spectrum. The algorithms repre-
sent two approaches. The first algorithm, termed the Gauss-
ian transformation~GT! algorithm, was based on an approxi-
mation regarding the shape of thein vivo backscattered
power spectrum and determined the scatterer size and total
attenuation from two independent properties of the backscat-
tered spectrum~i.e., center frequency and bandwidth!. The
second algorithm, termed the spectral fit~SF! algorithm,
made no approximations about the shape of thein vivo back-
scattered power spectrum and solved for the size and attenu-
ation by performing a fit over the entire frequency spectrum,
similar to the established method for determining just the
scatterer size when the attenuation is known~Insanaet al.,
1990!. Both algorithms are first described and then evaluated
using computer simulations where the scatterers have Gauss-
ian impedance distributions~i.e., Gaussian scatterers, a form
factor!. However, the SF algorithm, and possibly the GT al-
gorithm, can be implemented for scatterers with any form
factor ~i.e., spherical shell, fluid-filled sphere, etc.! provided
that the form factor is knowna priori just like the established
method for determining only the scatterer size when the at-
tenuation is known~Insanaet al., 1990!. In addition to the
algorithms, a method to compensate for electronic system
noise is developed. After presenting and evaluating each of
the algorithms, some conclusions are drawn based on the
results.

II. GAUSSIAN TRANSFORMATION ALGORITHM

The goal of the GT algorithm was to estimate the scat-
terer size and total attenuation from thein vivo backscattered
power spectrum. The algorithm assumes that the backscat-
tered signal has a Gaussian distributed spectrum where the
scatterer size and total attenuation are independent Gaussian
transformations. The analysis is similar to that presented by
Wear ~2002!, who used Gaussian transformations to predict
the in vivo backscattered power spectrum for given scatterers
and attenuation.

A. Overview of algorithm

The expected backscattered voltage,E@ uVreflu2#, from a
tissue region where the window length is small compared to
the depth of focus~i.e., local plane-wave approximation!,
and the attenuation in the focal region does not significantly
alter the spectrum over the length of the window given by
~Bigelow and O’Brien, 2004!

E@ uVreflu2#}ko
4uVplane~v!u2e24azTFg~v,aeff!. ~1!

Equation~1! can be further simplified by assuming that the
total attenuation along the propagation path has a linear de-
pendence on frequency~i.e., a5aof 1ab), a reasonable as-
sumption over the bandwidth of most ultrasound sources
~Jongenet al., 1986!. Then, the frequency-independent com-
ponent of the attenuation,ab , only influences the magnitude
of the backscattered spectrum and hence can be absorbed by
the proportionality, and the attenuation has a strictly linear
dependence on frequency.

For Gaussian scatterers, as well as possibly for other
form factors over a limited frequency range,Fg(v,aeff)

can be reasonably approximated ase2A fn. Therefore,
if the source spectrum and diffraction characteristics can
be assumed Gaussian~i.e., ko

4uVplane(v)u2}exp(2@(f
2fo)

2/2sv
2 #)), then the backscattered voltage is given by

E@ uVreflu2#}e@~ f 2 f o!2/2sv
2

#e2A fne24zTaof , ~2!

or a series of Gaussian transformations operating on a Gauss-
ian function. Equation~2! can be simplifed by writingA fn as
a Taylor series aboutf o , which is

A fn5A(
l 50

` n! f o
n2 l

~n2 l !! l !
~ f 2 f o! l . ~3!

Also, if 2<n,3, then the terms in the Taylor series corre-
sponding tol>3 can be ignored due to the negative power
on f o . For Gaussian scatterers~i.e., n52), the l>3 terms
are already zero so there is no error introduced by making
this assumption for these scatterers. After eliminating thel
>3 terms, Eq.~2! becomes

E@ uVreflu2#}expS 2
~ f 2 f̃ o8!2

2s̃v
2

1¯ D , ~4!

where
f̃ o5 f o2s̃v

2 An fo
n21,

s̃v
2 5F 1

sv
2

1An~n21! f o
n22G21

, ~5!

f̃ o85 f̃ o24zTaos̃v
2 .

Based on Eq.~4!, the bandwidth of the backscattered
spectrum is only affected by the scatterer size. Hence, the
scatterer size can be determined independently of the attenu-
ation by measuring changes in the bandwidth of the back-
scattered signals. Once the scatterer size has been deter-
mined, the backscattered spectrum can be multiplied by
e1A fn to remove the effect of scatterer size. Then, the total
attenuation can be determined from the downshift in the cen-
ter frequency of the returned spectrum. Hence, the scatterer
size and total attenuation can theoretically be determined
from two different properties of the backscattered spectrum.

B. Simulation results

The performance of the GT algorithm was evaluated by
simulations that were designed to test the algorithm’s sensi-
tivity as a function of attenuation. In all of the simulations,
the ultrasound source was a spherically focusedf /4 trans-
ducer with a focal length of 5 cm placed adjacent to a ho-
mogeneous semi-infinite half-space containing scatterers.
The velocity potential field near the focus was assumed to
follow a three-dimensional Gaussian function, an approxima-
tion shown to be valid for focused sources~Bigelow and
O’Brien, 2004!, with the equivalent Gaussian dimensions
given by

wx5wy50.87l f #,
~6!wz56.01l~ f #!2.

The source was excited by an impulse@i.e., Vinc( f )51], and
had one-way passband characteristics given by~Bigelow and
O’Brien, 2004!
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H~ f !5

u f uexpS 2S f 28 MHz

6 MHz D 2D
max; f S u f uexpS 2S f 28 MHz

6 MHz D 2D D , ~7!

comparable to that measured for a PZT transducer that also
goes to zero at zero frequency. The voltage spectrum re-
turned from a plane placed at the focal plane would be given
by

Vplane~v!}Vinc~v!~H~v!!2ei2kozT. ~8!

The simulated source spectra and diffraction characteristics
@i.e.,ko

4uVplane(v)u2] were not perfectly Gaussian, but instead
went to zero at zero frequency, just like a real source. This
was done so that reasonable deviations from the ideal theory
could be assessed.

The backscattered voltage for the simulations was gen-
erated by solving for the scattered field from a single scat-
terer with a Gaussian impedance distribution@i.e., Gaussian
scatterer withFg( f ,aeff)5exp(20.827(kaeff)

2)] at an arbi-
trary location in the focal region. A Gaussian scatterer was
selected because the microstructure of real tissue is often
modeled using this form factor~Chaturvedi and Insana,
1996!. The backscatter for many scatterers in the half-space
was then obtained by adding together the backscatter from
many different randomly positioned scatterers. In the simu-
lations, the scatterers were positioned according to a uniform
probability distribution throughout the focal region at a den-
sity of 35/mm3 ~;4.8 scatterers per resolution cell! and each
scatterer had an effective radius,aeff , of 25 mm. The sound
speed for the half-space was 1532 m/s, a measured sound
speed for liver~characteristic of tissue! ~Gosset al., 1978,
1980!. The attenuation was uniform throughout the half-
space and was varied between 0 and 1 dB/cm-MHz in order
to test the algorithm’s sensitivity to attenuation. The reflec-
tion off of the rigid plane at the focus was also simulated
using a sound speed of 1540 m/s for the water path. The code
used a ‘‘digitizing’’ sampling rate of 53 MHz with no added
electronic noise.

For each value of attenuation, the backscattered voltage
from 1000 independent random scatterer distributions was
generated. The waveforms were then separated into 40 inde-
pendent sets with 25 waveforms per set and windowed in the
time domain using a Hamming gating function centered at
the focus, thus yielding 40 independent estimates of the ef-
fective scatterer radius and the total attenuation. The use of
25 rf echoes is arbitrary, and increasing the number of wave-
forms may improve the accuracy and precision of the result-
ing estimates. The width of the Hamming window was var-
ied from 1 to 8 mm in steps of 0.25 mm~i.e., 0.057 to 0.45
by 0.014 when normalized with respect to depth of focus at
the center frequency of 9.83 MHz! with corresponding time
gates determined fromTwin52L/c. The same length Ham-
ming window relative to the wavelength~i.e., Twin52L/co)
was also used to window the signal returned from the rigid
plane placed at the focus when obtaining the reference spec-
trum. No correction was made for the resulting convolution
that would distort the estimates at small window length. The

resulting estimates from the GT algorithm for attenuation
values of 0, 0.05, 0.1, and 0.3 dB/cm-MHz are shown in Fig.
1. The error bars in each case correspond to

saapper
5

100

aeffuTheory
A(;aeff j .āeff

~aeff j2āeff!
2

(;aeff j .āeff
j

,

salower
5

100

aeffuTheory
A(;aeff j ,āeff

~aeff j2āeff!
2

(;aeff j ,āeff
j

, ~9!

for the plots of error inaeff and

saapper
5A(;~aozT! j .~aozT!~~aozT! j2~aozT!!2

(;~aozT! j .~aozT! j
,

sa lower
5A(;~aozT! j ,~aozT!~~aozT! j2~aozT!!2

(;~aozT! j ,~aozT! j
, ~10!

for the plots of error in total attenuation.
For small attenuation values, the scatterer size was esti-

mated with reasonable accuracy~i.e., errors of;20%!. How-
ever, as the attenuation was increased, the errors in the scat-
terer size estimate quickly grew and were;70% for an
attenuation value of 0.3 dB/cm-MHz. The errors were even
larger for the higher attenuation values~not shown in this
plot!. This increase in error with increasing attenuation re-
sulted from a breakdown in the assumption that the source
and diffraction characteristics@i.e., ko

4uVplane(v)u2] followed
a Gaussian function. For a Gaussian spectrum, the only
change in the bandwidth of the Gaussian spectrum would be
due to the size of the scatterer. However, the spectrum of a
real transducer as well as our simulated spectrum is not a
Gaussian function, going to zero at zero frequency. Hence, as
the attenuation was increased and the scattered spectrum
shifted to a lower frequency limit, the bandwidth of the
Gaussian spectrum was also narrowed due to the attenuation

FIG. 1. ~a! Percent error in scatterer radius and~b! error in total attenuation
for semi-infinite half-spaces with attenuation values of 0, 0.05, 0.1, and 0.3
dB/cm-MHz using the Gaussian transformation algorithm.
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as the spectrum approached this lower limit. The algorithm
did not include this possible change in the spectrum and thus
failed.

One modification to the algorithm that was also consid-
ered to correct for its failure involved replacing the Gaussian
spectrum approximation with a modified Rayleigh spectrum
approximation that at least would go to zero at zero fre-
quency~i.e., matching the theoretical analysis to the gener-
ated spectrum!. The derivation leading to Eq.~4! would re-
main the same except for a multiplication ofu f u4 before the
exponential. Then, the change in bandwidth would be found
by fitting a modified Rayleigh distribution to the appropriate
measured spectrum and solving for the scatterer size appro-
priately. Unfortunately, fitting Rayleigh functions to the mea-
sured spectrum was not a robust operation. Hence, changes
in the attenuation still resulted in inappropriate changes in
the bandwidth, and the algorithm still failed.

III. SPECTRAL FIT ALGORITHM

The goal of the SF algorithm was the same as that for
the GT algorithm, that is, estimate the scatterer size and total
attenuation from thein vivo backscattered power spectrum.
Unlike the GT algorithm approach for which thein vivo
backscattered power spectrum was assumed to be Gaussian
distributed, there was no such assumption with the SF algo-
rithm. Instead, a single minimization routine was used to fit a
curve to thein vivo backscattered power spectrum, hence its
name. The analysis is similar to the traditional method by
Insanaet al. ~1990!, who fitted the spectrum of the backscat-
tered rf echoes from the region of interest~ROI! to an ap-
propriate reference spectrum. And, unlike the approach by
He and Greenleaf~1986!, who used the entire backscattered
rf echo where tissue heterogeneities along the propagation
path would introduce errors, only the echoes from the ROI
were needed to obtain the estimates of scatterer size and
attenuation. Hence, tissue heterogeneity along the propaga-
tion path would not affect the estimates.

A. Overview of algorithm

The first step in the implementation of the SF algorithm
is to estimate the theoretical value ofE@ uVreflu2# from mea-
sured backscattererd rf echoes. In this work,E@ uVreflu2# was
estimated by averaging the power spectra from 25 rf echoes
in the log domain, that is

E@ uVrefl~ f !u2#'Pscat~ f !5expS 1

25 (
j 51

25

ln~ uVj u2!D . ~11!

The averaging removes the spectral fluctuation that results
from the random scatterer spacing that masks the true value
of E@ uVreflu2#. The averaging was done in the log domain
because it was assumed that the transmitted pulse was con-
volved with the random medium to generate the reflected
spectrum. Hence, the spectral fluctuation from the random
scatterer spacing should be included as a multiplicative ran-
dom impulse train in the frequency domain@i.e., uVrefl( f )u2

5E@ uVreflu2#uNspace( f )u2]. Multiplicative random variations
can be removed by taking the log of the measured signals, so
that the noise becomes additive, and then averaging.

In addition to estimatingE@ uVreflu2#, the SF algorithm
requires a reference spectrum from a known reflector. In this
work, the reference spectrum was obtained using the echo
signal from a plane positioned at the focus. The echo from
the plane was windowed by the same Hamming window
used to window the simulated backscattered signal, and mul-
tiplied by ko

4, yielding

Pref~ f !5ko
4uVinc~v!u2uH~v!u4}ko

4uVplane~v!u2. ~12!

Once Pscat and Pref had been determined, the scatterer
size, aeff , and total attenuation along the propagation path,
ao , were then found by estimating the values ofaeff andao

that minimized the error given by

ASD5mean
f

@~X~ f ,aeff ,ao!2X̄~aeff ,ao!!2#, ~13!

where

X~ f ,aeff ,ao!5 lnS Pscat~ f !

maxf~Pscat~ f !! D
2 lnS Pref~ f !Fg~ f ,aeff!e

24aof zT

maxf~Pref~ f !Fg~ f ,aeff!e
24aof zT!

D ,

~14!
X̄~aeff ,ao!5mean

f
@X~ f ,aeff ,ao!#.

Hence, the algorithm involved directly fitting a modified ref-
erence spectrum to the measured backscattered spectrum
from the tissue region~i.e., spectral fitting!. The fitting pro-
cedure is very similar to that described by Insanaet al.
~1990!, when the attenuation is known. However, as imple-
mented herein, two parameters are estimated instead of only
aeff . Fortunately, Eq.~13! has one minimum, as was con-
firmed by plotting the minimization surface for many differ-
ent cases, so a simple minimization routine can be utilized.

B. Simulation results without electronic noise

The performance of the SF algorithm was also evaluated
by simulations that were designed to test its performance as
a function of attenuation. The same simulated scattered sig-
nals used to test the GT algorithm were used to test the SF
algorithm. Hence, 40 independent estimates of scatterer size
and attenuation were found per case for cases with homoge-
neous half-spaces with attenuation values between 0 and 1
dB/cm-MHz. When fitting the spectra@Eq. ~13!#, the SF al-
gorithm used all spectral values greater than230 dB relative
to the value at the spectral peak. The choice of230 dB for
the limiting bandwidth is somewhat arbitrary; however,
smaller bandwidths would reduce the amount of data avail-
able when performing the fit. The results for an attenuation
of 0.3 dB/cm-MHz for the Hamming window lengths in the
absence of electronic noise are shown in Fig. 2. The error
bars are the same as those defined by Eq.~9! and Eq.~10!.
For the larger window lengths, the algorithm provided a rea-
sonable estimate for scatterer size and total attenuation.
However, as the window length was decreased, both the ac-
curacy and precision degraded. The loss of accuracy was due
to the convolution effects of the windowing function~Akita
and Ueda, 1988!. The loss of precision at smaller window
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lengths was probably due to a reduction in the number of
independent samples in the least-squares fit@Eq. ~13!# due to
a loss in the frequency resolution of the spectrum~Wear
2001!. The degradation with window length was also ob-
served for other attenuation values~Fig. 3!. The precision of
the attenuation estimate, as well as the accuracy and preci-
sion of the scatterer size estimate, degraded with increasing
attenuation. However, the average of all 40 estimates~i.e.,
accuracy! had errors smaller than 20% for the estimate of
scatterer size and errors less than 0.2 dB/MHz for the attenu-
ation estimate for all attenuation values and window lengths
greater than 4 mm. An error of 0.2 dB/MHz translates to an
error of about 20% when estimating the pressure amplitude
at 8 MHz.

C. Electronic noise compensation

Although the accuracy results~Figs. 2 and 3! appear
promising, the SF algorithm still needs to be evaluated in the
presence of electronic system noise because real measure-
ment systems will have noise. The effect of noise is twofold.
First, the noise will reduce the usable bandwidth of the back-
scattered spectrum. The selection of the usable frequency

range in the presence of noise for our work will be discussed
in the next section. The second impact of electronic noise is
a slight broadening of the backscattered spectrum. This
broadening must be compensated before accurate estimates
can be obtained from the noisy waveform.

In order to understand the broadening, assume that the
electronic noise is additive, white, and with zero mean. Then,
the expected spectrum over the set of possible additive noise
for a given scatterer distribution is given by

EN@ uVrefl~ f !1N~ f !u2#5uVrefl~ f !u2ENFU11
N~ f !

Vrefl~ f !
U2G

5uVrefl~ f !u2S 11
EN@ uN~ f !u2#

uVrefl~ f !u2
D .

~15!

The values near the peak ofuVreflu2 are not affected by the
noise while theuVreflu2 values near the edge of the usable
spectrum are increased resulting in a broadening of the spec-
trum.

In order to compensate for the spectral broadening from
the noise, considerPscat( f ) obtained from averaging the
spectra in the log domain in the presence of noise given by

Pscat~ f !5expS 1

25(
i 51

25

lnS uVi~ f !u2S 11
EN@ uN~ f !u2#

uVi~ f !u2
D D D 5Pscat~ f !u idealexpS 1

25(
i 51

25

lnS 11
EN@ uN~ f !u2#

uVi~ f !u2
D D

>Pscat~ f !u idealexpS lnS 11
1

25(
i 51

25
EN@ uN~ f !u2#

uVi~ f !u2
D D >Pscat~ f !u idealexpS lnS 11

EN@ uN~ f !u2#

1

25(
i 51

25

uVi~ f !u2D D
5Pscat~ f !u idealS 11

EN@ uN~ f !u2#

1

25(
i 51

25

uVi~ f !u2D >Pscat~ f !u idealS 11
EN@ uN~ f !u2#

Pscat~ f !u ideal
D , ~16!

FIG. 2. Errors in estimates of~a! scatterer size and~b! total attenuation for
different Hamming window lengths for an attenuation of 0.3 dB/cm-MHz in
the absence of any electronic noise using the spectral fit algorithm.

FIG. 3. Errors in estimates of~a! scatterer size and~b! total attenuation for
different values of attenuation with Hamming window lengths of~I! 2 mm;
~II ! 4 mm; and~III ! 8 mm in the absence of any electronic noise using the
spectral fit algorithm.
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where Pscat( f )u ideal equalsPscat( f ) in the absence of noise.
EN@ uN( f )u2# can be determined for the experimental system
by recording the noise in the absence of a transmitted signal
and then taking the mean value ofuN( f )u2. The effect of
electronic noise can then be reduced by dividingPscat( f ) by
(11EN@ uN( f )u2#/Pscat( f )) before solving for the scatterer
size and attenuation assuming thatPscat( f )u ideal>Pscat( f ).
Compensating for the electronic noise using this term is
similar to the SNR weighting described previously by Oelze
and O’Brien~2002b! only without their accompanying loss
of bandwidth. Comparisons of the accuracy of the estimates
~i.e., average of all 40 estimates! both with and without the
electronic noise compensation are provided in Fig. 4 for
three SNR values~9, 23, and 36 dB! calculated from

SNR5
1

25(
j 51

25 S 10• logS *~gwin~ t !v reflj
~ t !!2dt

*~gwin~ t !vnoise~ t !!2dt
D D , ~17!

wherev reflj
are from each group of 25 rf echoes used in the

estimate before the noise was added, andvnoise is the noise
signal used to obtain the estimate forEN@ uN( f )u2#. The SNR

values in the legend are the average values from all 40 data
sets @Eq. ~17!#. Accurate estimates of both scatterer size
~;10%! and attenuation~;0.15 dB/MHz! were obtained us-
ing the noise compensation for all three levels of electronic
noise, while the estimates without the noise compensation
quickly degraded with increasing noise. Even SNRs as high
as 23 dB had errors of 20% in the scatterer size estimate in
the absence of noise compensation.

D. Simulation results with electronic noise

The effect of electronic noise on the SF algorithm was
evaluated by adding white Gaussian noise of varying levels
to the simulated rf echoes in the time domain. The power of
the random noise signal was set relative to the reference
signal from the rigid plane placed at the focal plane. Also,
one of the randomly generated noise signals in the time do-
main for each noise level was used to calculateEN@ uN( f )u2#
for the noise compensation. In order to not bias the estimates
by using frequencies dominated by noise, the fit used all
frequencies corresponding to signal values satisfying

H 10 logS Pscat~ f !

max; f~Pscat~ f !! D J polynomial
fit

.maxS F230 meanS H 10 logS Pscat~ f !

max; f~Pscat~ f !! D J polynomial
fit

D G D , ~18!

where the spectra were fit by a polynomial of large degree to
reduce the impact of spectral variations on the selected fre-
quency range. The backscattered signal was significantly
oversampled~i.e., sampling frequency of 53 MHz was;4
times the Nyquist frequency!, so that the mean of the spec-
trum would yield a value slightly larger than the level of the
white zero-mean random noise. Therefore, Eq.~18! only se-
lected signal values greater than the noise floor of the sys-
tem. Although the degree of the polynomial is arbitrary, a

value of 50 was used. Other values considered did not have a
significant impact on the final results.

For each noise level and for half-space attenuation val-
ues between 0.05 and 1 dB/cm-MHz, the scatterer size and
total attenuation were estimated for Hamming window
lengths from 1 to 8 mm. The simulation results with half-
space attenuation values of 0.3, 0.6, and 1 dB/cm-MHz are
shown in Figs. 5, 6, and 7, respectively. The vertical error

FIG. 4. Errors in estimates of~a! scatterer size and~b! total attenuation both
~I! with and~II ! without noise compensation for a half-space with an attenu-
ation of 0.05 dB/cm-MHz using the spectral fit algorithm.

FIG. 5. Errors in estimates of~a! scatterer size and~b! total attenuation for
different levels of electronic noise for a half-space attenuation of 0.3 dB/
cm-MHz and Hamming window lengths of~I! 2 mm; ~II ! 4 mm; and~III ! 8
mm using the spectral fit algorithm.
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bars are the same as those given in Eq.~9! and Eq.~10!, and
the horizontal error bars correspond to plus and minus 1
standard deviation of the calculated SNR values from Eq.
~17! from each of the 40 estimates.

The SF algorithm gives reasonably accurate average es-
timates of the scatterer size with errors less than 20% for
SNRs between 6 and 36 dB for half-space attenuation values
between 0.05 and 1 dB/cm-MHz and window lengths greater
than 4 mm. Likewise, the average estimate for the total at-
tenuation had errors less than 0.2 dB/MHz for SNRs between
3 and 36 dB. Unfortunately, the algorithm is not very precise
as can be seen from the large error bars about the average
estimates. As a result, consistently precise estimates~i.e., er-
ror bars ,20% for size estimates and,0.2 dB/MHz for
attenuation estimates! can only be obtained for SNRs better
than 23 dB for half-space attenuation values between 0.05

and 0.3 dB/cm-MHz and better than 28 dB for half-space
attenuation values between 0.4 and 0.6 dB/cm-MHz for the
window length of 8 mm. The higher values of half-space
attenuation never meet this precision limit. Furthermore, the
precision of the smaller window lengths is worse.

IV. DISCUSSION

The performance of two algorithms for estimating the
scatterer size and total attenuation simultaneously from the
same set of backscattered waveforms has been assessed. The
first was the Gaussian transformation algorithm, which
treated the scatterer size and attenuation as two different
Gaussian transformations operating on the Gaussian-
distributed backscattered spectrum. Although the algorithm’s
performance was reasonable for very small attenuation val-
ues, the accuracy of the scatterer size estimate quickly de-
graded with increasing attenuation. The failure was a result
of the algorithm assuming that the bandwidth of the spec-
trum was only affected by the scatterer size, an approxima-
tion that would be true for a purely Gaussian spectrum. How-
ever, the spectrum of a real transducer is also narrowed due
to the attenuation as the spectrum is shifted towards zero
frequency. It is thus concluded that it is unlikely that any
algorithm that makes approximations regarding the shape of
the spectra will yield accurate results when estimating both
the scatterer size and total attenuation from thein vivo back-
scattered power spectrum, even though the approximations
are valid in other applications~Wear, 2002!. Algorithms that
make an assumption about the shape of the spectrum restrict
its applicability by limiting any type of spectral coding that
may be added to improve noise performance. Hence, the
other algorithm considered did not make any assumption
about the spectrum.

The second algorithm investigated was the spectral fit
algorithm. Although the accuracy of the algorithm~i.e., av-
erage value of estimates! was reasonable for SNRs between
6 and 36 dB and half-space attenuation values between 0.05
and 1 dB/cm-MHz for Hamming window lengths greater
than 4 mm, the precision was only reasonable for SNRs be-
tween 23 and 36 dB for half-space attenuation values of 0.05
and 0.3 dB/cm-MHz and SNRs between 28 and 36 dB for
half-space attenuation values from 0.4–0.6 dB/cm-MHz at
window lengths of 8 mm. The precision degraded with in-
creasing noise, decreasing window length, and increasing at-
tenuation. Although the SF algorithm is very similar to the
established method for determining just the scatterer size
when the attenuation is known~Insanaet al., 1990!, the ac-
curacy and precision of the estimates have been degraded by
the need to estimate two parameters instead of just one.

Even though the SF algorithm is not as precise as the
traditional method where the attenuation is known, the
amount of data~i.e., window length and number of rf echoes!
needed to obtain reasonable estimates can be compared to
the amount of data typically used to obtain estimates of the
scatterer size and attenuation independently. The window
length typically used when estimating scatterer size in this
frequency range has varied from 2.5 to 16 mm~Oelzeet al.,
2002!, while Insanaet al. ~1995! obtained consistent results
using a window length of 7.9 mm. Hence, using a window

FIG. 6. Errors in estimates of~a! scatterer size and~b! total attenuation for
different levels of electronic noise for a half-space attenuation of 0.6 dB/
cm-MHz and Hamming window lengths of~I! 2 mm; ~II ! 4 mm; and~III ! 8
mm using the spectral fit algorithm.

FIG. 7. Errors in estimates of~a! scatterer size and~b! total attenuation for
different levels of electronic noise for a half-space attenuation of 1 dB/cm-
MHz and Hamming window lengths of~I! 2 mm; ~II ! 4 mm; and~III ! 8 mm
using the spectral fit algorithm.
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length of 4 to 8 mm is reasonable over this frequency range.
Similarly, a typical number of rf echoes used in the estimate
has been 14~Insanaet al., 1995! and 20~Oelzeet al., 2002!,
on the same order as the 25 echoes used herein. When esti-
mating the attenuation independently, the concept of window
length does not apply because typically a very short window
is used throughout the ROI~Baldewecket al., 1994!. How-
ever, the number of rf echoes required to obtain precise at-
tenuation estimates can still be compared. In the past, 256
echoes have been used when estimating attenuation~Bal-
dewecket al., 1994; D’Astous and Foster, 1986!, consider-
ably more than the 25 echoes used for each estimate herein.
The precision of the SF algorithm would be improved if 256
echoes were used per estimate instead of the 25. We decided
to only use 25 echoes so that the results would be more
comparable to what is currently done in QUS imaging.

Although the precision of the SF algorithm still has chal-
lenges, the robustness of the average estimates~i.e., accu-
racy! allows for improved quantification of the tissue prop-
erties. Consider the estimate of scatterer size for a tumor.
Typically, estimates are obtained throughout the tumor and
then averaged together in order to obtain a final size estimate
for classifying the tumor~Oelzeet al., 2004!. Hence, if the
tumor was large enough to allow for many different esti-
mates to be obtained from the SF algorithm and averaged,
the final estimate would be very close to the true character-
istic size for the tumor and would not be affected by any
intervening tissue layers.

The situation is similar when quantifying acoustic radia-
tion force impulse imaging~Nightingale et al., 2000! or
patient-specific dosimetry~Siddiqi et al., 1992!. In both ap-
plications, the intensity of the ultrasound, obtainable from
the total attenuation, is the only quantity that cannot be esti-
mated using established methods. However, the total attenu-
ation at a particular tissue depth will not normally change
drastically for neighboring tissue regions. Therefore, esti-
mates from the SF algorithm could be averaged from neigh-
boring tissue regions to obtain a more accurate estimate of
the total attenuation. The size of the region over which the
total attenuation estimates could be averaged without biasing
the results is a subject of further study beyond the scope of
this paper. As an added benefit, it may be possible to com-
bine the scatterer size estimate also obtained from the SF
algorithm with acoustic radiation force impulse imaging to
develop a multiparameter, noninvasive diagnostic tool.
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A number of independent studies have reported increased ultrasound bioeffects, such as hemolysis
and hemorrhage, when ultrasound contrast agents are present. To better understand the role of
cavitation in these bioeffects, one- and two-dimensional models have been developed to investigate
the interactions between ultrasonically excited bubbles and model ‘‘cells.’’ First, a simple
one-dimensional model based on the Rayleigh–Plesset equation was developed to estimate upper
bounds for strain, strain rate, and areal expansion of a simulated red blood cell. Then,
two-dimensional boundary element models were developed~with DynaFlow Inc.! to obtain
simulations of asymmetric bubble dynamics in the presence of rigid and deformable spheres. The
deformable spherical ‘‘cell’’ was modeled using Tait’s equation of state for water, with a membrane
approximated by surface tension that increases linearly with areal expansion. The presence of a rigid
or deformable sphere had little effect on the bubble expansion, but caused an asymmetric collapse
and jetting for the conditions considered. Predicted membrane areal expansions were found to be
below critical values for hemolysis reported in the literature for the cases considered near the inertial
cavitation threshold. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1858211#

PACS numbers: 43.80.Gx, 43.35.Ei, 43.35.Wa@FD# Pages: 1440–1447

I. INTRODUCTION

A number of studies have suggested that cavitational
activity may be involved in producing some ultrasound bio-
effects such as hemolysis and hemorrhage~e.g., Chenet al.,
2003; Carstensenet al., 2000; Daleckiet al., 1997; M. W.
Miller et al., 1996!. Bioeffects increase significantly when
bubbles in the form of echo contrast agents such as Albunex®

or Optison® are present~Feril et al., 2003; Kobayashiet al.,
2002; M. W. Miller et al., 2001; Daleckiet al., 1997; D. L.
Miller and Thomas, 1993a; Daleckiet al., 2000; Miller and
Quddus, 2000; Wibleet al., 2003; Miller and Gies, 1998;
2000!. In addition, thresholds of some bioeffects were ob-
served to increase with increasing ultrasonic frequency, con-
sistent with a cavitation mechanism~Braymanet al., 1997;
Daleckiet al., 1997; D. L. Miller and Thomas, 1993b!. How-
ever, classical cavitation theory for spherically symmetric
bubble response cannot explain all observed phenomena
@e.g., the dependence of hemolysis on hematocrit~M. W.
Miller et al., 1996!#, and it is likely that bubbles collapse
asymmetrically when in the proximity of cells or vessel
walls. Therefore, in this paper, models are developed to in-
vestigate the response of a bubble in the vicinity of a deform-
able or rigid sphere to acoustic excitation so that potential
mechanisms of ultrasonically induced hemolysis can be ex-
plored.

An ultrasonically excited bubble in a free field can ex-
pand and collapse violently, creating local pressures of
higher amplitude than the pressures of the excitation field. If
there is a nearby interface, the bubble motion will deviate
from spherically symmetric and a high-speed liquid jet can
be produced. The localized high pressures, strains, strain
rates, streaming, and liquid jetting may all potentially con-
tribute to observed ultrasound-induced bioeffects. To identify
the most probable mechanisms of ultrasonically produced
hemolysis, these ultrasonically generated fields need to be
compared with measurements of red cell fragility.

Red blood cell fragility has been measured over a wide
range of loading conditions from quasistatic to time har-
monic. In quasistatic micropipette experiments, hemolysis
was observed to occur when the cell areal expansion exceeds
approximately 5%~Rand, 1964; Evanset al., 1976!. The cor-
responding critical membrane tension for lysis in the mi-
cropipette experiments was on the order of 10 dyne/cm. In
shear flow experiments, critical values of shear stress for
hemolysis were in the range 103– 105 dyne/cm2; lower val-
ues were obtained from cone-plate or Couette flow viscom-
eter shear flows, while higher values were measured for non-
uniform shear flows created by a liquid jet~Williams, 1973;
Blackshear and Blackshear, 1987; Rooney, 1974!. Critical
shear stress was observed to depend on a number of factors
including exposure time, liquid viscosity, temperature, tonic-
ity, and red blood cell size. An estimate of the critical mem-a!Electronic mail: grace@me.rochester.edu
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brane tension from these shear flow experiments is of the
same order of the magnitude 1–10 dyne/cm as that obtained
from the micropipette experiments. Hemolysis near an ultra-
sonically excited stable hemispherical bubble oscillation or
near an oscillating wire, both at 20 kHz, occurred when the
vibration displacement amplitude exceeded a critical value of
approximately 20mm ~Rooney, 1970; Williamset al., 1970!.
It was hypothesized that the observed lysis was caused by
the steady streaming flows generated near the pulsating ob-
jects. The estimated critical shear stresses were in the same
range as for the steady shear flow experiments.

Much work has been published on spherical bubble be-
havior in ultrasonic fields and on asymmetric expansion and
collapse of laser- or spark-generated bubbles near bound-
aries. However, fewer reports exist on the response of ultra-
sonically excited bubbles near boundaries. For example, Vo-
gel et al. ~1989! and Shimaet al. ~1981! experimentally
observed the effects of distance from a solid planar boundary
on bubble collapse for laser- and spark-generated bubbles,
respectively. Generation of jets directed either toward or
away from the wall, and maximum wall stress was observed
to depend on the separation distance. If the surrounding liq-
uid is assumed to be inviscid, incompressible, and irrota-
tional, the boundary integral method can be used to simulate
the asymmetric bubble response near rigid boundaries~Sato
et al., 1994; Zhanget al., 1994; Krasovitski and Kimmel,
2001; Brujanet al., 2002; Tomitaet al., 2002; and Brujan,
2004!. Tomitaet al. ~2002! reported that the curvature of the
rigid boundary can significantly influence the collapse of a
nearby laser-generated bubble, and predicted higher jet ve-
locities for convex surfaces. For ultrasonically excited
bubbles, the frequency of the ultrasound as well as the dis-
tance to a rigid boundary determine whether a jet will form,
with the influence of the boundary on the bubble motion
weakening with increasing frequency~Satoet al., 1994; Kra-
sovitski and Kimmel, 2001!.

More complicated bubble behavior was observed for
laser-induced cavitation near an elastic boundary~Brujan
et al., 2001a, 2001b!. More recently, the complex interaction
of bubbles and cells exposed to ultrasound has been observed
with high-speed cameras~Wolfrum et al., 2002; and Kudo
et al., 2002!. To the authors’ knowledge, the only numerical
investigation of bubble interaction with simulated cells is
that reported by Chahine~1994!. In that simulation, a liquid
jet directed away from the simulated cell was observed in
most cases.

The goal of the current paper is to further investigate the
interaction between an ultrasonically excited bubble and a
model biological cell. A simple spherically symmetric model
and two-dimensional axisymmetric models for the bubble
dynamics are developed. The models are used to investigate
the interaction of an ultrasonically excited bubble with rigid
and deformable spheres, and to predict the resulting fields in
the liquid. Spherically symmetric results are obtained by us-
ing the Rayleigh–Plesset model because the assumptions of
liquid incompressibility and viscosity are similar to the as-
sumptions used for the two-dimensional boundary element
model. The Rayleigh–Plesset model adequately describes the
expansion and initial collapse phases of the bubble response.

In Sec. II, this simple model is used to determine the strain,
strain rates, and deformation for a spherical ‘‘cell’’ that has
exactly the same material properties as the surrounding liq-
uid. In Sec. III, a two-dimensional boundary element model
is used to investigate the opposite extreme, i.e., bubble re-
sponse and generated fields when the bubble is near arigid
sphere. Finally, in Sec. IV, the two-dimensional boundary
element model is used to explore the bubble response near a
deformablesphere.

II. SIMPLE SPHERICALLY SYMMETRIC BUBBLE
MODEL

In this simple model, the effect of the cell on the bubble
dynamics is neglected. The spherically symmetric response
of a bubble to an acoustic excitation is obtained. The stresses
and strains in the liquid surrounding the bubble provide a
first-order approximation for the stresses and strains that a
cell next to the bubble would experience, if the cell’s prop-
erties are similar to those of the liquid. The mechanical
properties of red blood cells are of the same order of mag-
nitude as the surrounding plasma. For instance, both of them
have almost the same density slightly higher than water
and their compressibilities are close to each other~about
35310212cm2/dyne for red blood cells and 40
310212cm2/dyne for human plasma, Wanget al., 2000!.
Therefore, in this section, this simple spherically symmetric
bubble model is used to estimate the strains and strain rates
in the medium surrounding the bubble. However, in general,
the presence of a cell will affect the bubble response, poten-
tially destroying the spherical symmetry of the bubble re-
sponse. A two-dimensional axisymmetric simulation to in-
vestigate the interaction of a bubble and cell is therefore
discussed in the following sections.

If an acoustically excited bubble is much smaller than
both the acoustic wavelength and the distance to the nearest
boundary, then the pressure gradient in the acoustic field can
be neglected and the bubble response, if stable, can be as-
sumed spherically symmetric. In this case, a variety of mod-
els can be used to obtain the bubble response to an acoustic
excitation~Leighton, 1994!. For the Rayleigh–Plesset model
~Leighton, 1994!, one of the simplest models of spherically
symmetric bubble response, the time dependence of the
bubble radiusR(t) is found by numerically integrating a
nonlinear ordinary differential equation
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wherer is the liquid density,pv the vapor pressure,s the
surface tension of the bubble,m the fluid shear viscosity,G
the ratio of the specific heats of the gas,p0 the initial ambi-
ent pressure, andp` the acoustic pressure at infinity.

The Rayleigh–Plesset model assumes the surrounding
liquid is incompressible, a reasonable assumption during the
relatively slow expansion and initial collapse phases of the
bubble. Once the motion of the bubble surface is obtained
from the Rayleigh–Plesset equation, the motion of the sur-
rounding liquid is defined by the incompressibility assump-
tion. Specifically, when the bubble of original radiusR0 ex-
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pands to a radiusR, a fluid particle originally at a distancer 0

from the bubble center moves radially outward to a position
r given by

r 5@r 0
31~R32R0

3!#1/3. ~2!

To illustrate the effect of bubble motion on the surround-
ing media, the deformation of a circular ring of fluid adjacent
to the bubble was determined from Eq.~2! for various values
of bubble expansion. This ring is a cross section of a sphere
of fluid that represents a virtual cell. Plots for three values of
bubble expansion are given in Fig. 1, forR051.5mm, cell
diameterd055.5mm, and center-to-center distance of 4.5
mm. These dimensions were chosen to approximate the av-
erage Albunex® radius and typical human red blood cell vol-
ume. The spacing~0.25-mm gap! between the bubble and
cell was based on average spacing assuming a 40% hemat-
ocrit and equally spaced spherical cells with a bubble cen-
tered in the interstitial space.

Even though the motion of the fluid is spherically sym-
metric about the origin, the off-center cell next to the bubble
distorts as the bubble expands. Because a sphere has the
minimum surface area for a given volume, the surface area
must increase as the incompressible sphere deforms. A plot
of percent areal expansion as a function of normalized
bubble radius obtained by numerically integrating over the
deformed sphere is given in Fig. 2. The solid curve in Fig. 2
is for the same parameters used for Fig. 1. Note that the
percent areal expansion reaches the critical value for red cell
lysis of ;5% when the bubble radius expands to just over
twice its original value for the bubble-cell spacing shown in

Fig. 1. However, the deformation, and therefore the surface
areal expansion, decreases with distance from the bubble. In
addition, a red blood cell will have a membrane tension that
will resist the deformation. Therefore, these values only rep-
resent upper bounds on the areal expansion. High-speed pho-
tographs of bubble interactions with normal rat kidney fibro-
blast cells indicate that the cell stiffness can significantly
reduce the cell deformation~Wolfrum et al., 2002!. In that
paper, a fibroblast cell was estimated to experience only a
1.2% areal expansion in response to a 2-mm bubble expand-
ing 30 times its original size. In this paper, an axisymmetric
boundary element method will be used in Sec. IV to obtain a
better approximation for the areal expansion and also to pre-
dict the induced membrane tension.

Lokhandwalla and Sturtevant~2001! also developed a
model to predict membrane tension for a cell in a spherically
symmetric, incompressible displacement field generated by
an expanding bubble. They approximated the flow locally by
a purely extensional flow and used a force balance based on
Bernoulli’s equation to estimate membrane tension for a
disk-shaped cell. It is difficult to compare the present results
to their results, however, because they considered a local
field for a cell far from the bubble and the present results are
for a simulated cell in the near field.

The strains and strain rates experienced by the liquid
surrounding an acoustically excited bubble can be estimated
from the bubble radius time curveR(t) predicted from the
Rayleigh–Plesset equation using the incompressibility equa-
tion @Eq. ~2!#. For a spherically symmetric, incompressible
deformation, in spherical coordinates, the nonzero strain
rates at a radial positionr are given byėuu5ėff5ur /r and
ėrr 522ėuu , whereur is the radial velocity component at
that position. For this strain rate tensor, the maximum shear
strain rate is equal to 3/2* ėuu and therefore the maximum
shear stress can be approximated by 3/2* m* ėuu , wherem is
the shear viscosity coefficient. A time derivative of the in-
compressibility condition given by Eq.~2!, results in an ex-
pression for radial velocity given by

ur[ ṙ 5
R2Ṙ

r 2
. ~3!

Therefore, all strains and stresses decrease as 1/r 3 with dis-
tance from the bubble. In terms of the original distancer 0

from the bubble when in equilibrium, this approximation for
the shear stress can be expressed as

FIG. 1. Cross-sectional view of the deformation of a spherical surface mov-
ing with the surrounding incompressible fluid, as a bubble, centered at the
origin, expands fromR051.5mm to ~a! R52.0mm; ~b! 2.5mm; and~c! 3.0
mm. The dashed lines indicate the positions of the original bubble and
sphere~‘‘cell’’ ! with diameter 5.5mm and center at 4.5mm.

FIG. 2. Percent surface areal expansion of the deformed cell plotted versus
normalized bubble radius for an initial gap between the bubble and cell
equal to 0.25mm ~solid!, 0.5 mm ~dashed!, and 1.0mm ~dotted!. The pa-
rameters for the solid curve are the same as those of Fig. 1.
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The maximum shear stress during bubble expansion is
plotted in Fig. 3 as a function ofr 0 for three acoustic pres-
sure amplitudes. Calculations were done using parameters
for an air bubble~specific heat ratioG51.4! in water~density
r51000 kg/m3, viscosity m51023 kg/m•s, vapor pressure
pv52.33103 Pa, and surface tensions50.077 N/m! and a
1-MHz excitation. As shown in Fig. 3, the maximum shear
stress during bubble expansion occurs near the bubble sur-
face and decays rapidly with distance from the bubble.

The Rayleigh–Plesset model predicts that a 1.5-mm air
bubble expands to approximately twice its original radius in
response to a 1-MHz, 0.2-MPa acoustic pressure wave in
water, as shown in Fig. 4. A radial expansion ofR'2R0 is
one criterion that has been used for the onset of inertial cavi-
tation ~Flynn and Church, 1988!. Above the inertial cavita-
tion threshold, the bubble collapses violently, generating lo-
calized pressures orders of magnitude larger than the
acoustic excitation pressure. The following shear stress cal-
culation is for an excitation pressure near the inertial cavita-
tion threshold to determine whether stresses during bubble
expansion are large enough to produce hemolysis.

The maximum tensile strain and shear stress were calcu-
lated for an excitation pressure amplitude of 0.2 MPa for a
particle originally atr 054.5mm. This would represent the
center of a 5.5-mm-diameter cell located 0.25mm from a

bubble with equilibrium radius 1.5mm, as in Fig. 1. During
the bubble expansion phase, the Rayleigh–Plesset model
predicts a maximum tensile strain atr 054.5mm of 0.11 and
maximum shear stress of 580 Pa. This is above the critical
shear stress measured for hemolysis in steady shear flows but
below the critical values measured in nonsteady flows.
Therefore, it is unlikely this shear stress of duration less than
1 ms would cause hemolysis. Because the bubble collapses
rapidly during inertial cavitation, the strain rates and stresses
during the collapse phase will be even greater than those
occurring during the expansion phase, though for a much
shorter time. The Rayleigh–Plesset model predicts a maxi-
mum shear stress of 1700 Pa atr 054.5mm for the collapse
phase. However, this value must be considered only as an
approximation because many of the assumptions of the
Rayleigh–Plesset model are no longer valid during the rapid
inertial collapse of a bubble. Even so, a shear stress of this
magnitude and short duration~,0.1 ms! is unlikely to cause
hemolysis.

III. BUBBLE NEAR A RIGID SPHERE

A two-dimensional axisymmetric boundary element
method was used to investigate the effect of a nearby object,
such as a cell, on a bubble’s response to an acoustic field. In
this section, the effect of a fixed rigid sphere on the pressure
fields created by the bubble’s motion is considered. In the
next section, a more realistic deformable model for the cell is
used to also predict the cell response to the bubble motion.

Here, the interaction of an acoustically excited bubble
with initial radius R051.5mm with a nearby fixed rigid
sphere with diameterd055.5mm was investigated using the
boundary element method~developed with DynaFlow Inc.,
Jessup, MD! to reveal the details of the pressure field during
the bubble expansion and collapse phases. These are the
same dimensions as used in the previous section. As in the
Rayleigh–Plesset model, the fluid is assumed incompressible
and inviscid, and the state of the gas inside the bubble is
assumed spatially uniform. Details of the boundary element
formulation used for bubble dynamics simulations can be
found in Kalumucket al. ~1995!, Chahine and Kalumuck
~1998!. Unless otherwise stated, an acoustic sinusoidal pres-
sure field with amplitude 0.2 MPa and frequency 1 MHz was
imposed at infinity, beginning with the negative phase. The
point on the rigid sphere surface which is the closest to the
bubble will be the point which experiences the highest pres-
sure during bubble collapse. If this point is denoted as the
topmost point@as shown in Fig. 5~b!# thenh is defined as the
distance from the original bubble center to the topmost point.

Figure 5 presents an overall view of the pressure field
around the bubble and the cell for two cases whereh
53.6mm andh54.5mm. The distances were chosen so that
when the bubble reaches its maximum radius during expan-
sion, the minimum distances from bubble boundary to sphere
surface are 0.1 and 1.0mm, respectively. Figures 5~a!, ~c!,
and ~e! are the field pressure distributions forh53.6mm;
Figs. 5~b!, ~d!, and ~f! are forh54.5mm. Figures 5~a! and
~b! show the pressure distribution corresponding to the maxi-
mum bubble wall velocity during expansion; 5~c! and ~d!
correspond to the moment when the bubble reaches the

FIG. 3. Maximum shear stress during expansion as a function of initial
radial positionr 0 for an acoustic pressure of 0.2 MPa~solid!, 0.4 MPa
~dashed!, and 0.6 MPa~dotted!. Results are for a bubble withR051.5mm in
water exposed to a 1-MHz acoustic pressure.

FIG. 4. Bubble radius versus time for an initial bubble radiusR051.5mm
predicted by the Rayleigh–Plesset equation in response to a 1-MHz, 0.2-
MPa acoustic wave. This acoustic pressure is just above the inertial cavita-
tion threshold, and so the bubble expands to approximately twice its original
size and collapses rapidly.
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maximum bubble radius; 5~e! and~f! show the moment of jet
penetration. Jet penetration is defined as the time when the
liquid jet just reaches the far bubble surface and calculations
are terminated.

Figures 5~a! through~d! indicate that during the bubble
expansion phase the presence of the bubble mitigates the
pressure field so the sphere experiences pressure amplitudes
that are lower than the imposed acoustic pressure. However,
upon bubble collapse, Figs. 5~e! and~f! show that the upper
part of the rigid sphere experiences a pressure approximately
2 orders of magnitude higher than the applied acoustic pres-
sure. In addition, these figures show that higher pressures are
produced when the bubble is further from the sphere. At the
moment of jet penetration, the pressure at the topmost point
for h54.5mm is about 10.3 MPa, which is 2.8 times the
pressure at the topmost point forh53.6mm. Coincidently,
the bubble volume forh54.5mm is smaller than the volume
for h53.6mm at the jet penetration, which indicates that for
h54.5mm the bubble contracts more during collapse. From
these results we can hypothesize that the bubble collapse will
be more spherically symmetric for a bubble further from the
sphere, thereby generating a higher pressure inside the
bubble. In addition, the maximum bubble radius is 0.2%
larger for the bubble withh54.5mm, which will also con-
tribute to a more rapid collapse. This is consistent with re-
sults presented in Satoet al. ~1994! that show an even larger

decrease in maximum bubble radius for decreasing separa-
tion between a bubble and an infinite rigid planar boundary.
The bubble shapes during the collapse phase are compared
for the two cases in Fig. 6, illustrating that the bubble col-
lapse is more aspherical and the jet forms earlier forh
53.6mm than for h54.5mm. For comparison, the
Rayleigh–Plesset model for a spherically symmetric bubble
in an infinite liquid predicts peak pressures of 15.2 and 12.2
MPa, respectively, for field points 3.6- and 4.5mm from the
bubble center.

To investigate the influence of the presence of the fixed
rigid sphere on the pressure field, the field pressure obtained
from the Rayleigh–Plesset model is compared to that ob-
tained by using the boundary element method~BEM! for h
54.5mm and h53.6mm ~Fig. 7!. The dashed curve indi-
cates the field pressure for the Rayleigh–Plesset model and
the solid curve represents the field pressure at the topmost
point on the sphere forh54.5mm. During the bubble ex-
pansion and initial collapse phases, the pressures differ by
less than 0.005 MPa. Even forh53.6mm, as indicated by

FIG. 6. Bubble shape comparison forh53.6mm ~upper row! and h
54.5mm ~lower row! with time labeled at the bottom for a bubble near a
rigid sphere.

FIG. 5. Field pressure contours forh
53.6mm @panels~a!, ~c!, ~e!# and h
54.5mm @panels ~b!, ~d!, ~f!# pre-
dicted using BEM model.h is the dis-
tance from the original bubble center
to the topmost point of the rigid
sphere. The fixed rigid sphere is the
sphere near the bottom of each figure.
Panels~a! and ~b! show the pressure
distribution corresponding to the
maximum bubble wall velocity during
expansion;~c! and ~d! correspond to
the moment when the bubble reaches
its maximum radius;~e! and ~f! show
the moment of jet penetration~the
time when the water jet from the upper
side of the bubble touches the lower
side of the bubble!.

FIG. 7. Comparisons of field pressure versus time during bubble expansion.
The dashed line is given by the Rayleigh–Plesset model forh54.5mm and
the dash-dotted line forh53.6mm; the solid line forh54.5mm and the
dotted line forh53.6mm are given by the BEM model at the topmost point
of a fixed rigid sphere with diameterd055.5mm.
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the dotted and the dash-dotted curves, the maximum pressure
difference is less than 0.05 MPa during this time range. So,
even if the original distance between the bubble and the
sphere is small such that the bubble almost touches the
sphere when the bubble reaches its maximum radius, the
influence of the rigid sphere on the bubble expansion phase
is small.

IV. BUBBLE NEAR A DEFORMABLE SPHERE

In this section, a model is developed using the boundary
element method to investigate the interaction of an acousti-
cally excited bubble with a nearby movable and deformable
sphere. The interior of the sphere is governed by the Tait’s
equation of state for water

P5A~r/r0!m2B, ~5!

whereP andr are the time-varying pressure and density of
the liquid, respectively, andr0 is the equilibrium liquid den-
sity. The constants used here areA5300.1 MPa, B
5300.0 MPa,m57, andr051000 kg/m3.

The elasticity of the cell membrane is approximated us-
ing a surface tension that increases linearly with the areal
expansion. The surface tensionT was calculated from the
equation

T5K
DA

A0
, ~6!

where A0 is the original surface area of the cell,DA the
current surface area minus the original surface area of the
cell, andK the areal expansion modulus. In the simulations,
K50.5 N/m was used, based on the measured value for the
red blood cell membrane areal expansion modulus at room
temperature of K50.45 N/m6about 15 to 20 percent
@Waugh and Evans~1979!; Hochmuth~1987!#. The assump-
tions described previously for the surrounding liquid and
bubble are also used in these simulations.

The deformability and mobility of the cell influence not
only the pressure distribution but also bubble shape and jet
formation. First, as a comparison, the pressure distribution
around the cell at jet penetration is given in Fig. 8 for the
caseh54.5mm. The pressure distributions when the bubble
reaches its maximum bubble wall velocity and maximum
bubble radius are not given because they are not significantly
different from those for the rigid sphere case. A pressure
value of 2.3 MPa at the topmost point of the cell is predicted
at jet penetration, which is approximately 22% of the pres-
sure near the top of the rigid sphere~about 10.3 MPa!. For
the caseh53.6mm, the pressure near the top of the cell at

jet penetration is about 2.1 MPa, approximately 57% of the
pressure for the case of rigid sphere at the same distance
~about 3.7 MPa!. So, during bubble collapse, the movable
and deformable sphere experienced a peak pressure less than
60% of the peak pressure experienced by a fixed rigid
sphere.

The jet was directed toward the deformable sphere for
h54.5mm, but away from it forh53.6mm, as shown in
Fig. 9. As mentioned in Sec. I, Chahine~1994! also predicted
jet formation away from a deformable spherical globule.
However, the model he used for the deformable sphere was
much less stiff, governed by the gas-state equation with poly-
tropic constantk510, with a constant surface tension, either
equal to 0.77 N/m or a much larger value of 104 N/m. There-
fore, in his model the globule acted similar to a pressure
release surface. In addition, Fig. 9 indicates that the collapse
of a bubble farther from the deformable sphere will be more
spherical than the collapse of a bubble closer to the sphere
for a longer period of time.

To show the influence of the distance between a bubble
and a deformable sphere on the response of the sphere, the
sphere’s areal expansion versus time is plotted in Fig. 10 for
h54.5mm andh53.6mm. Even forh53.6mm, the maxi-
mum cell areal expansion is only 0.007% and 0.022% during
the bubble expansion and collapse phases, respectively.
These values are well below the threshold for cell damage
~on the order of 5%!. The spherically symmetric model, de-
veloped as an upper bound for the deformation, significantly
overestimates the resulting areal expansion. Forh
53.6mm, the simple spherically symmetric model predicts
an areal expansion of 0.28% whenR/R052. This is 40 times
the value obtained using the BEM model of a bubble near a
deformable sphere for the acoustic pressure amplitude 0.2
MPa. In the two-dimensional model, the bubble can move
away from the cell and fluid can flow from between the
bubble and cell. Both of these effects will tend to reduce the
cell deformation and thus the areal expansion.

FIG. 8. Field pressure contour forh54.5mm at the time of jet penetration
predicted using BEM model.

FIG. 9. Bubble shape comparison forh53.6mm ~upper row! and h
54.5mm ~lower row! with time labeled at the bottom for a bubble near a
deformable sphere.

FIG. 10. Cell areal expansion~%! for two different distances. The solid line
is for h53.6mm; the dashed line is forh54.5mm.
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The results presented in this paper consider only the
bubble expansion and collapse up until the jet reaches the far
side of the bubble. Results indicate it is unlikely that bubble
expansion could cause hemolysis at the cavitation threshold,
but could potentially cause sufficient cell deformation to
cause hemolysis at higher acoustic pressures. It is important
to extend this analysis to the final collapse phase, e.g., to
determine the fluid field after jet penetration, to more fully
understand mechanisms of ultrasound-induced hemolysis. In
addition, the effects of cell shapes, multiple cells, and media
viscosity, viscoelelasticity, and compressibility will be con-
sidered in a future publication.

V. SUMMARY

Three models have been developed to explore the inter-
action of an acoustically driven bubble with a simulated bio-
logical cell. The simplest model assumes spherically sym-
metric bubble motion, neglecting the effect of the cell on the
bubble, and can be used to predict upper bounds on the areal
expansion, strains, and stresses for a cell near an expanding
bubble. An axisymmetric boundary element model of an
acoustically excited bubble near a rigid sphere indicates that
the presence of the sphere on the bubble expansion is small,
but may cause an asymmetric collapse that leads to jetting.
Finally, a model for a deformable sphere was developed
within the boundary element code. The interior of the cell
was modeled using Tait’s equation of state for water, and the
elasticity of the cell membrane was represented by a surface
tension that increased linearly with areal expansion. This
model can be used to predict the pressure and velocity fields
around simulated cells and areal expansion of their mem-
branes. The predicted areal expansion during bubble expan-
sion in response to a 1-MHz, 0.2-MPa ultrasonic wave was
well below the threshold for cell lysis for the bubble to cell
separations considered.
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Medical ultrasound scanners use high-energy pulses to probe the human body. The radiation force
resulting from the impact of such pulses on an object can vibrate the object, producing a localized
high-intensity sound in the audible range. Here, a theoretical model for the audio sound generated
by ultrasound scanners is presented. This model describes the temporal and spectral characteristics
of the sound. It has been shown that the sound has rich frequency components at the pulse repetition
frequency and its harmonics. Experiments have been conducted in a water tank to measure the
sound generated by a clinical ultrasound scanner in various operational modes. Results are in
general agreement with the theory. It is shown that a typical ultrasound scanner with a typical
spatial-peak pulse-average intensity value at 2 MHz may generate a localized sound-pressure level
close to 100 dB relative to 20mPa in the audible (,20 kHz) range under laboratory conditions.
These findings suggest that fetuses may become exposed to a high-intensity audio sound during
maternal ultrasound examinations. Therefore, contrary to common beliefs, ultrasound may not be
considered a passive tool in fetal imaging. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Ultrasonography is virtually the only imaging method
used today to monitor the fetus. Obstetricians use ultrasound
scanners to monitor fetal activities and to conduct clinical
tests for assessing fetal health~Manning, 1995!. Some inva-
sive procedures on the fetus are also performed under ultra-
sound monitoring~Berkowitz et al., 1986; de Crespingy
et al., 1985!. Ultrasound imaging devices are used frequently
by numerous investigators to monitor fetal response in vari-
ous types of stimulations, including acoustic signals~Quer-
leu et al., 1981; Birnholz and Benacerraf, 1983!. The com-
mon assumption in all these applications is that ultrasound
imaging is a ‘‘quiet’’ and nonstimulating monitoring method.
Auditory effects of ultrasound have been investigated by sev-
eral researchers. Electrical response to pulsed ultrasound in
the cat auditory system has been demonstrated~Foster and
Wiederhold, 1978!. Human sensing of modulated or pulsed
ultrasound applied to the middle ear has been studied by
Gavrilov ~1984a, 1984b!, and a threshold for sensation of
sinusoidally modulated ultrasound versus modulation fre-
quency has been determined~Tsirulnikov et al., 1988!. The
possibility of hearing pulsed ultrasound by bone conduction
based on the acoustic radiation force has been considered
~NCRP, 2002!. There have been some indications that ultra-
sound may generate audible sound in the uterus~Arulkuma-
ran et al., 1991!; however, it has been thought that such
sound is not significant~Arulkumaran et al., 1996!. Fetal
stimulation by ultrasound has been reported in the literature
~Fatemiet al., 2001; Saeianet al., 1995!. Such stimulation
has been attributed to the sound generated by pulsed ultra-

sound~Fatemiet al., 2001!. The goal of this study is to in-
vestigate the audio sound generated by obstetric ultrasound
scanners in terms of its spatial distribution, spectral compo-
sition, and relative intensities in various operational modes.
In the following sections we present a theoretical model for
the sound generated by pulsed ultrasound. In addition, we
present the results of experiments demonstrating the sound
generated by two clinical ultrasound-imaging systems in a
water tank.

II. THEORY

Here, we briefly describe the radiation force phenom-
enon. When an acoustic wave is absorbed or reflected by an
object, causing a change in the acoustic energy density, a
steady force is exerted in the direction of the beam on that
object. For normal incidence beams, the radiation force is
given by ~Westervelt, 1951; Beyer, 1978; Torr, 1984!

F5~11R!W/c, ~1!

whereW, c, andR are the total incident power on the object,
speed of sound, and the power reflection coefficient of the
object, respectively. (R50 corresponds to a perfectly ab-
sorbing object!. The force decreases for incidence angle less
than 90 deg. When an ultrasound pulse impinges on an ob-
ject, a radiation force is momentarily exerted on the object.
Repeated pulse transmission produces an oscillating force on
the object, causing vibrations at the pulse repetition fre-
quency~PRF!. This vibration is caused by direct conversion
of ultrasound energy to low-frequency sound in the object.

Equation ~1! describes the radiation force of an ultra-
sound beam. The radiation pressure or the stress,prad, on a
target is related to the spatial averaged intensity (I ) bya!Electronic mail: fatemi.mostafa@mayo.edu
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prad5~11R!I /c. ~2!

The spatial-averaged intensity for a single ultrasound pulse,
or more conventionally, the spatial-average-pulse-average in-
tensity (I SAPA) depends on the beam shape. This is a param-
eter of the ultrasound probe, and can be written approxi-
mately in terms of the spatial-peak pulse-average intensity
(I SPPA), asI SAPA50.5(I SPPA) ~Harris, 1985!. The peak radia-
tion pressure (Pp) produced during each incident pulse on an
object being exposed to the ultrasound beam can be written
as

Pp50.5~11R!~ I SPPA!/c. ~3!

This pressure pulse is generated only during each pulse pe-
riod ~t!.

Let x(t) be one such pressure pulse@Fig. 1~a!#. @In this
notation,x(t) is proportional to the envelope of the instanta-
neous intensity of the ultrasound pulse waveform.# The du-
ration and peak of this pulse aret andPp , respectively. The
radiation pressure waveform on the object,s(t), is com-
prised of a series of pressure pulsesx(t) repeated at the pulse
repetition frequencyf 0

s~ t !5(
m

x~ t2mT!, ~4!

wherem is an integer andT51/f 0 , as shown in Fig. 1~a!.
The frequency spectrum ofs(t), denoted asS( f ), is com-
prised of a series of components, represented by a series of
Dirac delta functions at frequenciesn f0 , n50, 61, 62,... ,
as seen in Fig. 1~b!

S~ f !5(
n

X~ f !d~ f 2n f0!, ~5!

where X( f ) is the Fourier transform ofx(t) ~Goodman,
1968!. The value of the first component atf 50 is the hydro-
static radiation pressure, and is denoted byP0 . If we ap-
proximate x(t) as a narrow rectangular pulse, thenP0

5t f 0Pp . In practice,t!1/f 0 ; hence, we may approximate
x(t) by an impulseP0d(t). In such case,X( f )5P0 is con-
stant for all frequencies; hence,S( f ) may be written as

S~ f !5P0 (
n

d~ f 2n f0!. ~6!

The audio portion of this signal is comprised of those
components that fall within the audible range, i.e., 0,n f0

<20 kHz. Assuming the number of such component pairs is
N, the time-domain representation of the audio signal,sa(t),
is determined by taking the inverse Fourier transform of
theseN component pairs

sa~ t !52P0 (
n51

N

cos~2pn f0t !. ~7!

The root-mean-square~rms! value of this portion of the
signal,Prms, can be written as

Prms5P0A2N. ~8!

As an example, we calculatePrms for a clinical ultrasound
scanner~Acuson 128XP, Acuson Corp., Mountain View,
CA!. The parameters of this ultrasound scanner and its probe
are as follows:I SPPA5273 W/cm2 for water~according to the
manufacturer’s manual!, t>1 ms, f 054 kHz. Hence, for a
perfectly absorbing object~i.e., R50), P052.84 Pa. Given
the value off 0 , we haveN55, and finallyPrms58.98 Pa,
which corresponds to 113 dB relative to 20mPa.1 For a per-
fectly reflecting object,Prms would be 6 dB higher.

It should be noted thatPrms represents the stress field
exerted on the object by the ultrasound beam. This field is
generated because the object changes the energy density of
the impinging ultrasound through such mechanisms as re-
flection, absorption, or nonlinearity. The radiation stress
would not be present without such changes in the energy
density; therefore, it is object dependent. The radiation stress
can vibrate the object and cause it to radiate a secondary
acoustic field~acoustic emission! in the surrounding me-
dium. The spatial distribution and the intensity of the acous-
tic emission field depend on the characteristics of the object
and the medium. This is analogous to the sound generated in
air by the vibration of a speaker membrane. The main objec-
tive in this paper is to investigate the stress field on the
object, not the acoustic emission in the medium. We may
interpret this stress field as a localized sound field, and we
call it the ‘‘ultrasound-generated sound’’~UGS!. ~In analogy
with the speaker, we are interested in the sound pressure on
the speaker membrane, not the sound in air.!

III. EXPERIMENTS

The following experiments were designed to measure
the audio range (;15 Hz to 20 kHz! sound generated by the
ultrasound scanner in a water tank 28 cm high, 48 cm wide,
and 98 cm long. Considering the boundary conditions~walls
and the water surface!, the primary resonance frequencies of
the water tank in height, width, and length are 1339, 1562,
and 765 Hz, respectively. The experiment setup is shown in
Fig. 2. In the first experiment, the ultrasound probe~model
V2! of a clinical ultrasound scanner~Acuson 128XP! was
secured in the vertical position with its tip slightly immersed
in the water. The ultrasound system was tested in B mode,
combined B mode, and cw Doppler, pulse Doppler, color

FIG. 1. ~a! The radiation pressure pulse train on an object.~b! Frequency
spectrum of the waveform in~a!. Frequency components occur at the pulse
repetition rate and its harmonics.
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Doppler, and M mode. The pulse repetition rate ranged be-
tween 2 to 5 kHz. In the B mode setting, the pulse repetition
frequency was 4 kHz, and the spatial-peak pulse-average in-
tensityI SPPAwas 273 W/cm2, which corresponded to the val-
ues used in the theory.

The ultrasound beam of the probe was projected on an
audio hydrophone~ITC model 6080C!. This hydrophone acts
as an almost-perfect absorber. The power reflection of this
hydrophone, measured independently by ultrasound pulse–
echo method, isR50.09. This hydrophone is approximately
cylindrical with a diameter and length of 50 and 200 mm,
respectively. The actual bandwidth of this hydrophone is
about 100 kHz, but it is calibrated from 15 Hz to 55 kHz by
the manufacturer, and its sensitivity in this range is2155 dB
relative to 1 volt/mPa. The hydrophone includes a piezoelec-
tric element that converts acoustic pressure to electrical sig-
nal, and a preamplifier to improve the signal-to-noise ratio.
The radiation force of ultrasound on the hydrophone pro-
duced a localized sound that was measured by this hydro-
phone. The hydrophone signal was digitized at the rate of 1
MHz. The sound data were recorded in blocks of 40 000
samples for each experiment. To prevent the reflection of the
ultrasound beam by the tank, a sheet of ultrasonic absorber
was placed on the bottom of the tank. To measure the sound,
the hydrophone was positioned horizontally, as shown in Fig.
2. The ultrasound probe was oriented to scan along the hy-
drophone’s length. The vertical distance from the probe sur-
face to the top surface of the hydrophone was 3.5 cm. The
transmit focus of the probe was set at 4 cm and the depth
control was set at 14 cm.

The second experiment was designed similarly to the
first experiment except for the use of a different ultrasound
scanner. The reason for this experiment was to demonstrate
that sound generation phenomenon was not limited to a par-
ticular ultrasound scanner. However, because there are many
differences in the design of these two scanners, it may not be
fair to compare the results of experiments on one scanner
with those of the other scanner in every aspect. In this ex-
periment, a Toshiba ultrasound system, model SSA-250A,
was used in a setting similar to Fig. 2. The experiment was
conducted first with a 3.75-MHz curved-array probe and then
with a 5.75-MHz curved-array probe. Scanner view depth
was set at 15 cm, and the focus at 5.1 cm for the 3.75-MHz
probe and 4.6 cm for the 5.75-MHz probe.

In the above experiments, the hydrophone received a
localized radiation pressure~stress! field, as well as a sec-
ondary, and probably small, acoustic field that was generated
in the surrounding water as a result of hydrophone vibra-
tions. For this reason, the hydrophone signal in these experi-
ments represents what we may call the ‘‘effective sound,’’
which is the combined result of vibrations due to the radia-
tion force and the acoustic pressure in water.

IV. RESULTS

The sound measurement data are presented in two
forms: wideband~received signal at its full bandwidth! and
audio band~received signal filtered by a digital low-pass
filter with 20-kHz cutoff frequency!. In the first experiment
~using the Acuson scanner!, UGS signal is recorded at dif-
ferent operational modes of the scanner. Plots of the wide-
band sound and its spectrum are presented in Figs. 3~a! and
~b!, respectively. The silent region within the signal corre-
sponds to the interframe interval. The frame rate was 35 per
second. Uneven pressure amplitude during a frame is be-
cause of the change in the distance and the angle of beam
incidence, which, in turn, changes the magnitude of radiation
force on the hydrophone~Beyer, 1978!. The frequency spec-
trum plot in Fig. 3~b! shows that the fundamental component
of UGS is at 4 kHz, which corresponds to the pulse repeti-
tion rate of the scanner at the settings used for this experi-
ment. The spectrum is rich in harmonics, which are present
up to 100 kHz. Note that the frequency response of the hy-
drophone starts to attenuate the signal after about 55 kHz.
The rms value of the wideband sound is found to be 19.35 Pa
corresponding to 119.7 dB~relative to 20mPa!. The peak
instantaneous sound level is 81.48 Pa~132.2 dB!. To obtain
the audio band portion of the sound, a digital low-pass filter
with the cutoff frequency equal to 20 kHz is employed. The
expanded version of the audio waveform is shown in Fig.
3~c!. The rms value of this signal is 1.9 Pa~99.7 dB!. Figure
3~d! shows the frequency spectrum of the audio band sound.

The ultrasound scanner produced different levels of
sound at different operational modes. A list of the average
and peak values of the wideband and audio range sound is
presented in Table I. The continuous wave~cw! Doppler
mode is not included because a cw ultrasound beam can only
produce a static radiation pressure, which is not audible.
Simultaneous B mode and cw Doppler is indicated by B/cw
Doppler. The ultrasound power values in the case of com-
bined pulse Doppler and B mode~where the B mode image
and Doppler information can be seen simultaneously on the
screen! are similar to those of pulse Doppler mode.

The results of the second experiment for the Toshiba
scanner, with 3.75-MHz and 5.75-KHz probes, are presented
in Fig. 4 and Tables II and III. As in the previous experiment,
the sound levels are given for both the wideband and audible
frequency spectra.

V. DISCUSSION

The theoretical results presented in this paper predict
that the ultrasound beam from a clinical scanner can produce
significant audio range radiation pressure on an object lo-

FIG. 2. Experimental setup for measuring the sound generated by the ultra-
sound beam of a clinical scanner on a hydrophone. The system includes a
clinical ultrasound scanner with an array probe. The probe is slightly im-
mersed in the water tank, projecting the ultrasound beam on the audio hy-
drophone. The sheet of ultrasound absorber is placed on the tank bottom to
prevent possible reflections. Hydrophone output is bandpass filtered, then
digitized and stored in the computer.
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cated at the beam focal point. They also indicate that the
frequency spectrum of this radiation pressure is composed of
a main component at the PRF and a number of harmonics.

The experimental results demonstrate that the spectrum
of the measured sound is in agreement with the theory. The
effective sound measured in the experiment depends on the

scanner type and mode settings. In B mode, the sound level
measured in the experiment was 99.7 dB versus 113 dB in
the theory. It appears that the color Doppler and pulse Dop-
pler modes produce the highest average power values, which
may be due to increased transmitted power levels at these
modes. In the case of the Acuson scanner, Table I indicates
that the B/cw Doppler mode has the lowest average power
values in either the wideband or audio band cases. Compar-
ing the results presented Tables II and III for the Toshiba
scanner, the 5.75-MHz transducer appears to generate lower
sound values than the 3.75-MHz transducer. This may be
attributed to a change in the ultrasound output power of the
transducer. The experimental results presented in Tables I, II,
and III confirm that a clinical ultrasound scanner can produce
significant sound on a hydrophone~80–100 dB! in the au-
dible frequency range.

It should be noted that the experimental setup has some
differences with the ideal conditions assumed in the theory.

FIG. 3. Ultrasound-generated sound
produced by Acuson 128XP scanner
with a V2 probe on the hydrophone in
water: ~a! wideband ~0–100-kHz!
sound waveform;~b! power spectrum
of the signal in ~a!; ~c! audio band
waveform; ~d! audio band frequency
spectrum corresponding to~c!.

TABLE I. Ultrasound generated sound level~in dB relative to 20mPa! at
different imaging modes~Acuson 128XP scanner!.

Wideband (f <100 kHz)

Mode Average~rms! Peak
Audio band (f <20 kHz)

Average~rms!

B mode 119.7 132.2 99.7
B/cw Doppler 113.1 131.8 93.9
Pulse Doppler 119.6 131.9 98.7
Color Doppler 124.3 136.4 98.4
M mode 118.5 131.4 99.7
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Thus, the theoretical and experimental results are not ex-
pected to match exactly. Our theoretical model assumes that
ultrasound pulses are a series of idealized impulses, and
hence, predicts the frequency spectrum to be in the form of
equal-amplitude components atf 0 and its harmonics. In
practice, however, ultrasound pulses have finite duration;
therefore, the spectrum has variations in its amplitude as il-
lustrated in Fig. 1~b!. The spectrum of the sound generated
by ultrasound scanners has a principal component at the PRF
of the imaging system. The PRF values depend on the depth
setting on the system. The PRF of the Acuson imaging sys-
tem used in our experiment ranges approximately from 2 to 5

kHz for the depth setting from 24 to 4 cm, respectively. The
spectrum presented in Fig. 3 is calculated from a portion of
the signal within one frame. If the time window of the signal
were chosen to be several times the frame duration, then a
lower-frequency component at the frame rate of the system,
which in this case is 35 Hz, would also appear in the spec-
trum. Modern ultrasound scanners include features that can
produce complicated simultaneous image and Doppler dis-
play ~for example, combined pulse Doppler and B mode!.
The ultrasound signal in these cases becomes more complex
and additional low-frequency components can appear in the
ultrasound-generated sound.

FIG. 4. Ultrasound-generated sound produced by
Toshiba SSA-250A scanner with a 3.75-MHz phased-
array probe on the hydrophone in water:~a! wideband
~0–100-kHz! sound waveform;~b! power spectrum of
the signal in~a!; ~c! power spectrum in the audio band;
~c! audio band waveform;~d! audio band frequency
spectrum corresponding to~c!.

TABLE II. Ultrasound generated sound level~in dB relative to 20mPa! at
different imaging modes~Toshiba SSA-250A scanner, 3.75-MHz probe!.

Wideband (f <100 kHz)

Mode Average~rms! Peak
Audio band (f <20 kHz)

Average~rms!

B mode 104.1 120.5 87.3
B/cw Doppler 104.1 119.7 87.6
Pulse Doppler 117.9 131.1 99.7
Color Doppler 116.3 133.6 98.3
M mode 116.6 129.9 98.9

TABLE III. Ultrasound generated sound level~in dB relative to 20mPa! at
different imaging modes~Toshiba SSA-250A scanner, 5.75-MHz probe!.

Wideband (f <100 kHz)

Mode Average~rms! Peak
Audio band (f <20 kHz)

Average~rms!

B mode 100.3 113.3 83.9
B/cw Doppler 100.3 113.4 83.8
Pulse Doppler 109.5 121.4 94.9
Color Doppler 110.8 124.4 95.2
M mode 107.7 119.4 92.4
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In the experiments we assumed that the measured sound
was caused only by the vibration of the object in response to
the radiation force of the impinging ultrasound. This assump-
tion may not always be true. In fact, the ultrasound probe of
the scanner vibrates at audio frequencies when activated in
normal imaging mode. Here, we discuss possible sound
emission from ultrasound probes. To investigate this possi-
bility, we used Acuson model XP128P ultrasound scanner
with a 2-MHz type V2 phased array probe and set the scan-
ner at B mode operation. We held the probe in air and placed
a hydrophone in contact with one side of the plastic case of
the probe without touching the front face~piezoelectric array
side!. To ensure acoustic coupling, we applied some acoustic
gel between the hydrophone and probe case. We recorded the
hydrophone’s output and subsequently filtered it using a 20-
kHz low-pass filter. The resulting signal is shown in Fig.
5~a!. The frequency spectrum of probe case vibrations,
shown in Fig. 5~b!, indicates energy concentration at the PRF
~about 3 kHz at this setting! and its harmonics. We observed
similar vibrations on all surfaces of the probe, including the
active array side of the probe. This experiment shows that
the probe body is a source of audio range vibrations that
potentially can generate a sound in patient’s body. However,
we can show that the sound generated by the probe case is
not significant compared to the sound generated directly on
an object by the radiation force of the impinging ultrasound.
To show this we conducted the following experiment. We
measured the audio range sound generated by the ultrasound
beam of the scanner~Acuson! using a small hydrophone. The
scanner was set at B mode, depth of view of 22 cm, frame
rate523/s, and PRF52.9 kHz. The ultrasound probe was
secured in the vertical position with its tip slightly immersed
in the water. We measured the sound with a wideband hydro-
phone~Bruel & Kjaer 8103!. The frequency bandwidth of
this hydrophone is from 0.1 Hz to 180 kHz. The hydrophone
is shaped like a cylinder (diameter59.5 mm, length
515.8 mm). The hydrophone was positioned at 19 cm below
the probe, with its long axis perpendicular to the scan plane
of the ultrasound probe. Thus, as the ultrasound beam
scanned a frame from side to side, the time that it spent to
pass over the diameter of the hydrophone was only a small
portion of the frame period. We used a 20-kHz low-pass
digital filter to obtain the audio band portion of the hydro-
phone signal. The resulting waveform is shown in Fig. 6.
This figure shows that the audio signal is significant only
when the ultrasound beam is impinging on the hydrophone.
As demonstrated before, the entire probe case vibrates and
produces a sound in the medium. Considering that the probe
vibrates during the entire frame period, the absence of an

appreciable audio sound during the time when the ultrasound
beam is off the hydrophone indicates that the sound resulting
from probe vibration is not significant compared to the sound
generated by the radiation force of impinging ultrasound.

The reader may be naturally intrigued to compare the
ultrasound-induced sound level to the sound from a common
sound source. In this paper, we mentioned that the sound
generated through the radiation force mechanism at the focal
point of an ultrasound beam might reach to 100 dB or higher.
This sound level is high enough that we may compare it to
what one may hear in a busy street or a concert hall. Such
comparison immediately leads us to some questions, for ex-
ample, ‘‘if the ultrasound-generated sound is this high, why
can’t the patient or the physician hear it during an ultrasound
exam?’’ To answer this question, we need to realize that the
pressure field produced by the radiation force of ultrasound
is nonuniform, i.e., the radiation pressure of the ultrasound
beam is concentrated at its focal point, and therefore we may
model it as a dipole point source. The resulting pressure field
propagates at every direction and decays due to diffraction
~the so-called 1/r rule, wherer is the radius from the point
source! and attenuation by the medium. If the pressure value
at the point source is finite, the field in the surrounding me-
dium tends to diminish fast as the distance increases. This
indicates that the high sound-pressure value~around 100 dB!
that we estimated at the focal point of the ultrasound beam
vanishes rapidly away from the focal point and hence will
not be heard as a 100-dB sound in the surrounding medium.
Another reason why the patient or the physician may not
hear the sound produced by ultrasound radiation pressure is
the loss of sound intensity at tissue–air interfaces. Due to
huge impedance differences, the sound generated inside the
human body is mostly reflected at such interfaces. As an
illustrative example, consider the focal region of the ultra-
sound beam as a point~small sphere! source 1 mm in diam-
eter, located 30 mm from the skin. Sound attenuation due to
the 1/r rule amounts to 36 dB. The transmission coefficient
of the sound from soft tissue to air is about265 dB~Enderle

FIG. 5. ~a! Probe case vibration waveform.~b! frequency spectrum of~a!.

FIG. 6. Ultrasound-generated sound recorded by a small hydrophone in
water. Period of the sector covered during a frame is shown by the long
arrow. High-amplitude signals appear only when the ultrasound beam im-
pinges on the hydrophone as indicated by small arrows.
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et al., 2000!. Therefore, any sound generated at the focal
region will be attenuated by 101 dB, making it impossible to
be heard by persons near the patient.

In this paper, we did not elaborate on how the
ultrasound-generated sound field propagates away from the
focal point of ultrasound. That is because the local effects of
such sound field may be more important than its effect on
surroundings. For instance, the sound generated by ultra-
sound may have significant implications if the beam is di-
rected toward the fetal hearing structures. In particular, ultra-
sound can exert a stronger radiation force on ossified middle-
ear bones because they strongly reflect the impinging
ultrasound. The resulting sound could be conducted to the
cochlea efficiently~Fatemi, 2001!. The hydrophone we used
in the experiment was approximately a perfect absorber. The
power reflection coefficient at bone-soft tissue interface is
about 0.4~McDicken, 1991!. Hence, according to Eq.~2!,
the radiation pressure on the bone should be a factor of 1.4
~equivalent to 3 dB! higher than the value on a perfect ab-
sorber. Tissue attenuation is another factor to be considered
when calculating the sound level in human body.2 Another
source of UGS is the interaction of ultrasound with attenuat-
ing soft tissue. The radiation force resulting from this inter-
action generates a sound in the soft tissue. The resulting
sound is generated along the beam path and propagates
through the body. However, this component is not expected
to play a major role in fetal stimulation, as the fetal cochlea
is not very sensitive to the sound traveling through body
~Fatemi, 2001!. Our experimental setup, where we recorded
the effective sound produced by ultrasound on a hydrophone,
to some extent approximates fetal hearing of the sound gen-
erated by ultrasound. However, it should be noted that the
sound perceived by a fetus might vary because of the com-
plexity and varieties of the pathways that transmit the sound
to the fetal auditory system. One may also wonder what UGS
sounds like. Hydrophone signals, which we recorded in our
experiments, sounded like the noise from a road construction
jackhammer. Multiple tones, including low frequencies
~frame scanning rate!, mid frequencies~pulse repetition fre-
quency!, and high frequencies~harmonics! were discernible
in a rattling composition.

Finally, findings in this investigation suggest that, con-
trary to common assumption, ultrasound scanners cannot be
considered as passive monitoring devices for fetal imaging.
We should emphasize that the sound generated by ultrasound
scanners is probably the source of fetal stimulation during
clinical ultrasound examinations, as predicted in Fatemi
et al., 2001.

VI. CONCLUSIONS

Pulsed ultrasound from clinical scanners can produce a
localized pressure field in the audible frequency range on
targets intercepting the beam. The stress field produced on
the target is highly localized, and its frequency spectrum
includes components at the pulse repetition frequency and its
harmonics, which are usually in the audible range of human
hearing. Experimental results showed that the spectral char-
acteristics of the sound measured in a water tank were in
general agreement with the theoretical model. Because ultra-

sound scanners can produce high-intensity sound on bony
structures in the human body, such scanners should not be
considered to be passive imaging tools for fetal assessment.
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1Sound-pressure level is defined as 10 times the logarithm to base 10 of the
ratio of the time-mean-square pressure of a sound, to the square of the
reference sound pressure. In gases, the reference pressure is normally 20
mPa. For sound in media other than gases, reference sound pressure is
normally 1mPa@refer to American National Standard acoustic terminology,
Acoustical Society of America, New York, 1994#. Although the propagation
medium considered in this paper is either water or soft tissue, we use 20
mPa as the reference pressure because this choice allows us to compare the
ultrasound-generated sound level to the airborne sound in conventional
human hearing. For example, 1mPa would be equivalent to 120 dB relative
to 1 mPa and 94 dB relative to 20mPa.

2Even though soft tissue attenuates the incident ultrasound, the effect on the
UGS generated on the target may not be very significant. For example, for
a target at 30-mm depth from the skin, and considering a typical value of
0.7 dB/cm/MHz for tissue attenuation coefficient, the resulting attenuation
for a 2-MHz ultrasound beam is 4.2 dB, which translate into 8.4-dB reduc-
tion in UGS pressure level.
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A quantitative and comparative analysis of the acoustic whistles parameters of tucuxi dolphins
~Sotalia fluviatilis! from eight areas in Brazilian waters were conducted. Tucuxi produced mainly
upsweep whistles, and despite their similar characteristics to other delphinids, whistles were shorter
and less complex in shape. Some signals had fundamental frequency components above 24 kHz, and
a broader band system may be useful in further studies concerning tucuxi whistles. The frequency
parameters of the whistles had the lowest variation coefficients, whereas the duration and number of
inflections had the highest variation coefficients. About 65% of all whistles had common
characteristics between study localities, but SF, MinF, MeF, F1/4, F1/2, and F3/4 increased in
frequency from southern to northern populations. The magnitude of the whistle characteristics
variation was comparatively smaller between adjacent sites areas than between nonadjacent ones.
However, for some pairwise comparisons the whistles were more similar between nonadjacent areas
than between adjacent ones, indicating that other factors besides genetic and mixing affected tucuxi
whistle characteristics. Only a few numbers of whistle variables were significantly different between
adjacent areas and the parameter ranges of whistles overlapped, which made it difficult to
discriminate whistles between adjacent tucuxi populations. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1859232#

PACS numbers: 43.80.Ka Pages: 1456–1464

I. INTRODUCTION

Sounds produced by odontocetes have functions related
to navigation and communication, and they are divided in
two broad categories: pulsed and tonal sounds~Popper, 1980;
Richardsonet al., 1998!. Whistles are tonal sounds, which
play an important underwater communication function in
delphinid cetaceans~Tyack, 1998!.

Although knowledge on whistles characteristics is an
auxiliary tool for studies concerning cetaceans’ behavior and
ecology, only a few odontocete species have been studied in
this respect~see Matthewset al., 1999!. Bioacoustical as-
pects are not well known in several species and a qualiquan-
titative description of whistles is rather scarce~Rendellet al.,
1999!. Despite dolphin whistles having species-specific char-
acteristics, intraspecific comparisons have shown that whistle
variation seems to reflect the social relationship, the popula-
tion structure, the environmental heterogeneity, and the be-
havioral state of the animals at time of recording~Steiner,
1981; Wanget al., 1995a,b; Rendellet al., 1999!.

The bioacoustical aspects of tucuxi dolphin~Sotalia flu-
viatilis!, including whistles, have received little attention.
Two ecotypes are considered for this species, riverine~or
freshwater! and marine, which differ in morphological as-
pects~Da Silva and Best, 1996!. The riverine tucuxi is en-

demic to the Amazon River drainage, occurring in the main
channel of rivers, tributaries, and lakes~Flores, 2002!. The
marine tucuxi has continuous distribution in western Atlantic
coastal waters of South and Central Americas, from southern
Brazil ~27°358S, 48°348W! to Nicaragua ~14°358N,
83°148W!, with possible records in Honduras~Da Silva and
Best, 1996; Flores, 2002!. The marine tucuxi inhabits shal-
low waters and is often found in bays and estuaries~Da Silva
and Best, 1996!.

The first studies regarding tucuxi sound emissions fo-
cused on freshwaterSotalia were performed with wild and
captive animals. Bioacoustic studies in captivity focused on
echolocation~Caldwell and Caldwell, 1970; Wiersma, 1982;
Kammingaet al., 1993!, sound production~Alcuri and Bus-
nel, 1989!, and auditory capacity of this species~Sauerland
and Dehnhardt, 1998!. The first free-ranging tucuxi studies
on whistles were carried out in the Amazon River basin.
Norris et al. ~1972! described whistles about 0.2 s long, with
most frequencies between 10 and 15 kHz. Nakasai and Take-
mura ~1975! reported whistle frequencies ranging from 5 to
16 kHz and duration between 0.1 and 0.5 s. Wanget al.
~2001! noted a frequency range between 3.6 and 23.8 kHz
and whistles that lasted 1.04 s. Podoset al. ~2002! reported
an average whistle duration of 0.63 s and an average fre-
quency ranging from 9.7 to 15.6 kHz.

The sound emissions of the marine ecotype were first
studied in the 1990s with data obtained from a few areasa!Electronic mail: azevedo.alex@uol.com.br
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along the species’ distribution, mainly in south and south-
eastern Brazil. Monteiro-Filho and Monteiro~2001! reported
four different types of whistles with frequency components
of up to 6 kHz for dolphins from Canane´ia estuary, Sa˜o
Paulo State. Azevedo and Sima˜o ~2002! described a fre-
quency range between 0.9 and 18.0 kHz and duration reach-
ing 852 ms~102.5681 ms! from marine tucuxis from Gua-
nabara Bay, Rio de Janeiro State. Erber and Sima˜o ~2004!
reported frequency range from 1.0 to 21.7 kHz and whistles
that lasted 2.2 s for marine tucuxi from Sepetiba Bay, Rio de
Janeiro State.

Despite the fact that a few studies had described acoustic
parameter characteristics of tucuxi whistles, the intraspecific
variability of the whistles are still unknown forS. fluviatilis.
We conducted a study on tucuxi whistles in Brazil, in which
we recorded the species along part of its distribution, in dif-
ferent environments and conditions. Here we report the
whistle characteristics of wild tucuxis from eight areas in
Brazilian waters and present a quantitative analysis of
whistles parameters in order to examine for intraspecific
variation.

II. METHODOLOGY

Between May 2002 and March 2004, acoustic record-
ings of underwater sound produced by marine tucuxi dol-

phins were made at eight different sites in Brazilian waters.
The study areas are located in estuarine bays, mangroves
sites, open sea, and rivers, from southern, southeastern,
northern, and northeastern Brazil~Fig. 1, Table I!.

All surveys were carried out under similar weather con-
ditions ~Beaufort sea states<2!, using small outboard-
powered boats that ranged from 4 to 10 m in length. Acoustic
recordings were made with the engine off and were moni-
tored by headphones. When the dolphins’ sounds became
weak, we stopped recording and the boat was repositioned.
The recording system consisted of a High Tech Inc. hydro-
phone~model HTI-96-MIN, frequency response: 5 Hz to 30
kHz 61.0 dB,2165 dBre: 1 V/mPa! and a digital audiotape
recorder SONY TCD-D8 with on upper frequency limit of 24
kHz ~sampling rate of 48 kHz!.

Bioacoustical studies of cetaceans have sampling prob-
lems for representativeness and independence of data, lead-
ing to difficulties on statistical analyses~Matthews et al.,
1999; Rendellet al., 1999!. Trying to minimize these prob-
lems, in each study area the acoustic recordings were carried
out across several individuals, groups, activities, and loca-
tions.

The DAT recordings of each group sampled were redigi-
tized using Cool Edit Pro~Syntrillium Software! at a sam-
pling rate of 48 kHz, 16-bit resolution. Whistles were defined

FIG. 1. Map of the Brazil denoting the eight sites
where recordings of tucuxi dolphins whistles were
made.
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as continuous, narrow-band sound emissions with or without
harmonics~Popper, 1980!. To avoid oversampling individu-
als and groups, due to repeated, individual-specific, or mim-
icked whistles~Rendellet al., 1999!, we analyzed whistles
randomly from each group. We decided that the maximum
number of whistles analyzed from each group would be of
twice the group size, and the minimum interval between two
selected whistles would be of one minute. If individual
groups were oversampled, it could lead to the nonindepen-
dence of data~Matthewset al., 1999!.

The selected whistles were analyzed using the program
Raven 1.1~Cornell Laboratory of Ornithology, New York!
with a FFT size of 1024 points, an overlap of 50%, and using
a Hamming window. We only used whistles for which all
parameters of a spectral contour were distinctly measurable.
Whistles cut off by the upper frequency limit of the record-
ing system were quantified but were not included in the
acoustic analysis.

For each whistle its contour was determined by visual
analyses of the frequency modulation. Despite the fact that
whistles characterization is helpful in comparing studies and
getting an overall view of the whistles’ repertories, classify-
ing dolphin whistles into categories is limited by the graded
nature of dolphin whistles and by measurement bias by the
observer~Bazúa-Duran and Au, 2002!. Trying to minimize
these problems, we used broad categories for classify whistle
contours: ascending~whistles rising in frequency and no one
inflection point!, descending~whistles falling in frequency
and no one inflection point!, ascending–descending~initial
rising in frequency, one inflection point, then falling in fre-
quency!, descending–ascending~initial falling in frequency,
one inflection point, then rising in frequency!, constant
~whistles which the frequency changes 1000 Hz or less dur-
ing more than 90% of duration!, and others~Fig. 2!.

The frequency of whistles in each category was com-
pared between the study areas using a chi-square test

TABLE I. Location where tucuxi dolphins where recorded, noting the number of individuals sampled, total time
of recording, days recorded, and activity of the dolphins.

Study area Location
Individuals
recordedc

Time
recorded Days Activities

Norte Baya 27°308S, 48°308W 70 4.5 h 4 Feeding, socializing and travel
Guaraquec¸abaa 25°258S, 48°158W 80 5 h 3 Feeding, socializing and travel
Cananeiaa 25°038S, 47°558W 180 10 h 6 Feeding, socializing and travel
Purubaa 23°238S, 45°568W 30 1.5 h 1 Feeding and travel
Guanabara Baya 22°578S, 43°108W 70 6 h 10 Feeding, socializing and travel
Fortalezab 03°428S, 38°318W 50 4 h 3 Feeding and travel
Marapanimb 00°438S, 47°428W 70 6 h 3 Feeding, socializing and travel
Pacaja Riverb 01°578S, 50°448W 50 3.5 h 3 Feeding, socializing and travel

aSouthern Brazil.
bNorthern Brazil.
cEstimated number of different individuals recorded.

FIG. 2. The six classes to which tucuxi whistles contours were categorized.X axis5time ~s!, Y axis5frequency~kHz!.
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(X2;P,0.01). The larger theX2 value represents the greater
difference between sites~Bazúa-Duran, 2004!.

Ten acoustic parameters from the fundamental compo-
nent of each whistle were also measured: starting frequency
~SF!, ending frequency~EF!, minimum frequency~MinF!,
maximum frequency ~MaxF!, frequency range ~FR!
@MaxF—MinF#, duration~DUR!, frequency at 1/4 of dura-
tion ~F1/4!, frequency at 1/2 of duration~F1/2!, frequency at
3/4 of duration~F3/4!, and number of inflection points~de-
fined as points where the whistle contour changed from as-
cending to descending, orvice versa!. We calculated a mean
frequency~MeF! as the average of SF, EF, MinF, and MaxF.
The frequency variables were measured in kHz and the du-
ration in milliseconds. These whistle parameters were chosen
to be consistent with previous studies of other odontocete
species~e.g., Rendellet al., 1999! and ofSotalia~e.g., Aze-
vedo, 2000; Podoset al., 2002; Erber and Sima˜o, 2004!. The
descriptive statistics for all measured whistle variables in-
cludes the minimum values, maximum values, means, stan-
dard deviation, and coefficient of variation.

Acoustic parameters of whistles, such as frequency and
duration components and number of inflections points, have
been used for characterization of whistles of delphinid spe-
cies, which also allows comparisons of whistles among
groups and populations~Wanget al. 1995a,b; Rendellet al.
1999; Bazu´a-Duran and Au, 2004!. The paired-samplet test
~Zar, 1999! was applied to evaluate if the end frequency of
all whistles analyzed was significantly different from the
start frequency. To investigate variations in whistle variables
across sites using discriminant function analysis~Zar, 1999!.
To investigate differences among sites, a Tukey multiple
comparisons test with unequal sample sizes~Zar, 1999! was
performed to identify significant differences in each pair of
whistle variables between the study areas.

III. RESULTS

A. General whistle characteristics

A total of 829 whistles emitted by tucuxi in Brazilian
waters were selected. In all areas studied whistles cut off by
the upper frequency limit of the recording system occurred,
totaling 16% (N5133) of all selected whistles. These
whistles were not included in the acoustic analyses, which
left 696 whistles.

Ascending whistles corresponded to 75.7% of all
whistles and they were the most frequent in all areas~Table
II !. Whistles with up to eight inflection points were found,
but those with 0 and 1 inflection point corresponded to
92.5% of all whistles.

The whistle duration was short~3086137 ms! and
78.0% of the whistles lasted,400 ms. The average mini-
mum frequency was 9.2263.44 kHz and 78.4% of the
whistles had MiF between 4.1 and 12.0 kHz. The maximum
frequencies averaged 19.0562.97 kHz and values between
16.01 and 22.00 kHz corresponded to 70.1% of the total. The
frequency range of whistles averaged 9.8364.03 kHz. The
average mean frequency was 14.1662.51 kHz and 74.3% of
the whistles had MeFs ranging from 12.01 to 18.00 kHz.
Descriptive statistics of all measured parameters of whistles
are shown in Table III. The parameters of whistle frequency
had the lowest variation coefficients. At all areas, the dura-
tion and number of inflection points had the highest variation
coefficients, showing a high variability in these whistles’
acoustic parameters.

The end frequency~mean 18.8263.10 kHz! of the tu-
cuxi whistles was, on average, higher than the start fre-
quency ~mean 9.5763.76 kHz! ~paired-samplet test, t
552.72, df5695, P,0.001).

B. Comparison among areas

In order to simplify, Norte Bay, Guaraquec¸aba, Cana-
néia, Puruba, and Guanabara Bay were named as Southern
Brazil and Fortaleza, Marapanim and Pacaja River as North-
ern Brazil. In all areas studied tucuxis produced preferably
ascending whistles~Table II! and the end frequency was sig-
nificantly higher than start frequency~paired-samplet test,
P,0.001).

The whistles recorded in Fortaleza, Marapanim and
Pacaja River had greater mean values of frequency param-
eters than areas located in southern Brazil~Table III!. The
frequency range was highest in South Brazil than in the
northern areas~Table III!. Pooled means of SF, MinF, MeF,
F1/4, F1/2, and F3/4 from southern areas were about 25%,
29%, 11%, 21%, 21%, and 15%, respectively, lower than
northern sites~t test; df5297;P,0.001). FR was about 24%
lower in north than in south areas~t test; df5297; P
,0.001). EF and MaxF were lower in southern localities
~about 2% and 3%, respectively! than in northern ones, but

TABLE II. Number of tucuxi whistles for each of six categories in each study area.

Whistle contour category

Study area Ascendant Descendant
Ascendant–
descendant

Descendant–
ascendant Constant Others All

Norte Bay 98 1 3 3 0 12 117
Guaraquec¸aba 63 0 0 0 0 2 65
Cananeia 123 1 9 2 10 5 150
Puruba 35 0 5 3 4 5 52
Guanabara Bay 50 0 2 8 0 5 65
Fortaleza 68 2 6 7 5 3 91
Marapanim 54 4 10 8 7 12 95
Pacaja River 36 0 8 5 1 11 61
Percentage 75.7 1.1 6.2 5.2 3.9 7.9
Total 527 8 43 36 27 55 696
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no significant differences were found~t test; df5297; P
.0.05). The duration of whistles from southern areas was
about 5% longer than northern sites, but not significantly
different ~t test; df5297; P.0.05). The distribution of the
number of whistles cut off by the upper frequency limit of
the recording system was similar between southern and
northern localities~Mann–Whitneytest, U3,556; P50.65).

The discriminant function analysis performed on whistle
variables of tucuxis indicated a significant difference among
the whistles from the eight areas@Wilks Lambda
50.5598; F ~63,3835!56.07; P,0.0001]. Almost all 11
whistle variables contributed for the discriminant function,
only MinF and MaxF did not enter in the model, due to the
strong correlation with SF and EF. The first two canonical

roots accounted for 82% of the discrimination~Fig. 3!. FR
dominated the first canonical variable positively. The second
canonical variable was dominated positively by SF and nega-
tively by MeF. TheMahalanobisdistances (D2) values are
shown in Table IV. In general, adjacent areas have the small-
est distances, indicating that the whistles are more similar
among sites geographically closer. The averageD2 was
0.823 between south sites and 0.910 between north areas.
ComparingD2 between south and north sites, the mean dis-
tance was 2.387. TheseD2 values were significantly differ-
ent for a comparison between adjacent and nonadjacent areas
~Mann–Whitney test, U13,15516; P,0.001). However, for
some comparisons theD2 values were lower between non-
adjacent areas than between adjacent areas~Table IV!. The

TABLE III. Descriptive statistics for acoustic parameters of tucuxi dolphin’s whistles in Brazil, for each study area. Values are minimum–maximum,mean
~s.d.! and variation coefficient. The frequency variables were measured in kHz and the duration in ms.

Acoustic
parameters

Southern
Brazil

Northern
Brazil

Norte Bay
(N5117)

Guaraquec¸aba
(N565)

Canane´ia
(N5150)

Puruba
(N552)

Guanabara Bay
(N565)

Fortaleza
(N591)

Marapanim
(N595)

Pacaja River
(N561)

All whistles
(N5696)

Start 2.94–16.96 4.61–13.79 2.60–21.93 4.48–16.51 1.34–17.19 2.44–21.82 5.20–20.59 5.19–20.62 1.34–21.93
frequency 7.58~2.80! 8.25 ~1.87! 8.68 ~3.52! 9.58 ~3.15! 7.56 ~2.84! 12.60~4.09! 11.61~3.39! 11.36~3.81! 9.57 ~3.76!

36.9% 26.7% 40.6% 32.9% 37.6% 32.5% 29.2% 33.5% 39.3%

End 10.09–23.53 13.28–23.01 9.23–23.02 10.40–22.98 10.38–23.75 12.62–23.64 10.52–23.48 12.30–23.07 9.23–23.75
frequency 18.87~3.17! 18.65~2.61! 18.12~3.39! 18.75~3.27! 19.42~3.13! 18.99~2.70! 18.90~3.36! 19.63~2.41! 18.82~3.10!

16.8% 14.0% 18.7% 17.4% 16.1% 14.2% 17.8% 20.7% 16.5%

Minimum 2.94–16.84 4.63–13.78 2.60–18.34 4.48–16.51 1.34–17.19 2.44–20.30 5.20–20.01 5.19–18.88 1.34–20.3
frequency 7.39~2.48! 8.22 ~1.91! 8.43 ~3.22! 8.87 ~2.52! 7.21 ~2.62! 12.37~3.76! 10.85~3.03! 10.93~3.39! 9.22 ~3.44!

33.6% 23.2% 38.2% 28.4% 36.3% 30.4% 27.9% 31.0% 37.3%

Maximum 13.09–23.53 13.28–23.01 9.23–23.02 10.40–23.00 11.40–23.75 12.62–23.84 10.52–23.89 12.30–23.87 9.23–23.89
frequency 19.04~2.85! 18.68~2.62! 18.40~3.28! 18.88~3.17! 19.50~2.96! 19.24~2.74! 19.38~3.05! 19.95~2.43! 19.05~2.97!

15.0% 14.0% 17.8% 16.8% 15.2% 14.2% 15.7% 12.2 15.6%

Mean 8.55–18.70 9.40–17.45 6.70–20.10 8.82–18.90 8.75–18.90 9.15–21.48 7.95–20.68 10.75–21.08 6.70–21.48
frequency 13.22~1.90! 13.45~1.65! 13.41~2.60! 14.02~1.88! 13.42~2.02! 15.80~2.75! 15.19~2.53! 15.47~2.41! 14.16~2.51!

14.4% 12.3% 19.4% 13.4% 15.1% 17.4% 16.6% 15.6% 17.7%

Frequency 2.95–19.52 2.53–17.67 1.0–17.8 1.5–16.1 3.2–22.20 0.21–18.0 1.0–19.5 1.9–15.2 0.21–22.20
range 11.65~3.80! 10.44~3.16! 9.97 ~3.91! 10.01~4.18! 12.29~3.90! 6.87 ~3.62! 8.52 ~3.39! 9.02 ~3.59! 9.83 ~4.03!

32.6% 30.3% 39.2% 41.8% 31.7% 52.7% 39.8% 39.8% 41.0%

Frequency 4.28–18.58 6.3–14.5 5.4–18.8 5.7–20.4 3.9–17.9 6.4–21.4 7.0–21.5 6.9–21.7 3.9–21.7
at 1/4 of 10.01~2.50! 10.24~1.70! 11.13~3.33! 11.51~3.09! 9.40 ~3.16! 15.01~3.26! 13.10~3.16! 13.74~3.59! 11.73~3.53!
duration 25.0% 16.6% 29.9% 26.8% 33.6% 21.7% 24.1% 26.1% 30.1%

Frequency 8.14–19.42 7.29–18.49 6.2–21.3 6.9–20.6 5.7–21.4 9.2–23.2 9.1–23.2 8.0–23.4 5.7–23.4
at 1/2 of 12.79~2.67! 12.94~2.30! 13.01~3.59! 13.03~3.08! 11.75~3.61! 16.51~3.12! 15.05~3.66! 15.99~3.39! 13.85~3.58!
duration 20.9% 17.8% 27.6% 23.6% 30.7% 18.9% 24.3% 21.2% 25.8%

Frequency 8.63–21.37 10.04–21.53 8.10–22.73 7.6–20.3 7.4–23.6 12.1–23.4 9.0–23.2 10.3–23.4 7.4–23.6
at 1/2 of 15.25~2.78! 15.92~2.70! 15.14~3.53! 14.99~3.28! 15.22~3.99! 17.62~3.06! 16.86~3.70! 17.47~3.06! 15.99~3.43!
duration 18.2% 17.0% 23.3% 21.9% 26.2 17.4% 21.9% 17.5% 21.5%

Duration 90–620 86–578 80–810 101–1064 54–1015 38–520 64–774 67–814 38–1064
291.1~108.6! 300.3~119.8! 318.4~120.6! 325.7~177.2! 300.3~170.0! 250.2~107.1! 321.4~133.1! 381.0~172.1! 308.0~137.3!

37.3% 39.9% 37.9% 54.4% 56.6% 42.8% 41.4% 45.2% 44.6%

Number of 0–4 0–3 0–5 0–8 0–4 0–4 0–5 0–3 0–8
inflection points 0.46~1.22! 0.12 ~0.55! 0.17 ~0.61! 0.77 ~2.00! 0.38 ~0.95! 0.22 ~0.49! 0.61 ~1.21! 0.44 ~0.74! 0.37 ~1.02!

265.2% 458.3% 358.8% 259.7% 250.0% 222.7% 198.4% 168.2% 275.7%
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percentual correct of classification was 0.3491, indicating
that approximately 65% of all whistles had similar character-
istics between study areas.

Tukey multiple comparisons test between each pair of
areas studied showed significant differences (P,0.01) in the
whistles for almost all variables between southern and north-
ern Brazil, whereas only a few variables were significantly
different for comparisons between adjacent regions~Table
V!.

The comparisons of the whistle contour distribution of
the six categories among each pair of site~Table VI! showed
different results from the comparison of whistle acoustic pa-
rameters. For some sitesX2 values did not followMahalano-
bis distances and differences pointed out by the Tukey test.

IV. DISCUSSION

A. General whistle characteristics

We found higher averages of EF and MaxF than those
previously reported~Table VII!. These means had significant
differences~two-sided t test, P,0.01) between this study
and the values previously reported. For the riverine ecotype,
Wang et al. ~1995a! and Podoset al., ~2002! reported the
mean of EF and MaxF 21%–31% lower than in this study.
For marine tucuxi in southeastern Brazil, these differences
were greater and the averages of EF and MaxF were about
45% higher than the values reported by Azevedo and Sima˜o
~2002! and Erber and Sima˜o ~2004!. These differences may
be related to the narrower frequency limit of the recording
system used in some of those studies, but also may reflect
differences in whistle characteristics. In addition, our results

indicate that marine tucuxi produces whistles, on average,
54%–200% longer than previously reported in the Canane´ia
estuary~Monteiro-Filho and Monteiro, 2001! and Guanabara
Bay ~Azevedo and Sima˜o, 2002! ~Table VII; two-sidedt test,
P,0.01). These differences may be due to the upper limit of
the recording systems used in previous studies, which prob-
ably cut off several whistles analyzed. Yet, when compared
with the means of duration known for the riverine ecotype
~Wanget al., 2001; Podoset al., 2002! we found lower val-
ues. We recorded riverine dolphins only in one area, not far
from the marine environment~Pacaja´ River!, for which the
average duration of whistles was the longest of all study
areas. However, the mean duration of whistles at Pacaja´
River was still significantly lower than those reported for
tucuxis from isolated populations in the middle of the Ama-
zon Basin~Wanget al., 2001; Podoset al., 2002!.

Tucuxi dolphins had a varied repertoire of whistles, but
these signals were simple in form and whistles with 0 and 1
inflection point were more abundant. Tucuxi dolphins pro-
duced a large number of whistles with rising frequency,
which has already been noticed in previous studies~Norris
et al., 1972; Wanget al. 2001; Azevedo and Sima˜o, 2002!.
At all sites studied here, the end frequency was, on average,
higher than the start frequency. Upsweep whistles production
is a species characteristic that has also been noticed in other
delphinids~Matthewset al., 1999!. For instance, the mean
end frequency is always higher than the start frequency for
spinner dolphin whistles recorded in several places of the
Pacific Ocean~Bazúa-Duran, 2004!. However, the relation
between the start and end frequencies of whistles may vary
among populations of bottlenose dolphins~Wang et al.

TABLE IV. Mahalanobisdistances (D2) for comparisons of tucuxi whistles between each study area.

Study area Norte Bay Guaraquec¸aba Cananeia Puruba Guanabara Bay Fortaleza Marapanim

Norte Bay ¯

Guaraquec¸aba 0.554 ¯

Cananeia 0.658 0.506 ¯

Puruba 0.907 1.266 0.632 ¯

Guanabara Bay 0.952 0.664 0.998 1.097 ¯

Fortaleza 3.695 2.933 2.221 2.568 4.705 ¯

Marapanim 1.852 1.421 1.039 0.916 3.358 0.990 ¯

Pacaja River 2.658 2.094 1.443 1.519 3.382 1.252 0.489

FIG. 3. Scatterplot of the canonical scores centroids for
whistles emitted by tucuxi dolphins in each of the study
areas. These two first functions combined account for
82% of the observed variance.
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1995b!. Based on the relationship between start and end fre-
quencies, Bazu´a-Duran and Au~2002! suggest thatSotalia
fluviatilis, Delphinus delphis, Stenella attenuata, S. clymene,
S. longirostris, and Lagenorhynchus albirostrisshare some
of the characteristics of their whistles and their repertoire and
usage may be similar. Our findings are in agreement with the
hypothesis of Bazu´a-Duran and Au, once tucuxis produced a
great number of upsweep whistles. But in most of those spe-
cies the whistles contain a higher number of inflection points
~see Matthewset al., 1999!.

Tucuxi is one of the smallest delphinids~Da Silva and
Best, 1996! and the production of whistles with a higher
frequency than other dolphins is consistent with the inverse
relationship between the maximum fundamental frequency
of whistles and body length, pointed out by Wanget al.
~1995a,b! and Matthews et al. ~1999!. Of all selected
whistles, 16% were cut off by the upper frequency limit of
the recording system, indicating that tucuxi whistles can
reach frequencies higher than 24 kHz, which had not been
previously recorded. The maximum fundamental frequency
recorded was 23.86 kHz for the riverine ecotype~Wang
et al., 2001! and 21.7 kHz for the marine ecotype~Erber and
Simão, 2004!. Odontocete whistles have most of their energy
below 20 kHz, although energy may reach about 30 kHz.
Fundamental frequencies above 24 kHz have been reported
for only a few species~Richardsonet al., 1998; Matthews
et al., 1999!. Wanget al. ~1995a! reported whistle character-
istics for seven odontocete species, and for only one~La-
genorhynchus obscurus! the authors reported frequencies

higher than 24 kHz. For spinner dolphins in Hawaii, 2% of
the whistles recorded with a broadband system~Au et al.,
1999! had fundamental whistle components above 24 kHz
~Bazúa-Duran and Au, 2002!. Our results suggest that tu-
cuxis emit whistles with fundamental frequency components
above 24 kHz more frequently than other odontocetes previ-
ously studied and a broader band system may be useful in
further studies concerningS. fluviatiliswhistles.

B. Comparison among areas

Some studies have shown geographic variation in in-
traspecific odontocete calls~e.g., Bazu´a-Duran and Au,
2004!. For tucuxis, the magnitude of the whistle characteris-
tics variation was comparatively smaller between adjacent
sites from southern and northern Brazil than between nonad-
jacent areas~averageD2 from adjacent areas,averageD2

from nonadjacent areas!. Isolated populations have distinct
adaptations to environmental conditions and have differences
in taxonomy, which may have effects on whistle characteris-
tics ~Steiner, 1981; Wanget al., 1995a; Rendellet al., 1999!.
Wanget al. ~1995b! found a similar pattern in whistle char-
acteristics of bottlenose dolphin~T. truncatus! populations
and suggested that each population might have been geo-
graphically isolated from the others, and thus developed their
own acoustic characteristics. The closest tucuxi populations
are not completely isolated and, consequently, genetic or be-
havioral processes of whistles divergence are less likely to
operate. Northern populations are distant from southern ones

TABLE V. Results of the Tukey multiple comparisons test with unequal sample sizes (p,0.01) for whistle variables among the study areas. Each study site
has a code~numbers and letters!, and for each site is shown whose other sites were significantly different in each of the acoustic parameters. No significant
differences are represented by~¯!.

Area code
Acoustic parameters

Southern Brazil Northern Brazil

Norte Bay
~1!

Guaraquec¸aba
~2!

Canane´ia
~3!

Puruba
~4!

Guanabara Bay
~5!

Fortaleza
~A!

Marapanim
~B!

Pacaja´ River
~C!

Start frequency A, B, C A, B, C A, B, C A, B, C A, B, C 1, 2, 3, 4, 5 1, 2, 3, 4, 5 1, 2, 3, 4, 5
End frequency ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

Minimum frequency A, B, C A, B, C A, B, C A, B, C A, B, C 1, 2, 3, 4, 5 1, 2, 3, 4, 5 1, 2, 3, 4, 5
Maximum frequency ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

Mean Frequency A, B, C A, B, C A, B, C A, C A, B, C 1, 2, 3, 4, 5 1, 2, 3, 5 1, 2, 3, 4, 5
Frequency range A, B, C A 5, A A 3, A, B, C 1, 2, 3, 4, 5 1, 5 1, 5
Frequency at 1/4 of duration A, B, C A, B, C A, B, C 5, A, C 4, A, B, C 1, 2, 3, 4, 5, B 1, 2, 3, 5, A 1, 2, 3, 4, 5
Frequency at 1/2 of duration A, B, C A, B, C A, B, C A, B, C A, B, C 1, 2, 3, 4, 5 1, 2, 3, 4, 5 1, 2, 3, 4, 5
Frequency at 3/4 of duration A, C ¯ A, B, C A, C A, C 1, 3, 4, 5 3 1, 3, 4, 5
Duration C ¯ ¯ ¯ ¯ B, C A 1, A
Number of inflection points ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

TABLE VI. Chi-square values (X2) for comparisons of tucuxi whistle contours distribution between each study
area. Italic numbers represent no significant differences (P.0.01).

Study area Norte Bay Guaraquec¸aba Cananeia Puruba Guanabara Bay Fortaleza Marapanim

Norte Bay ¯

Guaraquec¸aba 7.51 ¯

Cananeia 15.06 10.07 ¯

Puruba 15.52 20.09 8.35 ¯

Guanabara Bay 7.69 12.78 19.26 8.87 ¯

Fortaleza 15.75 16.51 7.74 4.58 8.21 ¯

Marapanim 25.57 32.35 24.66 3.41 14.25 8.99 ¯

Pacaja River 17.63 27.50 26.79 4.57 9.70 14.34 5.93
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and this may lead a to selective pressure for divergence in
whistle characteristics. This pattern is somewhat in accor-
dance with a preliminary study on the population genetic
structure of this species, which presented evidence of diver-
gence between south/southeastern and north/northeastern
populations ~Cunha, 2003!. However, for some pairwise
comparisons between nonadjacent localities, theD2 values
were smaller than between adjacent ones. For instance, the
D2 value was 0.916 between Puruba and Marapanim, and
1.266 between Puruba and Guaraquec¸aba. This indicates that
other factors besides genetic and geographic isolation are
operating, since variations in odontocete calls also reflect
their social relationship, environmental heterogeneity, and
behavioral state~Wanget al., 1995b; Rendellet al., 1999!.

Our results showed that differences in tucuxi whistles
were small between adjacent regions. Only a few numbers of
whistle variables were significantly different between adja-
cent areas and the parameter ranges of whistles overlapped,
which made it difficult to discriminate whistles between ad-
jacent tucuxi populations. For example, from the five areas
from the south, only Guanabara Bay had a few whistle
acoustic parameters significantly different from the other
sites. The same pattern occurred in the northern sites, where
also only a few whistle variables were significantly different
among the three areas. Tucuxi movements among adjacent
areas are poorly known. Photo-identification studies have
been conducted only in Norte Bay, Guaraquec¸aba, Cananeia
and Guanabara Bay, but no comparisons among individuals
catalogued were conducted. However, Cunha~2003! reports
that populations in the southern and southeastern Brazilian
coast share the same haplotype, which suggests gene flow
between areas or recent isolation. For bottlenose dolphins,
similarities between whistle characteristics may correspond
to the degree of movement of individuals between areas
~Wanget al., 1995b!. However, mixing is not the only factor
to be considered in the geographic variation of dolphin
whistles ~Bazúa-Duran, 2004!. Our findings agree with this
author, since some pairwise comparisons showed that whistle
similarities among adjacent areas did not follow the geo-
graphic distances. For instance, theD2 value was 0.664 be-
tween Guanabara Bay and Guaraquec¸aba, and 1.097 between

Guanabara Bay and Puruba. Additionally, this same pattern
was observed in comparisons of whistle contour distributions
~Table VI! and in the first two canonical functions~Fig. 3!.

The comparisons of whistle contour distribution of the
six categories among each pair of site showed different re-
sults from comparison of whistle parameters. For instance,
Fortaleza had the largestD2 values from southern sites, but
had small and not significantX2 values for comparisons with
Cananeia, Puruba, and Guanabara Bay. Additionally, for
some sites where the Tukey test did not point out differences
in whistle variables, the chi-square test found significant dif-
ferences for whistle contour distribution. These results agree
with Bazúa-Duran~2004!, who also found differences when
comparing whistle contour distributions and whistle acoustic
parameters, for spinner dolphins. It reinforces the Bazu´a-
Duran supposition of thatStenella longirostrisand Sotalia
fluviatilis have a similar whistle system.

V. CONCLUSIONS

The frequency parameters of the whistles had the lowest
variation coefficients, whereas the duration and number of
inflections had the highest variation coefficients. This high
intraspecific variability in both duration and number of in-
flection points may result from an individual modulation of
these parameters so that information may be transmitted
from different contexts or from different individuals~Steiner,
1981; Wanget al., 1995b; Rendellet al., 1999; Bazu´a-Duran
and Au, 2004!.

Acoustic parameters of whistles, such as frequency and
duration components and number of inflections points, have
been used for the characterization of whistles of the del-
phinid species, which also allows comparisons of whistles
among groups and populations~Wanget al., 1995b; Rendell
et al., 1999; Bazu´a-Duran and Au, 2004!. When geographi-
cal whistle differences are well studied, they can help in
population discrimination. Despite the fact that 65% of all
whistles have common characteristics between study locali-
ties, the whistles from northern dolphins differed from those
of the south, mainly due to their higher values of some fre-
quency parameters. SF, MinF, MeF, F1/4, F1/2, and F3/4

TABLE VII. Means and standard deviations of some whistle parameters of tucuxi from previous studies. The two-sidedt-test~Zar, 1999! was performed to
compare whistle parameters between the previous study and this study. Italic numbers represent no significant differences (P.0.01).

Acoustic parameters

Studies

Wanget al.
~1995a,b!

Monteiro-Filho
and Monteiro

~2001!
Azevedo and
Simão ~2002!

Podoset al.
~2002!

Erber and
Simão ~2004!

Start frequency 10.76~3.53! a 7.9~2.9! 9.70(3.64) 10.70~4.97!
End frequency 14.35~2.89! a 12.8~4.5! 14.64~2.66! 13.31~5.86!
Minimum frequency 10.21~3.10! a 7.6~2.9! 9.18(3.05) 10.52~4.52!
Maximum frequency 15.41~3.11! a 13.0~4.1! 15.65~2.49! 13.31~4.85!
Frequency range a a a a 7.05~12.8!
Frequency at 1/4 of duration a a a a 11.11~4.72!
Frequency at 1/2 of duration a a a a 13.66(6.19)
Frequency at 3/4 of duration a a a a 15.37~6.44!
Duration 410 ~210! 210~20! 102.5~81.0! 630 ~320! 789 ~3119!
N 155 94 5086 50 3350

aThe frequency variables are given in kHz and the duration in ms.
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increased in frequency from southern to northern popula-
tions. Biacoustical studies on tucuxi populations in the
middle Brazilian coast, would confirm if this is a natural
tendency in tucuxi whistles along the species distribution.
Additionally, information regarding tucuxi sounds along the
Amazon basin would also allow an evaluation of whistle
differences between marine and freshwater tucuxis. The two
ecotypes live in different habitats and ecology can exert a
considerable influence on the evolution of sound communi-
cation ~Van Parijset al., 2000!. Freshwater and marine tu-
cuxis are morphologically distinct, the latter being signifi-
cantly larger-bodied ~Monteiro-Filho et al., 2002!, and
whistle characteristics also follow morphology~Matthews
et al., 1999!. Recently, Monteiro-Filhoet al. ~2002! has sug-
gested the separation of these ecotypes in two distinct spe-
cies and whistle characteristic comparisons may be useful in
this context.
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Underwater sound was recorded in one of the major coastal foraging areas for juvenile sea turtles
in the Peconic Bay Estuary system in Long Island, New York. The recording season of the
underwater environment coincided with the sea turtle activity season in an inshore area where there
is considerable boating and recreational activity, especially during the summer between
Independence Day and Labor Day. Within the range of sea turtle hearing, average noise pressure
reached 110 dB during periods of high human activity and diminished proportionally, down to 80
dB, with decreasing human presence. Therefore, during much of the season when sea turtles are
actively foraging in New York waters, their coastal habitats are flooded with underwater noise.
During the period of highest human activity, average noise pressures within the range of frequencies
heard by sea turtles were greater by over two orders of magnitude~26 dB! than during the lowest
period of human activity. Sea turtles undoubtedly are exposed to high levels of noise, most of which
is anthropogenic. Results suggest that continued exposure to existing high levels of pervasive
anthropogenic noise in vital sea turtle habitats and any increase in noise could affect sea turtle
behavior and ecology. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1847993#

PACS numbers: 43.80.Nd, 43.30.Nb, 43.50.Rq@WWL# Pages: 1465–1472

I. INTRODUCTION

Underwater noise levels have increased dramatically in
recent decades due to anthropogenic sources, such as com-
mercial, industrial, and recreational maritime activities~Ri-
chardsonet al., 1995; Curtis et al., 1999; Andrewet al.,
2002!. Notably, a predominant component of sounds from
these sources is in the low-frequency range~less than 1000
Hz!. Currently, low-frequency noise is of great concern for
sea turtles because their hearing range of highest sensitivity
is confined to low frequencies~Ridgwayet al., 1969; Bartol
et al. 1999!, and they are endangered or threatened world-
wide ~Plotkin, 1995!. Furthermore, sea turtles often aggre-
gate in coastal areas where human activity, and therefore
anthropogenic disturbance and underwater noise, is greatly
heightened~Morreale and Standora, 1998!. Our study fo-
cused on quantifying noise in a sea turtle foraging habitat,
and identifying the anthropogenic component of underwater
noise.

Many previous studies have linked anthropogenic noise
to effects on the natural ecology of marine organisms. While

some of these marine organisms have a different hearing
sensitivity than sea turtles, and while some of the noise ex-
posures are to different kinds of anthropogenic noise that are
relevant to sea turtles, we present these studies here to dem-
onstrate how different sources of anthropogenic noise have
been seen to affect marine animals. Among the higher verte-
brates, it has been shown that whales exhibit strong avoid-
ance reactions to the sounds from oil and gas exploration
activities ~Malme et al., 1983! and to seismic exploration
noises~Richardsonet al., 1986; Richardson, 1997!. In addi-
tion, beluga whales~Delphinapterus leucas! have been ob-
served to decrease their call rates in response to boats mov-
ing closer, presumably responding to the associated noise
~Lesageet al., 1999!. Killer whales~Orcinus orca! off Brit-
ish Columbia, Canada, when approached by motorboats,
adopted a less predictable pathway; female killer whales in
particular responded by swimming faster and increasing the
angle between successive dives~Williams et al., 2002!. Fur-
ther, impact models of boat noises on killer whales in the
same area were shown to interfere with killer whale commu-
nication, cause behavioral avoidance, and cause a temporary
threshold shift~TTS! in hearing~Erbe, 2002!. When exposed
to low-frequency sonar broadcasts, humpback whalesa!Electronic mail: ys88@cornell.edu
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~Megaptera novaeangliae! often responded by singing
longer songs, possibly to compensate for acoustic interfer-
ence~Miller et al., 2000; Fristrupet al., 2003!.

Among fish, several species, including Pacific herring
~Clupea harengus!, cod ~Gadus morhua!, and capelin~Mal-
losus villosus!, have been shown to react to noise stimuli by
increasing their swimming speed~Olsen et al., 1983!, by
swimming downward~Suzuki et al., 1980!, or by moving
away from the sound sources~Blaxter et al., 1981; Schwarz
and Greer, 1984; Enga˚s et al., 1998!. Sound can have physi-
cal effects, too, causing measurable damage to sensory cells
in the ears of fishes~Hastingset al., 1996; McCauleyet al.,
2003!.

Adverse affects of underwater noise have been demon-
strated for invertebrates as well. When exposed to higher
pressure levels of noise in an experimental setting, brown
shrimp ~Crangon crangon! exhibited increased aggression
and higher mortality rates, as well as significant reductions in
their food uptake, growth, and reproductive rates~Lagardère,
1982!.

For sea turtles, several studies have identified their abil-
ity to perceive low-frequency sounds~Ridgwayet al., 1969;
Lenhardt et al., 1983, 1996; O’Hara 1990; Bartolet al.,
1999!. Hearing range coincides with the predominant fre-
quencies of anthropogenic noise, increasing the likelihood
that sea turtles might experience negative effects from noise
exposure. At present, sea turtles are known to sense low-
frequency sound, however, little is known about the extent of
noise exposure from anthropogenic sources in their natural
habitats, or the potential impacts of increased anthropogenic
noise exposure on sea turtle biology.

Much of the acoustic research on sea turtles has focused
on studying sea turtle ear anatomy and auditory sensory ca-
pabilities. These studies clearly demonstrated that sea turtles
are able to detect and respond to sounds, and that their hear-
ing is limited to low frequencies, with the range of highest
sensitivity between 200 and 700 Hz, and with a peak near
400 Hz~Ridgwayet al., 1969; Bartolet al., 1999!. A related
study has shown that when presented with acoustic stimuli at
430 Hz and 1.5 dBre 1 m, sea turtles placed in 50-gallon
tanks respond with abrupt body movements, such as blink-
ing, head retraction, and flipper movement, all of which were
interpreted as startle responses~Lenhardtet al., 1996!. Simi-
lar responses were observed when sinusoidal stimuli at 250
and 500 Hz within the range of 55–59 dB~accelerationre
1023 m/s2) were directly transmitted to the head of sea
turtles, which were submerged in 0.5 m of sea water in 1.44-
m-diam tanks~Lenhardtet al., 1983!. In a separate study,
higher level responses, such as changes in swimming pat-
terns and orientation, were noted when sea turtles in a con-
fined canal~300 m long, 45 m wide, and up to 10 m deep!
were subjected to high-pressure air gun pulses~120 dBre 1
mbar at 1 m!, suspended at 2-m depth and positioned 33 m
inward from one side of the tank, with frequencies ranging
from 25 to 750 Hz~O’Hara, 1990!.

In the current study, we focused on a near-shore habitat
in New York state where there is great overlap between sea
turtle activity and human activities that generate high levels
of low-frequency noise. Each year, juvenile sea turtles,

mostly loggerhead sea turtles~Caretta caretta!, kemp’s rid-
ley sea turtles~Lepidochelys kempii!, and green sea turtles
~Chelonia mydas!, are found in New York waters and the
Peconic Bay Estuary system between July and October
~Morreale and Standora, 1998!. These very productive wa-
ters provide important developmental habitat for sea turtles
during their early life stages. However, because this region
also hosts some of the highest human densities along the
coast of the western North Atlantic, as well as shipping lanes
and major ports, foraging young sea turtles can be exposed to
high levels of human activities that pose a risk of potential
disturbance. Furthermore, a major portion of the sea turtle
coastal foraging season occurs during the summer months,
when recreational boating activities are highest.

We report here the results of a seasonal study designed
to record underwater sound and to determine the noise levels
to which sea turtles are exposed in one of their major coastal
foraging areas in the western North Atlantic. The primary
objective was to characterize and quantify the noise levels
from both ambient and introduced sounds in the underwater
environment, especially sounds within the sea turtle hearing
range. The secondary objective was to distinguish and quan-
tify the anthropogenic component of the noise to which sea
turtles are exposed in their foraging habitat. This study was
complementary to a separate behavioral study~Samuel,
2004! conducted in experimental tanks, which was designed
to detect behavioral responses from sea turtles exposed to
sounds similar to the ones recorded in the natural environ-
ment.

II. METHODS

A. Overview

Research was conducted in the Peconic Bay Estuary sys-
tem in Long Island, New York from 20 July to 27 September
2001, a period that coincides with the sea turtle activity sea-
son in inshore waters. Over the span of the sea turtle foraging
season, sounds were recorded in the underwater environment
in Southold Bay~41°038N, 72°248W!, one of the estuary’s
major foraging areas for juvenile sea turtles. Simultaneous
with sea turtle activity, the waters within the estuary system
are the site of much boating and recreational activity during
the summer period, starting around Independence Day~4
July! and ending on Labor Day~first Monday in September!.
However, by early September, after a final burst of human
activity on the Labor Day holiday, recreational boating drops
off abruptly. These factors combine for a natural experiment
in which the sea turtle season can be separated into five
different categories, each of which is characterized by a dis-
tinctly different level of human motor-boating activity. The
presumption is that the five different levels of human boating
activity generate different levels of underwater noise that can
be measured and compared. The five levels, ranging from
periods of highest to lowest human activity were~1! daytime
summer weekends before Labor Day;~2! daytime summer
weekdays before Labor Day;~3! daytime weekends after La-
bor Day; ~4! daytime weekdays after Labor Day; and~5!
nighttime after Labor Day.
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B. Sampling design

Monitoring of underwater sound and collection of
acoustical data occurred on 14 separate days, spanning all
five levels of human activity. Seven recording sessions were
conducted during the two summer months of high human
activity before Labor Day, and seven sessions were con-
ducted during periods of lower human activity, after the La-
bor Day holiday. Recording sessions for high and low human
activity were further divided into daytime weekdays~three
recordings before Labor Day and four after Labor Day!, day-
time weekends~four recordings before Labor Day and two
after Labor Day!, and one nighttime recording during the
period of very low human activity after Labor Day~Table I!.
All recordings were conducted from a kayak, anchored in the
same location in Southold Bay, 120 m from shore, in water
with a mean depth of 5 m. From visual observations, water-
crafts in the Bay never exceeded 9 m in length. During data
collection, the wind force was mostly zero or one on the
Beaufort scale, sometimes between one and three, and once
approached five. No precipitation fell during any of the data
collection periods. Using this sampling scheme, a total of 14
one-hour samples were collected, for all five different human
activity levels, in the same location under similar environ-
mental conditions that differed principally only in the
amount of anthropogenic activities.

C. Acoustic recording

The underwater acoustic environment was monitored
and measured using a calibrated Sippican Inc. hydrophone
system with a sensitivity of2162 dBV at 1000 Hzre 1 mPa.
Sounds were recorded with a Sony TCD-D8 Digital Audio
Tape~DAT! Walkman, which sampled at a rate of 44.1 kHz.
The lowest significant bit of the DAT recorder’s ADC was 70
dB re 1 mPa. Acoustic data were recorded on BASF-DAT
Master® 124-min digital tapes. The recording system’s fre-
quency response was flat~62 dB! in the 100–14 000-Hz
frequency range, with a210 dB per octave roll-off in the
15–100-Hz frequency band. During the monitoring sessions,
the hydrophone was suspended in mid-water column from a

kayak~approximately 2.5 m below the surface of the water!;
the cable was attached by surgical tubing to reduce flutter.

D. Acoustic data processing

Digital acoustic data were transferred from digital audio
tapes~DATs! to a computer and low-pass filtered at 1200 Hz
to include only sounds within the range of sea turtle hearing,
using Cornell Raven software~Charif et al., 2003!. The fil-
tered data were graphically and statistically analyzed, and
spectrograms were created~FFT size: 512 samples, overlap:
0%, Window type: Hann! using Cornell Canary 1.2.4 soft-
ware. Spectrograms of noises, typical for each of the five
different activity levels, along with their power spectrum sta-
tistics of the 5th, 50th, and 95th percentiles are shown in Fig.
1. Graphical representation of spectra was performed using
interactive data language~IDL ! software.

Band levels of received sound pressure in the band of
peak hearing range of sea turtles~200–700 Hz!, for each of
the five different human activity levels, were calculated in a
direct computation from the received sound pressure spectral
density levels~Table II!. Statistical comparisons of noise
spectra from the four different daytime levels of human ac-
tivity were performed using the Mann-Whitney rank sum test
in which noise levels in the 50–1000-Hz frequency band
were considered to be significantly different~at p<0.05)
when they were separated by 5 dB or more.

III. RESULTS

There was a distinct increase in noise pressure within the
low-frequency range of sea turtle hearing that corresponded
to an increase of human boating activity in the bay ecosys-
tem ~Fig. 2!. On weekends during the boating season, noise
pressure levels were the highest, and, as boating activity de-
creased, noise levels systematically diminished. High human
activity also was accompanied by an increase in the com-
plexity of noises, as measured by the increase of signals
across a broad range of frequencies@Figs. 2~b!–~e!#.

Below 50 Hz, noise levels were dominated by cable flut-
tering for all five levels of human activity. No comparisons
were made between the spectral patterns for frequencies be-

TABLE I. Sampling design of the 14 different recording sessions conducted between 20 July 2001 and 27
September 2001. Recording sessions were conducted both before and after Labor Day~3 September 2001!.
Sessions were further divided into weekday and weekend recordings. In addition, there was one recording
conducted during nighttime after Labor Day. All recordings were 1 h long. Time indicates the beginning of each
1-h recording session.

Before Labor Day After Labor Day

Date Day Time Date Day Time

Weekday 20 July Friday 13:05 3 September Monday 15:05
7 August Tuesday 14:40 6 September Thursday 16:15
15 August Wednesday 14:45 18 September Tuesday 14:50

26 September Wednesday 12:45

Weekend 22 July Sunday 16:30 9 September Sunday 15:10
18 August Saturday 14:40 22 September Saturday 15:25
25 August Saturday 15:10

1 September Saturday 14:40

Night 27 September Thursday 19:55
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low 50 Hz. Above 50 Hz, the spectral patterns were dramati-
cally different for each of the different levels of human ac-
tivity ~Fig. 2!. At the lowest level of human activity, which
occurred at night after Labor Day, the majority of the ambi-
ent noise occurred in the 50–200-Hz frequency band, with
pressure levels below 75 dBre 1 mPa. At frequencies above
200 Hz, which include the peak hearing range for sea turtles,
there was very little noise, with detectable signals~above 70
dB! in these frequencies comprising less than 5% of the total
noise present at night@Fig. 2~a!#. Even the maximum noise
pressures in these higher frequencies were moderate, rarely
exceeding 90 dB@Fig. 2~a!#.

At slightly higher levels of human activity, during both

weekdays and weekends after Labor Day, there was an in-
crease over nighttime levels in both the total amount of noise
and the pressure levels at higher frequencies@Figs. 2~b! and
~c!#. During these daytime recordings, pressure levels for
sounds at all frequencies were greater than nighttime levels,
with levels rising to as high as 100 dB. On weekdays after
the Labor Day holiday, the noise was spread widely across
the entire hearing range of sea turtles. The pressure levels
were roughly equal at middle and higher frequencies, with an
approximately uniform amount of noise with levels ranging
from 70 to 80 dB@Fig. 2~b!#. On weekends after Labor Day,
there was a further increase in the amount of noise present at
pressures below 80 dB across all frequencies, and a much
greater amount of noise that was louder than 80 dB@Fig.
2~c!#. Overall, in the period after Labor Day, there was
nearly a 3-dB increase in the amount of noise levels from the
nighttime to the weekday samples, and a further 4-dB in-
crease in noise levels from weekdays to the weekend
samples.

During the mid-summer levels of higher human activity,
the bay ecosystem was flooded with noise across all frequen-
cies. On weekdays, more than 50% of the sound at all fre-
quencies was at pressures between 80 and 100 dB, with noise
levels peaking up to 110 dB@Fig. 2~d!#. On weekends, when
boating activity was at its peak, the highest levels of noise
also occurred. Along with a shroud of noise across the entire
range of sea turtle hearing, 50% of the noise levels were at
pressures between 90 and 110 dB, with approximately 5% at
levels greater than 120 dB@Fig. 2~e!#.

Using the profile from the weekdays after Labor Day as
a baseline reference for daytime noise levels, the mean dif-
ference in sound pressure spectral densities was calculated
for the three other daytime activity levels~Fig. 3!. This was
used as a general index of anthropogenic noise. When sound
pressures varied by more than 5 dB from the quiet baseline
levels, the difference was considered to be significant. Using
this measure, during two of the three daytime human activity
levels, there was a significant difference (p,0.05) from the
baseline@Figs. 3~b!–~e!#. At frequencies greater than 200 Hz,
during levels of higher human activity, the mean sound pres-
sures on weekdays were approximately 15 dB greater than
the baseline@Fig. 3~d!#, and, on weekends, pressures were 26
dB greater than the baseline@Fig. 3~e!#. Even during week-
ends of the lower human activity levels@Fig. 3~c!#, when the

FIG. 1. ~I! One-hour noise spectrograms from recordings during each of the
five different human activity levels in Southold Bay. These spectrograms are
considered to be typical for each activity level.~a! Lowest human activity—
nighttime;~b! Low human activity—weekday after Labor Day;~c! Interme-
diate human activity—weekend after Labor Day;~d! High human activity—
weekday before Labor Day; and~e! Highest human activity—weekend
before Labor Day. Frequencies are between 0.1 and 1.2 kHz. All spectro-
grams were set to the same brightness and contrast. The darkness in the
graphs represents pressure of sound, and shows not only how much noise is
in the environment, but also how loud it is.~II ! Power spectrum statistics for
each of the one-hour noise spectrograms from recordings during each of the
five different human activity levels in Southold Bay. The statistics show the
5th ~solid light gray line—bottom line!, 50th~thick black line—middle line!,
and 95th~solid black line—top line! percentiles of sound. Below each per-
centile line is where the corresponding percent of sound is found at those
pressures and along the entire frequency range.~a! Lowest human activity—
nighttime;~b! Low human activity—weekday after Labor Day;~c! Interme-
diate human activity—weekend after Labor Day;~d! High human activity—
weekday before Labor Day; and~e! Highest human activity—weekend
before Labor Day.

TABLE II. Band levels of received sound pressure within the 200–700-Hz
band during each of the five different human activity levels in Southold Bay.
The received sound pressure spectral density levels have been integrated
over the peak hearing range of sea turtles~200–700 Hz! in order to calculate
the received sound pressure band levels.

Human activity level

Band levels of
received sound pressure
in the 200–700-Hz band

~dB! re 1 mPa

Before Labor Day Weekend 113
Weekday 102

After Labor Day Weekend 91
Weekday 87

Night 83
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difference was not significant, sound pressures were higher
in many frequencies than baseline values by as much as 4
dB.

A direct measure of anthropogenic noise was seen best
in a comparison of noise levels between weekdays and week-
ends within the same human activity season. Any differences
observed in mean sound pressures between weekdays and
weekends could not readily be attributed to biological or
seasonal differences and, therefore, were ascribed to the
higher boating activity on weekends. After the main boating
season, even though sound levels were not significantly dif-

ferent between weekdays and weekends, there was still a
4-dB increase in noise levels on weekends. During the height
of the boating season differences were even more obvious,
with weekend mean sound pressure levels significantly
higher (p,0.05) than weekdays, often by more than a factor
of 8 dB ~Fig. 3!. This was particularly true at frequencies
within the peak hearing range of sea turtles during this sea-
son. The difference in the band levels of sound pressure
within the 200–700-Hz band between weekend and weekday
was approximately 11 dB~Table II!.

During these extremely noisy conditions, when human
activity and mean sound pressures were highest, maximum
levels of noise observed@Fig. 3~f!# rose far above the mean
noise levels. For a sense of perspective, these observed
means and maxima were compared to values from other
studies in which sea turtles were subjected to a range of
pressure levels to determine their behavioral response. In-
deed, the maximum pressures recorded in the bay were com-
parable to sound pressures produced by high-pressure air gun
pulses@Fig. 3~g!#, which evoked changes in swimming pat-
terns and orientation of sea turtles~O’Hara, 1990!. In addi-
tion, the maximum levels in the bay also were within the
range of pressures@Fig. 3~h!# at which sea turtles in tanks
exhibited agitated behavior when subjected to simulated boat
signals and recordings of the U.S. Navy’s Low Frequency
Active sonar signals~LFA!. Details of these measurements
are in a separate manuscript. Similar tank studies demon-
strated that noise levels in the bay during the high human
activity are at least 10 to 20 dB higher than pressures at
which sea turtles showed a behavioral response@Fig. 3~i!#.

FIG. 2. A graphic depiction of both sound pressure and frequency, within
the range of sea turtle hearing, over the entire range of human activity in
Southold Bay. Distribution of sound is calculated by the percent of time a
sound at a particular frequency throughout the sea turtle hearing range is
found within a 2-dB range of received sound pressure at the hydrophone
over the total hydrophone sampling period.~a! Lowest human activity—
nighttime ~number of spectral frames,n577 504); ~b! Low human
activity—weekday after Labor Day (n5300 988); ~c! Intermediate human
activity—weekend after Labor Day (n5159 028); ~d! High human
activity—weekday before Labor Day (n5232 512); and~e! Highest human
activity—weekend before Labor Day (n5290 640).

FIG. 3. Sound pressure spectral density level profiles in Southold Bay fil-
tered for frequencies within the sea turtle hearing range~below 1200 Hz!
during five periods of different human activity levels, compared to pressures
of known levels of noise and to U.S. Navy LFA signals that elicit a response
in sea turtles.~a! Lowest human activity—nighttime~number of spectral
frames,n577 504); ~b! Low human activity—weekday after Labor Day
(n5300 988); ~c! Intermediate human activity—weekend after Labor Day
(n5159 028); ~d! High human activity—weekday before Labor Day (n
5232 512); ~e! Highest human activity—weekend before Labor Day (n
5290 640); and~f! maximum sound pressure levels recorded within the sea
turtle peak hearing range, during the highest human activity level. Vertical
dashed lines bracket the peak hearing range of sea turtles~200–700 Hz!.
The maximum noises recorded in the bay were comparable in pressure to
the documented levels, which evoked disturbance responses in sea turtles:
~g! O’Hara ~1990! and ~h! Samuelet al., in manuscript. Pressure levels
measured in the bay ecosystem during high human activity levels were
much higher than levels at which sea turtles showed a behavioral response:
~i! Samuelet al. ~in manuscript!.
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IV. DISCUSSION

During much of the season when sea turtles are actively
foraging in New York waters, their coastal habitats are
flooded with underwater noise, a substantial component of
which is anthropogenic in origin. Much of this noise occurs
at frequencies below 1000 Hz, squarely within the range of
highest sensitivity for sea turtle hearing. In mid-summer, dur-
ing periods of high human activity, levels of noise were cor-
respondingly high, and, as human activity decreased, both
the pressure and complexity of underwater noise diminished.
In general, daytime noise levels remained high for several
weeks, until after the Labor Day holiday, when both recre-
ational activity and noise pressure decreased abruptly.

A more detailed analysis of the noise profiles within the
seasons highlighted the extent of anthropogenic noise. In ad-
dition, the observed patterns indicated that much of the low-
frequency noise stemmed from recreational boating activity.
On weekends, there were distinctly higher noise levels than
on weekdays, and the same pattern was evident during both
summer and fall sampling periods. Furthermore, the mea-
sured increases in sound pressures were substantial. At the
peak of the recreational boating season, average noise pres-
sures at many frequencies within the range of sea turtle hear-
ing were more than 8 dB greater than those recorded during
the corresponding weekdays. These levels were more than 26
dB greater than noise levels recorded at night after Labor
Day ~Fig. 3!. Notwithstanding seasonal and diurnal differ-
ences, the noise signature from boats was strikingly evident
in the sea turtle foraging habitat.

There was a substantial change also in the character of
the noise at times of increased boating activity. At the lowest
level of boating activity, namely at nighttime after Labor
Day, most of the detectable sounds were at frequencies be-
low 200 Hz. At frequencies in the range of peak sea turtle
sensitivity ~200–700 Hz! and higher, there were very few
detectable signals throughout the entire monitoring session
@Fig. 2~a!#. On weekdays after Labor Day, although there
was an increase in signals at higher frequency ranges, most
of the underwater sounds similarly were in the lower~50–
200 Hz! frequencies@Fig. 2~b!#. In contrast, on weekends
and during the height of the recreational season, underwater
noise was louder and much more complex, extending rela-
tively evenly across the entire measured frequency spectrum
ranging up to 1200 Hz@Figs. 2~c!–~e!#.

A comparison of the sound pressure levels in the 200–
700-Hz band measured under the five different human activ-
ity levels ~Table II!, with the corresponding sound pressure
band levels of ambient sounds from environmental sources
as reported by Wenz~1962!, reveals that the noises recorded
in Southold Bay, even during the daytime period of lowest
human activity, are much higher than the reported levels. In
shallow waters, such as the Southold Bay area, the primary
source of noise from environmental sources is wind and
waves~Richardsonet al., 1995!. According to Wenz~1962!,
at a wind force of 1, on the Beaufort scale, sound pressure in
the 200–700-Hz band is approximately 46 dBre 1 mPa. As
the wind force and consequently wave height increase, so
does the sound pressure. At 2 Beaufort, noise levels rise to
55 dB, and at 3 Beaufort reach 59 dB. Even during the high-

est wind force we collected data, at 5 Beaufort, noise levels
in the 200–700-Hz band attributed to wind by Wenz~1962!
are 66 dB. Although wind contributes to underwater noise
levels, our high band levels, even during the period with the
lowest daytime recreational human activity, indicate that bio-
logical noise, distant shipping, or even noise from land are
increasing ambient noise levels in Southold Bay throughout
our recording period. The contribution of these sources to the
noise levels in the bay can be seen in the sound pressure
band levels recorded during weekdays after Labor Day, a
period which we consider to be the baseline of daytime noise
levels ~Table II!.

Juvenile sea turtles are found in New York coastal wa-
ters and estuarine ecosystems for a period of about 21 weeks
each year, starting at the beginning of July~Morreale and
Standora, 1998!. The data from this study indicate that these
foraging sea turtles spend nearly half of their activity season
surrounded by higher than the baseline levels of underwater
noise. Rather than being a unique situation, the Long Island
study site is likely to be very representative of numerous
other coastal habitats where foraging, mating, and nesting
sea turtles congregate during key stages in their lives. Simi-
larly, many of these crucial habitats exist in very populous
areas where sea turtle activity coincides with exposure to
high human activity and underwater noise.

From previous research it is evident that sea turtles can
detect sound, and that their hearing is confined to lower fre-
quencies, mainly below 1000 Hz~Ridgwayet al., 1969; Bar-
tol et al., 1999!. Therefore, sea turtles are able to hear the
low-frequency sound emitted underwater by anthropogenic
sources, and such exposure could be directly influencing
their health and ecology. However, little is known about the
potential effects of noise exposure on the short-term or
longer-term behavior and health of sea turtles. Nevertheless,
several studies have shown that sea turtles in experimental
tanks respond to signals at pressures well below those re-
corded in the Southold Bay foraging habitat, and some of the
responses indicate at least short-term disturbance. Sea turtles
displayed agitated behavior, abrupt body movements, startle
responses, and even prolonged inactivity at the bottom of the
tank in response to low-frequency signals~Lenhardtet al.,
1983, 1996!. Such responses are similar to the ones we ob-
served during exposure of sea turtles to LFA signals and
simulated boat sounds. In a similar study in outdoor enclo-
sures, sea turtles exposed to louder pulses from high-pressure
air guns exhibited changes in swimming patterns and orien-
tation ~O’Hara, 1990!.

Long-term effects on sea turtles after exposure to noise,
although more insidious, would be much harder to detect.
However, it is possible that prolonged exposure could be
highly disruptive to the health and ecology of the animals as
it has been recorded to affect other marine animals, by en-
couraging avoidance behavior~Malmeet al., 1983; Richard-
son et al., 1986; Richardson, 1997!, increasing stress and
aggression levels~Lagardère, 1982!, causing physiological
damage to the ears through either temporary or even perma-
nent threshold shifts~Hastingset al., 1996; Scholik and Yan,
2001; Erbe, 2002; McCauleyet al., 2003!, altering surfacing
and diving rates~Suzuki et al., 1980; Blaxteret al., 1981;
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Olsenet al., 1983; Schwarz and Greer, 1984; Enga˚s et al.,
1998; Williams et al., 2002!, or even confounding orienta-
tion cues. Sea turtles have been shown to exhibit strong fi-
delity to fixed migratory corridors, habitual foraging
grounds, and nesting areas~Morrealeet al., 1996; Morreale
and Standora, 1998; Avenset al., 2003!, and such apparent
inflexibility could prevent sea turtles from selecting alter-
nate, quieter habitats.

It is likely that sea turtles and other marine animals are
not adapted to contemporary noise levels. Over the past 33
years there has been a documented 9- to 10-dB increase in
ambient sound levels in some coastal marine environments
~Andrew et al., 2002!. Furthermore, there has been a 6.3%
increase in the usage of recreational boats in the last decade
~NMMA, 2003!. Thus, even with the current noise abatement
regulations, which prohibit vessel operation in inland waters
that exceed noise levels above 82 dBre 1 mPa, measured at
a distance of 25 m from the vessel~36CFR3 Title 36, Chap-
ter I, Part 3, Sec. 3.7!, cumulative noise levels are likely to
keep increasing as recreational motor boat use rises. Addi-
tional new sources, such as seismic exploration activities in
shallow water, which are increasing worldwide~Frisk et al.,
1998!, also will undoubtedly contribute to the pervasive
noise levels.

Anthropogenic noise in the underwater environment ap-
pears to be more than an abstract issue inevitably related to
increasing human populations. Our study in a representative
coastal habitat highlights the extent of the problem. Sea
turtles tend to cluster, as is the habit of many other marine
animals, in continental shelf and pelagic waters of the west-
ern North Atlantic where there is extensive human activity.
This spatial overlap undoubtedly exposes many of them to
high levels of ambient noise, especially during warmer
months. Currently, the effects of such exposure are largely
unknown. At the least, underwater noise must be accounted
for when devising appropriate management strategies for the
protection and recovery of rare and endangered organisms
such as sea turtles. At best, future marine conservation plans
should include careful acoustic monitoring to prevent future
unabated noise pollution.

ACKNOWLEDGMENTS

We would like to thank a number of people for their
contribution. From the Cornell Laboratory of Ornithology,
we thank Melissa Craven Fowler, Christopher Tessaglia-
Hymes, Connie Gordon, Kurt Fristrup, Bob Grotke, and
Marguerite McCartney for providing all the equipment and
helping with the data retrieval. From the Cornell Ocean Re-
sources and Ecosystems Program, we thank all members of
the laboratory group, and especially Bruce Monger, for his
invaluable help and contributions to the data analyses. From
Suffolk County Cornell Cooperative Extension Marine Pro-
gram, we thank Chris Smith, Rory MacNish, Stacy Myers,
Emerson Hasbrouck, Eileen Brennan, Sonia Tulipano, and
Ronnie Matovcik for providing funding, support, and access
to the study site. Special thanks to Kim Durham, Robert
DiGiovanni, Chris Buckman, Kelly Cantara from New York
State Marine Mammal and Sea Turtle Stranding Program for
support and access to animals. Bennett S. Orlowski from the

Long Island Horticultural Research and Extension Center
kindly provided living accommodations. We further thank Lt.
Commander USCG, Jeannot Smith, for field and technical
support. Our thanks also to Riverhead Foundation for Marine
Research and Preservation, and National Marine Fisheries
Service for support and funding.

36CFR3~2001!. Code of Federal Regulations. Title 36, Volume 1, Chapter I,
Part 3, Section 3.7. Revised July 2001.

Andrew, R. K., Howe, B. M., Mercer, J. A., and Dzieciuch, M. A.~2002!.
‘‘Ocean ambient sound: Comparing the 1960s with the 1990s for a re-
ceiver off the California coast,’’ ARLO3~2!, 65–70~2002!.

Avens, L., Braun-McNeill, J., Epperly, S., and Lohmann, K. J.~2003!. ‘‘Site
fidelity and homing behavior in juvenile sea turtles~Caretta caretta!,’’
Mar. Biol. ~Berlin! 143~2!, 211–220.

Bartol, S. M., Musick, J. A., and Lenhardt, M. L.~1999!. ‘‘Auditory evoked
potentials of the loggerhead sea turtle,’’ Copeia3, 836–840.

Blaxter, J. H. S., Gray, J. A. B., and Denton, E. J.~1981!. ‘‘Sound and startle
responses in herring shoals,’’ J. Mar. Biol. Assoc. U.K.61, 851–869.

Charif, R. A., Clark, C. W., and Fristrup, K. M.~2003!. ‘‘Raven 1.1 User’s
Manual,’’ Cornell Laboratory of Ornithology, Bioacoustics Research Pro-
gram, Ithaca, NY.

Curtis, K. R., Howe, B. M., and Mercer, J. A.~1999!. ‘‘Low-frequency
ambient sound in the North Pacific: Long time series observations,’’ J.
Acoust. Soc. Am.106, 3189–3200.
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Three-dimensional beam pattern of regular sperm whale clicks
confirms bent-horn hypothesis
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The three-dimensional beam pattern of a sperm whale~Physeter macrocephalus! tagged in the
Ligurian Sea was derived using data on regular clicks from the tag and from hydrophones towed
behind a ship circling the tagged whale. The tag defined the orientation of the whale, while sightings
and beamformer data were used to locate the whale with respect to the ship. The existence of a
narrow, forward-directed P1 beam with source levels exceeding 210 dBpeak re: 1 mPa at 1 m is
confirmed. A modeled forward-beam pattern, that matches clicks.20° off-axis, predicts a
directivity index of 26.7 dB and source levels of up to 229 dBpeak re: 1 mPa at 1 m. A broader
backward-directed beam is produced by the P0 pulse with source levels near 200 dBpeak re: 1 mPa
at 1 m and a directivity index of 7.4 dB. A low-frequency component with source levels near
190 dBpeak re: 1 mPa at 1 m isgenerated at the onset of the P0 pulse by air resonance. The results
support the bent-horn model of sound production in sperm whales. While the sperm whale nose
appears primarily adapted to produce an intense forward-directed sonar signal, less-directional click
components convey information to conspecifics, and give rise to echoes from the seafloor and the
surface, which may be useful for orientation during dives. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1828501#

PACS numbers: 43.80.Ka, 43.80.Ev, 43.30.Sf@WWA# Pages: 1473–1485

I. INTRODUCTION

The vocal repertoire of sperm whales is generally re-
ported to be limited to click sounds. Individual sperm whales
can produce a variety of kinds of clicks, which are thought to
function for several different echolocation and communica-
tive functions. When diving, sperm whales produce long se-
ries of clicks with regular interclick intervals~ICI! of 0.5–2
s ~called ‘‘usual clicks’’ by Whitehead and Weilgart, 1991!.
The purpose of these regular clicks was long disputed. Most
biologists assumed by analogy with the better-studied bioso-
nar of bats and dolphins that regular clicks are used for
echolocation~Backus and Schevill, 1966; Gordon, 1987!.
However, several bio-acousticians have argued that the ob-
served mean source level~160–180 dBre: 1 mPa at 1 m!
and the lack of significant directionality were not compatible
with successful echolocation of prey~Watkins, 1980; Fris-
trup and Harbison, 2002!. Recent measurements suggest that
regular clicks are in fact highly directional, with source lev-
els of up to 235 dBrms re: 1 mPa at 1 m on theaxis of the
sound beam~Møhl et al., 2003!. Tyack ~1997! showed ech-
oes of regular clicks from the seafloor, and Jaquetet al.
~2001! and Gordon and Tyack~2002! demonstrated that the
first clicks at the start of the descent of a dive correlated with
the round-trip travel time to the bottom in some locations.
These data suggest that sperm whales echolocate at least on
the seafloor.

Diving sperm whales also make bursts of clicks with
higher repetition rates, called ‘‘creaks’’~Gordon, 1987; Mul-
lins et al., 1988; Madsenet al., 2002!. By analogy with the
terminal buzz produced when some bat species close on

aerial prey~Griffin, 1958!, most authors have suggested that
usual clicks produced at the bottom of foraging dives may
represent a search phase of echolocation, and that sperm
whales produce creaks, or terminal buzzes, as they close on
prey.

Sperm whales also make clicks assumed to be used for
social communication. Weilgart and Whitehead~1988! de-
scribe distinctive intense reverberant clicks with long ICI
typically of 5–7 s. These were only recorded in the presence
of mature males and are thought to advertise the maturity
and competitive ability of the male. Stereotyped repetitive
series of clicks called ‘‘codas’’~Watkins and Schevill, 1977!
are recorded from many different groups of sperm whales,
especially when whales are socializing near the surface~Gor-
don, 1987; Whitehead and Weilgart, 1991!. These coda vo-
calizations are thought to function for social communication
within these groups~Weilgart and Whitehead, 1993; Moore
et al., 1993; Rendell and Whitehead, 2003!.

Backus and Schevill~1966! observed that sperm whale
clicks last in excess of 10 ms and are composed of a series of
pulses of short duration~0.1–2 ms!. They showed further
that the relative amplitude and timing of the pulses within
the clicks obey no consistent rule among whales. However,
the relative amplitudes and timing show an apparent repro-
ducibility from click to click from individual whales at least
on a short time scale; Backus and Schevill~1966! considered
this as signature for the individuals. Norris and Harvey
~1972! proposed that sperm whale clicks are generated by the
so-called phonic lips~also known as themuseau de singe, or
monkey lips! and that the dominating first pulse is directly
transmitted into the water ahead of the whale, while the re-
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maining pulses represent reverberations of the backwardly
directed portion of the original pulse that are reflected be-
tween two reflecting air sacs that bound the ends of the sper-
maceti organ. Concerning the way the reverberated pulses
leave the spermaceti organ, Norris and Harvey~1972! were
inconclusive and proposed two possibilities for the exact exit
site, the upper phonic lip, at the anterior termination of the
spermaceti organ, or alternatively the well-developed meso-
rostral cartilage of the rostrum~Norris and Harvey, 1972!.

The Norris and Harvey~1972! sound generation model
for sperm whales has been modified by Møhl~2001!, who
proposed in his ‘‘bent-horn’’ model that some of the acoustic
energy generated by the phonic lips~labeled ‘‘Mo’’ in Fig. 1!
escapes directly into the water, generating a P0 pulse. The
majority of acoustic energy propagates back through the
spermaceti organ~‘‘So’’ in Fig. 1 ! to the frontal air sac~Fr!
in front of the skull, where it is reflected downward and
forward into the junk~Ju!, from which it propagates into the
seawater as a forward-directed P1 pulse. The remaining
sound energy is reflected from the frontal sac back into the
spermaceti organ where it returns to the distal sac. Most of
this energy is again reflected backwards to repeat the path of
the original path, and so on for P2, P3, etc pulses~Møhl,
2001!. Acoustic data from a sperm whale neonate in rehabili-
tation confirmed that sperm whale clicks are produced at
phonic lips in the anterior end of the spermaceti organ, and
that sound produced there reverberates in the spermaceti or-
gan and is transmitted to the seawater via the junk complex
~Madsenet al., 2003; Møhlet al., 2003!.

Møhl et al. ~2000, 2003! used a dispersed array of hy-
drophones to test the hypothesis of an intense, directional P1
pulse predicted by the bent horn model. By selecting a few
clicks from entire seasons of recording, they showed that
some sperm whale clicks have centroid frequencies of about
15 kHz, high directionality of over 27 dB, and source levels
of up to 235 dBrms re: 1 mPa at 1 m. While they could not
measure the orientation of the clicking whale directly, Møhl
et al. ~2000, 2003! assumed that if they detected a strong
click with a dominant single pulse, this would represent an
on-axis recording in the beam of the P1 pulse. They argue

that this high source level and the narrow sound beam rep-
resent adaptations for long-range echolocation on mesope-
lagic prey with low target strength~Møhl et al., 2003; Mad-
senet al., 2002!.

By contrast, Watkins~1980! analyzed data from dozens
of cruises and reported that sperm whale clicks have variable
spectra and no apparent propagation directionality. Watkins
~1980! observed that the spectral component of sperm whale
clicks extended over 30 kHz when the whales were within 20
m. At about 2 km most of the audible energy was below 5 to
6 kHz with apparent emphases at 2 to 4 kHz. Watkins and
Daher ~2004! presented the underwater recordings of fast
click sequences~2.3/s to 8.8/s! of a small whale near the
surface during head-out episodes when the whale exposed
the lower jaw as far as the jaw hinge. They state that they did
not observe directional clicks as reported by Møhlet al.
~2000!.

These two views on the acoustic properties of clicks led
to strikingly different interpretations as to their function.
Watkins ~1980! concluded that sperm whale regular clicks
appeared to be used mostly for communication to coordinate
movements of whales as they dive and disperse. While rec-
ognizing that most other researchers assumed an echoloca-
tion functionality for sperm whale clicks, Watkins~1980!
pointed out that his observations of sperm whale sounds did
not match the characteristics expected for an echolocation
signal, especially when compared with the click characteris-
tics from echolocating dolphins: sperm whale clicks do not
appear to be highly directional; the click repetition rate is
generally very regular and in particular does not vary with
the changing distance to approaching targets; sperm whales
can be silent for long periods, especially when they are
alone; sperm whale clicks can be heard over such long dis-
tances that sound signal distortion becomes a limiting factor;
individual clicks are longer and more complex than the
echolocation signals of other odontocetes, most of which are
thought to approximate an impulse. In summary, Watkins
concluded that sperm whale clicks do not have acoustic fea-
tures expected for echolocation, but rather seem to fit a con-
text of communication~Watkins, 1980!. Other researchers
such as Fristrup and Harbison~2002! have also been skepti-
cal of the idea that regular clicks can be successfully used for
echolocation due to the low target strength of squid.

Here, we present data to suggest how such two very
different views on sperm whale clicks may have been
reached. We demonstrate that the P1 pulse does form a high-
powered, forward-directed beam with properties consistent
with the conclusions of Møhlet al. ~2000, 2003!. The initial
pulse generates a P0 pulse and associated low-frequency
components that are relatively omnidirectional, which may
explain the conclusions reached by Watkins, who apparently
never recorded the narrow, forward-directed P1 pulse on
axis. Our data indicate that the P0 pulse contains,10% of
the energy of the P1 pulse, but this is still intense enough to
be detectable over long distances and even to generate ech-
oes from the seafloor and the surface. The P0 pulse has a
backwards directionality that is a necessary and heretofore
unpredicted consequence of the bent-horn model. We show
that regular clicks of sperm whales have temporally and

FIG. 1. Diagram of bent-horn model of sound production in sperm whales
~modified from Fig. 1 of Madsenet al. 2002!. B, brain; Bl, blow hole; Di,
distal air sac; Fr, frontal air sac; Ju, junk; Ln, left naris; Ma, mandible; Mo,
monkey lips/museau de singe; MT muscle/tendon layer; Rn, right naris; Ro
rostrum; So, spermaceti organ.
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spectrally separated acoustic components by which the ani-
mal simultaneously produces a narrow, high-frequency sonar
beam to search for prey, and less directional components that
may be used for communication and perhaps orientation. A
similar dual function of biosonar signals has been proposed
for the high- and low-frequency components of harbor por-
poise clicks~Møhl and Andersen, 1973!.

II. MATERIALS AND METHODS

Our paper is based on data recorded in the Ligurian Sea
in 2001 during Sirena-01, a field trial organized by the
NATO Undersea Research Center~NURC! as part of its Ma-
rine Mammal Acoustic Risk Mitigation program. The data
collection duringSirenatrials was based on multiple compo-
nents: visual observation of animals at the surface, passive
sonar detection and tracking while animals were diving, and
tagging of animals with a compact acoustic data recorder
~Johnson and Tyack, 2003! developed by the authors at the
Woods Hole Oceanographic Institution~WHOI!.

The procedure for tagging sperm whales was based on
the following scheme: During the night and early morning,
visual observers and operators of a passive sonar tried to
locate and to approach sperm whales for tagging. Once a
sperm whale was tracked acoustically and visually, a small
workboat was deployed from NRV ALLIANCE to attach the
tag to the animal. Any potential responses to tagging were
monitored visually and acoustically from NRV ALLIANCE as
well as from the small vessel. After tagging, the whale could
be followed visually when close to the ship, acoustically
when it was clicking, and using a radio direction finder to
track a VHF radio transmitter on the tag when the whale
surfaced.

A. Visual observation

A visual watch was established during daylight hours on
the flying bridge of NRV ALLIANCE, which provided a stable
platform for visual observation at a height of 16 m over the
water. Big-eye binoculars enabled observation up to 10 km.
Once a whale was located either visually or acoustically, it
was selected as the ‘‘focal follow’’ animal and its detailed
behavior~blow rate, swim speed, etc.! was recorded to es-
tablish behavioral patterns.

B. Passive sonar

A major asset available duringSirenatrials was the pas-
sive sonar system on the NRV ALLIANCE. This passive sonar
was developed at NURC and consisted of a horizontal line
array that was towed at about 80-m depth, just below any
substantial thermocline, a real-time digital beamformer, and
sonar display system. It was deployed almost continuously,
enabling a 24-h listening operation during most weather con-
ditions up to sea state 7. Passive sonar technology was ap-
plied to detect and to track vocalizing animals when they
were submerged and therefore not visible. Sperm whales are
known to emit intense clicks at regular intervals while they
are diving, and consequently are ideal for tracking by passive
sonar.

Underwater signals were received by a towed line array
of 128 hydrophones with the system saturation set to
140 dBpeak re: 1 mPa. The hydrophone separation was 9 cm
and the sampling frequency was 31.25 kHz, allowing a maxi-
mum bandwidth of about 15 kHz. The acquired acoustic data
were archived on a 240-Mbit/s digital tape recorder, together
with relevant nonacoustic data such as array depth and ship’s
position, heading, and speed. The received array data were
transformed to angular space using a digital time-delay
beamformer~Zimmer et al., 2003!. The beamformed data
were used to find potential animals for tagging during the
night and to track them during their deep dives. A close
handshaking with the visual team made sure that focal ani-
mals were not lost. The continuous acoustic watch brought
NRV ALLIANCE also in good positions to sight surfacing ani-
mals.

While the beamformer was useful for tracking the focal
animal, a broadband analysis is more properly done with the
data from individual hydrophones. For the subsequent analy-
ses, data from two hydrophones~10.62 m apart! and relevant
nonacoustic data~array depth, ship’s position, GPS time
stamp! were extracted from the hydrophone recordings.

C. Tagging

The passive sonar was able to track the gross move-
ments of the whale, but not to record the detailed orientation
or short-term movements of the animal between clicks. A
digital tag~DTAG!, developed by the authors at WHOI, was
therefore used to record sound and high-resolution move-
ment patterns directly from the whale~Johnson and Tyack,
2003!. Key features of the DTAG were 16-bit analog-to-
digital conversion at a hydrophone sampling rate of 32 kHz
and clipping level set to 153 dBpeak re: 1 mPa, further pres-
sure sensor, 3-axis accelerometer, and 3-axis magnetometer,
all sampled at 50 Hz.

The tagging team approached the focal animal in a small
boat at low speed. The tag was deployed by means of a 12-m
carbon-fiber pole, mounted in a bow-mounted cantilever and
attached to the whale with suction cups. After a prepro-
gramed release time, the tag floated to the surface and was
then tracked by taking bearings to a built-in VHF radio trans-
mitter. The data acquired by the sensors of the tag were
recorded on 3-GB flash memory, downloaded after recovery,
and stored on CD-R for archiving and processing.

The recordings of the DTAG on the whale are in general
not in synchrony with the passive sonar recordings on board
NRV ALLIANCE. Synchronization is therefore a critical step
in the data processing and will be addressed in Sec. III C 3.

III. DATA PROCESSING

The main goals of the data analysis were to obtain tem-
poral, spectral, and level characteristics of sperm whale
clicks as a function of spatial orientation of the whale with
respect to a far-field sensor. Two data processing tasks had to
be undertaken to achieve these analysis goals: to determine
the motion and orientation of the sperm whale and to extract
the temporal, spectral, and level characteristics of each click
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from the acoustic recordings. The data available were visual
observations, tag and passive sonar recordings.

A. Visual

When the focal whale was at the surface, the visual team
observed it continuously from the flying bridge of NRV
ALLIANCE. Range and bearing were logged into a computer-
ized logging system for each behavioral event, such as blow,
fluke-up, breach, etc. To estimate the target range, the reti-
cule scale of the Big-eyes was used to measure the vertical
angle of the focal animal below the horizon~Kinzey and
Gerrodette, 2001!. To estimate the bearing of the animal, the
Big-eyes was fitted with a bearing encoder, which gave the
bearing relative to the bow of the ship. The readout of the
ship’s gyroscope was then used to convert the relative bear-
ing to absolute bearing of the focal animal. The availability
of the ship’s gyro eliminated the requirement for a magnetic
compass that was considered problematic in proximity to
metal structures on the flying bridge.

B. Tag data

The tag was the primary data source for the time at
which the whale emitted each click, and for animal depth and
orientation.

1. Click detection and classification

The times at which the clicks were emitted by the tagged
animal were extracted from the acoustic recordings using an
automatic click detector. The click detector was based on the
Page test, a sequential probability ratio test that takes as in-
put the time series of the received sound and determines
beginning and end of transients~detections! by means of the
following algorithm ~Page, 1954; Wald, 1947; Abraham,
2000!:

Given the instantaneous signal magnitudexn , calculate
a test variableVn and make the decision for detection of a
transient or signal according to

Vn5Vn211S xn
2

Nn
2bD

3H .V1 decide detection and setVn5V1 ,

,V0 decide noise and set Vn5V0 ,
~1!

with Nn 5noise estimate;b5bias for test variable;V0

5threshold for decision of noise; andV1 5threshold for de-
cision of detection.

To obtain the signal magnitude, the real-valued data
were first Hilbert transformed to a complex-valued~analytic!
representation.

For each sample the detector algorithm could output one
of three states, decision for signal, decision for noise, or
decision deferred. In the last case the test variableVn was
augmented by a new measurement. We defined the duration
of the signal by the time between the last noise decision and
the time of the last signal decision. It can be shown that in
theory, bias and thresholds may be related to the detection
probability and probability of false alarm~Wald, 1947!.
However, for this analysis the values were determined em-

pirically to give good detection performance:b54, V051,
and V15103. The noise was estimated by exponential
weighting Nn5(12a)Nn211axn

2(a51/32) while noise
was detected, or kept constant during signal detection. To
avoid unrealistic long detections the maximum duration of
any single detection was limited to 0.1 s, a value that is about
10 times a complete sperm whale click.

After signal ~transient! detection, classification was
based on the temporal characteristics of regular clicks, such
as the slowly varying time interval between clicks and
slowly varying peak levels of clicks. Initially, only two de-
tection categories were defined: sperm whale clicks and ech-
oes reflected from the surface. The signal detection was clas-
sified as a sperm whale click when the interval to the next
sperm whale click was similar to the interval to the previous
sperm whale click with compatible signal levels and click
durations. A surface-reflected echo was expected to occur
shortly after a sperm whale click with a delay that corre-
sponded to twice the whale depth.

2. Animal depth and orientation

The animal depth is measured by a calibrated pressure
sensor in the DTAG. A key innovation of the DTAG is its
ability to measure the orientation of the tagged animal as a
function of time. Orientation is deduced from the 3-axis ac-
celerometer and magnetometer signals and is expressed in
terms of the Euler angles, pitch, roll, and heading, with ref-
erence to the fixed~earth! frame. As the tag may be placed
anywhere on the back of a whale, the tag axes do not gener-
ally coincide with the whale axes. There are thus three
frames involved: the tag frame, the whale frame, and the
earth frame. To determine the orientation of the whale, the
angles of rotation~pitch, roll, and heading! relating the whale
frame to the earth frame were determined from the DTAG’s
accelerometer and magnetometer.~Johnson and Tyack, 2003;
Zimmer et al., 2003!.

3. Animal tracking

In general, for known animal speedv(t), pitch and
heading the animal track may be estimated by

S px~ t !
py~ t !
pz~ t !

D 5S px~ t0!

py~ t0!

pz~ t0!
D 1E

t0

t

v~t!S cosb~t!sing~t!

cosb~t!cosg~t!

sinb~t!
D dt.

~2!

The earth frame coordinate system is here assumed to be
~east, north, up!, the pitchb(t) is positive up, and the head-
ing g(t) is magnetic~relative! north.

Here, we start by considering only the data from the
DTAG, that is, we have a detailed description of the orien-
tation of the animal but no reliable speed information, and
assume therefore as first approximation some~mean! speed
v(t)5v5const. The track generated by this assumption of
constant speed is called a pseudotrack. The mean speed can
be independently estimated using time and GPS position
where the tagging occurred and a sighting toward the end of
the tag attachment.
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To estimate the final animal track, the DTAG data were
combined with the passive sonar data. For this the range and
bearing components of the constant-speed pseudotrack (r p

andbp) were adjusted to approximate the measured acoustic
range and bearing (r a andba) to obtain final range and bear-
ing estimates (r e andbe)

r e~ t !5r p~ t !1FLP~r a~ t !2r p~ t !!,

be~ t !5bp~ t !1FLP~ba~ t !2bp~ t !!. ~3!

The purpose of the low-pass filterFLP was to avoid impul-
sive ~high-frequency! correction to the constant-speed~zero
acceleration! pseudotrack, and therefore to obtain smooth
variation in the resulting acceleration of the animal.

C. Passive sonar

The passive sonar data were used to estimate the loca-
tion of the whale while it was clicking during the dive, to
correct the speed estimation of the tagged animal, and to
characterize the sperm whale clicks. The array was deployed
from NRV ALLIANCE and all available nonacoustic data, e.g.,
GPS position and array depth, were recorded together with
the acoustic data.

1. Array position, depth, and heading

While the ship position was measured using GPS, the
array position had to be estimated by the following method.
The array is towed behind the ship with a constant tow cable
length. The depth of the array varies as a function of the
tow-ship speed. Maneuvers were generally made smoothly to
avoid excessive bending in the array. One may therefore as-
sume that the array follows the ship track delayed by a cer-
tain time offset, that is, the array position is estimated as the
ship’s position at a later time

Parray~ t1t~ t !!5Pship~ t !. ~4!

To obtain the time offset when the array was found at a given
position, the ship’s mean speedVm is incorporated

t~ t !5
C01AC22h~ t !2

Vm~ t !
, ~5!

where C0 is the horizontal distance from GPS receiver to
stern of NRV ALLIANCE; C is the length of the tow cable;
andh(t) is the array depth.

The array depth was measured with a pressure sensor in
the array and, as a heading sensor was not available, the
array heading was derived directly from the array motion.

2. Acoustic bearing

To obtain the acoustic bearing of the sperm whale the
time delay between two distant hydrophones of the same
click was measured using cross correlation and transformed
to angle. The passive sonar~beamformer!-based bearing es-
timate was not used for this task because, due to the limited
number of beams, the existing angular accuracy was not suf-
ficient. However, the clicks were tracked minute by minute
on the passive sonar display to cross check the bearing de-
rived from the time delay estimation.

3. Acoustic ranging

The range estimation is based on the travel time required
for the sperm whale clicks to reach the passive sonar system.
Independent range estimation was further carried out by ex-
ploiting the multipath structure of the received clicks and
used to synchronize the acquisition systems of the DTAG
and the passive sonar system.

a. Multipath ranging. The multipath ranging uses the
path difference between the sperm whale click and the
surface-reflected echo of the same click to estimate the range
from the passive sonar to the clicking animal. As we have
measured the animal depth by the DTAG, and as we know
the array depth of the towed array, multipath ranging only
requires the path difference between direct and surface-
reflected arrival~Zimmer et al., 2003!. Depending upon the
geometry, the expected delay between these two arrivals is
less than a second. The travel time difference~surface
reflected2direct click! was obtained from the automatic
click detector applied to the hydrophone data. The surface
reflection from some clicks interfered with the direct arrival;
these were eliminated from the analysis. Before running the
automatic click detector, the hydrophone data were bandlim-
ited to 0.3 to 15 kHz~using a 128-taps FIR filter! to reduce
the influence of ambient noise at low frequencies.

b. Click travel time ranging. To estimate the range using
the click travel time, the actual time difference of the clicks
between passive sonar (tS) and DTAG (tT) is measured and
multiplied with sound speedc, which for small time differ-
ences and similar ranges may be assumed to be constant

r 5c~ tS2tT!. ~6!

However, in order for this method to be successful the data
must be sampled synchronously on both systems. As the
sampling rate on the tag varies with the temperature of the
oscillator crystal, the tag sampling rate is expected to vary as
the animal dives deep into regions of colder water. To com-
pensate for this temperature-dependent drift, the click travel
time ranging was compared with the data from the multipath
ranging and the difference in range estimation was fitted to a
temperature-dependent model

DR5c01c1t1c2t~T220!2. ~7!

Solving this equation forc0 , c1 , andc2 for all range differ-
encesDR and temperaturesT gave an optimal correction to
the click travel time range estimation.

c. Hydrophone data processing. We did not use the
beamformed data to estimate the spectra and levels of clicks,
but used the data directly recorded from individual hydro-
phones. The time-delay beamforming process uses low-pass
filters ~8-taps FIR! for interpolation, and a detailed spectral
analysis may experience some difficulties due to varying fil-
ter characteristics. Also, due to spatial aliasing frequencies
above 8.3 kHz may be contaminated by sounds from other
directions. The individual hydrophones, on the other hand,
are calibrated and have a flat frequency response over the
band of interest. The lack of array gain limits the detection
capabilities, but this was not considered a major problem for
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this paper. Hydrophones also lack the angular resolution of
the beamformer and are susceptible to more interference
from shipping noise and conspecifics.

The method for relating orientation of the tagged whale
at the time a click was produced to the level received at the
hydrophone required matching clicks from the tag and array.
The range between the whale and the array was often great
enough that once the whale made one click, it might have
made several more clicks before the first click was received
at the array. However, the varying sequence of ICI makes it
possible to uniquely associate each click recorded on the tag
with the same click recorded on the array. The two data sets
were matched by generating a waterfall sonar plot of the
hydrophone data, in which the start of each trace was trig-
gered using the click times as measured on the tag but shifted
by a constant time increment to reduce the effect of travel
time. This was analyzed on a dive-by-dive basis, with the
time increment selected to correspond to the average range
during the dive. Due to varying ranges during each dive, the
resulting~hydrophone! clicks were not exactly aligned at the
same offset time throughout the dive. In a second step, an
automatic click detector similar to the one that extracted the
clicks from the tag data was used to estimate the correct click
travel time difference. The performance of the click detector
could be checked graphically to test whether the clicks on
the hydrophone waterfall sonar plot lined up at the same
time.

To describe the signal strength, the received peak pres-
sure was estimated for each click by taking the maximum
value of the signal envelope. For this, the real-valued signal
was first Hilbert transformed to obtain an analytic represen-
tation after which the magnitude was estimated as the abso-
lute value of the analytic signal~Randall, 1987!. An apparent
source level~ASL! was obtained by correcting the received
pressure level with the transmission loss for the estimated
range between whale and hydrophone, for which we as-
sumed spherical spreading. The maximum ASL of a source
defines the axis of the sound beam~acoustic axis! and the
ASL in that case gives the source level~SL!. Off the acoustic
axis the ASL is reduced and its beam pattern characterizes
sound emission from the source.

IV. RESULTS

The DTAG was attached for nearly 7 h to a whale
~SW01–275b! estimated by visual observation~Miller et al.,
2004! to be about 12.2 m long. While tagged, the whale
performed eight complete deep dives to foraging depths of
550–900 m~Fig. 2!. As the water depth for all dives in this
Ligurian Sea site was over 2600 m, the dive pattern indicates
that the tagged whale was feeding on a midwater prey layer
between 550 and 900 m. While the whale transited from
surface to foraging depth and from foraging depth to surface
without major points of inflection in the vertical axis, during
the bottom portion of its dive, it regularly moved up and
down through 200 m of vertical excursion, suggesting that it
was exploiting a prey layer about 200 m thick. The whale
started to emit regular clicks during descent soon after
fluke-up and continued while at foraging depth. While the
tagged whale dove, the surface echo of each click was regu-

larly recorded on the tag independent of pitch angle. Figure 3
shows a waterfall sonar plot of the first 350 clicks of a dive.
The surface echoes are not clipped and are very sharp at
onset. On ascent no acoustic activity was observed, apart
from a total of 18 codas at end of dives 1 and 8. The whale
only emitted creaks at depths greater than 550 m.

While the whale was tagged, it moved with a mean hori-
zontal speed of 1.22 m/s in north–north–westerly direction.
Figure 4 shows the reconstructed track of the whale with
color-coded depth profile. The track of NRV ALLIANCE

shows that the passive sonar system circled the tagged whale
four times at ranges from about 0.7 to 6 km. Due to this
circling and the varying pitch of the whale, it was possible to
record the whale clicks from nearly all aspects.

FIG. 2. Depth profile of tagged sperm whale. The whale made eight full
dives to depths ranging from 550–900 m. The dots overlaid on the profile
indicate the times of click emissions by the whale.

FIG. 3. Waterfall sonar plot of sperm whale clicks recorded from the tag on
the whale during descent. Successive clicks are aligned on the left at time
50. Surface echoes of the emitted clicks are clearly visible~line with
elapsed time increasing to 860 ms at the bottom of the figure!. The corre-
sponding depth values are 52 m for the first click and 645 m the 350th click.
The depth of the ocean bottom during this dive was over 2600 m and echoes
from the ocean bottom are not visible. The small discontinuities visible
along the surface echo are due to short pauses within the sequence of regular
clicks.
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The tag recorded a total of over 36 000 regular and creak
clicks. Figure 5 shows the histogram of the ICI of all clicks.
The data are plotted on a log–log scale and show a three-
mode structure. One mode peaks at ICI of around 1 s and can
be attributed to regular clicks. A weaker mode shows a peak
around an ICI of 0.25 s and the third mode peaks at an ICI of
0.03 s. For the analysis of this paper we selected only regular
clicks with ICI above 0.45 s~vertical dashed line in Fig. 5!
and ignored all clicks with ICI below 0.45 that we associated
with creaks~Gordon, 1987!. According to this threshold, the
whale emitted over 14 100 regular clicks during the tag at-
tachment. For this paper, we only used regular clicks where
the surface reflection could be distinguished from the direct
arrival, reducing the number of clicks to just below 13 000.

The knowledge of the three-dimensional orientation of
the whale at each click allowed the transformation of the

coordinates relative to the hydrophone receiver into a whale-
frame coordinate system, which made it possible to estimate
the azimuth and elevation angles of the whale sound source
as seen from the passive sonar. While at depth, the whale
rolled and changed pitch from290° to 190°, so a circling
passive sonar could record sperm whale clicks from nearly
all vertical and horizontal angles. Using the apparent source
levels of nearly 13 000 detected regular clicks, we con-
structed a map of the emitted three-dimensional sound field,
or beam pattern of regular sperm whale clicks~Fig. 6!.

To obtain this three-dimensional beam pattern, the azi-
muth and elevation values of all regular clicks were allocated
into 5° by 5° cells. The cell size resulted as compromise
between expected resolution and the number of obtained his-
togram samples. The top panel of Fig. 6 shows the coverage
of the beam pattern in azimuth and elevation with color-
coded counts for the 5° by 5° cells. The center of this plot
indicates an azimuth and elevation of 0°. This corresponds
to the direction directly in front of the whale. This plot uses
a coordinate system as seen by the whale. The point with 0°
azimuth and 0° elevation points directly ahead of the whale.
Negative azimuth values indicate angles to the left of the
whale, positive azimuth to the right. Similarly positive eleva-
tion indicates angles above the horizontal, while negative
angles are downwards. A zero count~white! means that no
click was measured in the cell with corresponding azimuth
and elevation. Azimuth and elevation angles of the beam
pattern were estimated assuming constant sound speed be-
tween whale and array. The impact of ray refraction due to

FIG. 4. Reconstruction of the track of the sperm whale tagged in the Lig-
urian Sea. The track of NRV ALLIANCE is shown in black. The red dots on
the ship’s track indicate where the visual team sighted the tagged sperm
whale. The color-coded line is the track of the animal, where the color map
ranges from red for surfacing to blue for a depth of 900 m.

FIG. 5. Log–log plot of distribution of interclick-intervals~ICI! from the
tagged whale using all detected clicks (n.36 000). The peak centered on
0.025 s marks the dominant ICI for creak clicks. The peak centered on 1 s
marks the dominant ICI for regular clicks. The vertical dashed line at 0.45 s
marks the lower limit of ICI we used in this paper to define regular clicks.

FIG. 6. Aspect coverage and estimated transmit beam pattern of the tagged
sperm whale. The pattern is shown as seen from the animal’s perspective.
The top panel shows the number of clicks falling into each 5°35° cell. The
lower panel shows the maximum apparent source level within each cell. The
3D beam pattern shows two distinct features: a confined concentration of
intense clicks in forward directions~around 0° azimuth and 0° elevation!
and a more diffuse concentration in backward direction (6180° azimuth
and 0° elevation!. The observed levels reach about 210 dBpeak re: 1 mPa at
1 m in forward direction and 200 dBpeak re: 1 mPa at 1 m in backward
direction.
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depth-dependent variation of the sound-speed velocity
~Urick, 1983! varies as a function of range (;23° at 4 km!
and must be considered only at larger ranges (.6 km) and
for increased demands on angular accuracy.

The lower panel of Fig. 6 shows the broadband beam
pattern of the regular sperm whale clicks, including frequen-
cies from 300–15 000 Hz. To obtain this pattern, the maxi-
mum apparent source level~ASL! within each cell was plot-
ted. This approach was necessary because not all of the
variations in ASL are due to the click beam pattern, but may
also result from variations in click source level~Madsen
et al., 2002!. By taking the maximum ASL within each cell,
a beam pattern is obtained that approximates the maximum
level in each direction. This should correspond to the true
beam pattern when a sufficient number of clicks are sampled
within each cell.

The three-dimensional beam pattern shows two distinct
features: a confined concentration of intense clicks in for-
ward direction~around 0° azimuth and 0° elevation! and a
more diffuse concentration in backward direction (6180°
azimuth and 0° elevation!. The observed levels reach about
210 dBpeak re: 1 mPa at 1 m in forward direction and
200 dBpeak re: 1 mPa at 1 m inbackward direction.

To further understand this bimodal beam pattern, two
representative clicks were selected for detailed analysis, one
produced when the ship was in front of the whale and the
other from when the ship was behind. These two clicks are
from the same dive and separated by 3 min. They are conse-
quently from about the same range. Figure 7 shows wavelet
spectra~using a Gabor kernel! ~Zimmer et al., 2003! of this
forward and backward click. The forward click~top panel!
was emitted at 10° azimuth, 7° elevation and is character-
ized by a weak, 4-ms-long component~0 to 4 ms! at frequen-
cies around 2.5 kHz, a very weak short pulse, called P0, with
frequencies above 3 kHz at 0 ms, a strong pulse, called P1,

with frequencies above 3 kHz at 5.3 ms, followed by a
weaker pulse, P2 at 10.6 ms, and an again weaker pulse, P3
at 14 ms. The backward click~lower panel! was emitted at
2137° azimuth,260° elevation, and shows the same low
frequency~LF! component~0 to 4 ms around 2.5 kHz! as
seen in the forward click. But, the high-frequency part is
different. The short P0 pulse at 0 ms is now the strongest
pulse, followed by a weaker P1 pulse around 5.3 ms and a
very weak P2 pulse at about 10.6 ms. Both clicks are char-
acterized by an IPI of 5.3 ms, which corresponds to a whale
of just over 12.5 m: 12.53 m using the formula of Gordon
~1991!: L54.83311.453(IPI)2(IPI/1000)2, and 12.57 m
using the formula of Rhinelander and Dawson~2004!: L
517.1222.189(IPI)10.251(IPI)2. This is a close match to
the 12.2 m estimated visually. In both clicks, the pulse struc-
ture occurs only at higher frequencies and there is significant
reverberation following the strongest pulse. The LF compo-
nent of the clicks starts with the first pulse P0 and its dura-
tion remains shorter than the IPI. No pulse-like repetition of
the low-frequency component is observed.

Figure 7 shows that the individual clicks are too com-
plex to support a single beam pattern. There are at least three
different characteristic features: a low-frequency~LF! com-
ponent common to both the forward- and backward-directed
parts of the click, the forward-directed portion dominated by
P1, and the backward-directed part dominated by P0. We
therefore reprocessed the data with narrower time and spec-
tral windows to separate the beam patterns of the LF com-
ponent, the P0 and the P1 pulses. For the following analysis
the window definitions were as follows: The LF component
was estimated with a spectral window from 300 Hz to 3 kHz
and a time window from22 to 10 ms. The P0 component
was defined to fall within 3 and 15 kHz and between22 and
3 ms. The P1 component was defined to fall again within 3
and 15 kHz but between 3 and 8 ms.

Figure 8 shows peak-level beam pattern of the LF com-
ponent, the P0 and P1 pulses. The figures confirm a nearly
omnidirectional LF component with maximum levels rang-
ing from ;170– 190 dBpeak re: 1 mPa at 1 m, the P0 beam
pattern pointing backwards with low directionality at maxi-
mum levels of;200 dBpeak re: 1 mPa at 1 m and the P1
component pointing forward with high directionality and a
maximum measured level of 210 dBpeak re: 1 mPa at 1 m.

To simplify the graphic representation of the beam pat-
tern and to get a better feeling for the directionality, we ob-
serve that all three beam patterns exhibit rotational symme-
try. It therefore makes sense to plot the peak level estimated
as function of the off-axis angle, which is the angle between
the forward direction of the acoustic axis and any other com-
bination of azimuth and elevation.

Figure 9 shows the peak level as function of off-axis
angle for the three components of a sperm whale click~LF
component: top panel; P0 pulse middle panel, P1 pulse bot-
tom panel!. All panels show in gray all of the peak-level
measurements and in black the 90th percentile of the mea-
surements for a given off-axis angle. Again, we observe that
the LF component is nearly independent of the off-axis
angle; the P0 pulse increases slowly with the off-axis angle
and reaches a maximum close to 180°. The P1 pulse de-

FIG. 7. Wavelet-type spectra~based on Gabor kernel! of forward click ~top
panel! and backward click~bottom panel! as received by a towed hydro-
phone. The forward click corresponds to 9° azimuth and 7° elevation in the
beam pattern, and the backward click to2137° azimuth and260° eleva-
tion. The individual pulses within each click are labeled P0, P1, P2, and P3,
consecutively. The ellipse indicates the low-frequency~LF! component of
the click.
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creases with the off-axis angle and remains constant beyond
90°. The standard deviation of peak level was found to be
nearly constant at 3.5 dB as a function of off-axis angle for
all three components.

The red curve in the lower panel was modeled as broad-
band beam pattern for the P1 pulse and is based on a short,
Gaussian-shaped pulse emitted from circular piston~Au,
1993! and fitted to the 90th percentile for angles.20°. The
obtained modeled source parameters for the P1 pulse were
center frequency 13 kHz, signal duration 0.21 ms, piston
radius 0.55 m, and maximum source level 229 dBpeak re: 1
mPa at 1 m. Replacing the 90th percentile values for angles
,90° with the modeled beam pattern, the broadband direc-
tivity index for the P1 pulse became 26.7 dB, which is close
to the 27 dB given by Møhlet al. ~2003!. For comparison,
the measured broadband directivity index~based on the 90th
percentile! of the backward beam~P0! is 7.4dB.

To investigate the origin of the LF component, the peak
frequency of the LF spectrum of each pulse was extracted. If
the LF component were based on air resonance, then one
would expect that the peak frequency would vary as a func-
tion of dive depth due to the compression of available air
volume. Under certain assumptions~wavelength larger than

the linear dimension of the air volume, speed of sound nearly
constant! theory predicts that the resonance frequency should
vary with the square root of the static pressure~Kinsler et al.,
1982; Medwin and Clay, 1998!. Figure 10 shows a scatter
plot where the dominant peak frequency in the LF compo-
nent is plotted against the square root of the static pressure.
For pressures up to 53 atm~vertical dashed line; equivalent
to 520 m! one can observe two modes for which the peak
frequency varies linearly with square root of pressure. For
pressures greater 53 atm, or higher depth values, this rela-
tionship breaks down. The two black lines correspond to the
modeled depth dependence of an air resonator (f 1,0

5150 Hz andd f1 /dAp5160 Hz/Aatm for the lower line
and f 2,0550 Hz andd f2 /dAp5260 Hz/Aatm for the steeper
line!.

Figure 10 was generated by plotting a single peak LF
frequency for each click. Consequently, the scatter plot does
not reflect completely the presence of the two modes in each
click, but only the stronger of the two modes within each
click. However, on a statistical basis both modes got a
chance to dominate.

The two lines in Fig. 10 cross at surface pressure, indi-
cating a single~or similar! volume at surface with a reso-

FIG. 8. Map of transmit beam pattern of three components of clicks re-
corded from the tagged sperm whale. The pattern is shown as seen from the
animal’s perspective. Each pixel indicates the maximum apparent source
level ~ASL! recorded within each cell. The LF component is nearly omni-
directional, with click ASLs ranging from 170– 190 dBpeakre: 1 mPa at 1 m.
The P0 component has a broad beam directed backward~near6180°, with
ASLs in the beam of about 200 dBpeak re: 1 mPa at 1 m. The P1 beam has
maximum ASLs near 210 dBpeak re: 1 mPa at 1 m.

FIG. 9. Beam patterns of click components as a function of off-axis angle.
The gray dots are a scatter plot of each measured value. The black line
represents the 90th percentile of level for each off-axis angle. For P1, the red
line indicates the beam pattern predicted for a circular piston source with the
parameters indicated in the text, and is fitted to off-axis angles.20° with a
maximum on-axis click source level of 229 dBpeak re: 1 mPa at 1 m. Clicks
with off-axis angles,20° were not used in this fit and the resulting differ-
ences are discussed in the text.
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nance frequency of 310 Hz. We do not know the exact
mechanism behind this possible air resonance so we only can
speculate on the air volume required for this resonance fre-
quency. However, to get a feeling for the dimension of air
volume, two models were investigated: free-oscillating air
bubbles~Kinsler et al., 1982; Medwin and Clay, 1998! and a
Helmholtz resonator~Kinsler et al., 1982!. For a freely os-
cillating bubble, a volume of 4.2 ml is required for a reso-
nance frequency of 310 Hz at 1 atm. To obtain the volume of
a Helmholtz resonator, the dimensions of the neck must be
specified. As we only are interested in the order of magni-
tude, we assume a neck with diameter of 8.6 cm and an
effective length of 2.6 cm. A neck diameter of 8.6 cm corre-
sponds to the aperture that is consistent with the beam pat-
tern of the P0 pulse, and the effective neck length of 2.6 cm
is equivalent to the end corrections of a zero-length neck in
air. With these assumptions we obtain a resonance air volume
of 6400 ml.

Even if the estimated volumes are only indicative, they
show clearly that the resonance frequency depends on the
assumed physical model. An open resonator, like the Helm-
holtz model, requires a larger air volume than a closed reso-
nator, or air bubble. A more accurate estimate of air volume
must use more detailed knowledge of the anatomy of sound
production in the sperm whale, especially the location of air
during the dive.

V. DISCUSSION

Our paper is based on a unique data set from a sperm
whale tagged in the Ligurian Sea in 2001. While tagged, the
whale emitted over 36 600 clicks, of which over 14 100 are
regular clicks. Nearly 13 000 regular clicks were used for
estimating the three-dimensional beam pattern. The orienta-
tion of the whale was obtained from the accelerometer and
magnetometer values from the DTAG. After synchronizing
the clocks of the DTAG and the passive sonar towed from
the NATO RV ALLIANCE, the click travel time from the
whale to the hydrophone array was used to estimate the

acoustic range of the whale during its dives. The acoustic
bearing was obtained by correlating two hydrophones sepa-
rated by 10.62 m.

This method, which is totally independent of the tech-
nique applied by Møhl and co-workers to discover the high
directionality of sperm whale clicks~Møhl et al. 2000,
2003!, confirms the basic conclusion that most of the energy
of regular clicks is directed forward in a high-powered nar-
row beam. Møhlet al. ~2000, 2003! measured the beam pat-
tern using multiple dispersed receivers to record the same
clicks simultaneously. We measured the peak levels of nearly
13 000 clicks at varying aspects to a single receiver. Our
analysis assumed that the source spectra, and therefore the
beam pattern, are similar enough for all of these clicks to
allow integration of the measurements into a single beam
pattern. The technique used by Møhlet al. ~2000, 2003! was
unable to define the orientation of the clicking whale with
respect to the hydrophones. Our analysis was able to do this,
and confirms their conclusion that the main acoustic axis is
aligned forward near an azimuth of 0° and an elevation of 0°
with respect to the whale’s body.

Møhl et al. ~2003! reported a maximum source level on
the axis of the P1 pulse of up to 235 dBrms re: 1 mPa at 1 m.
Our data for the P1 pulse match a modeled beam pattern for
off-axis angles.20° @Fig. 9~lower panel!# with source lev-
els of 229 dBpeak re: 1 mPa at 1 m. When comparing our
results with the values given by Møhlet al. ~2003!, one
should note that they present the source level as rms value,
while we have chosen to use peak values. This allowed us to
use data with low signal-to-noise ratio~SNR! for the beam
pattern, whereas the rms estimation would have been diffi-
cult at low SNR. As rule of thumb, we estimate that, for
on-axis sperm whale clicks, rms values would be 5 dB lower
than peak levels of the analytic signal representation of this
paper. For off-axis angles,20° our measurements only ex-
tend up to 210 dB0-p re: 1 mPa at 1 m, well below the
maximum value of the modeled beam pattern and Møhl’s
results. Part of this discrepancy may stem from Møhlet al.’s
~2000, 2003! selection of the few clicks with the highest
apparent source levels from weeks of sampling large males
in polar waters compared to our analysis of all clicks from a
12-m whale in the Mediterranean. This discrepancy may also
stem from three limitations in our data: our limited sampling
of on-axis clicks, limitations in the bandwidth of our sam-
pling, and clipping of received levels.140 dBpeak re: 1
mPa. The number of points we sampled near the axis of the
beam is relatively small: 352,20°, 116,10°, 37,5°, and
2,2°. The expected number of clicks/degree is 13 000/180,
or ;70; the low numbers of clicks sampled on axis probably
reflects the tendency for the whale not to pitch upwards
while clicking. Given the small sample size, it is very likely
that we missed the strongest clicks with off-axis angles less
than 2° – 5°. We also underestimate by some dB the level of
each click due to the limited bandwidth of our data that cover
only 1

2 of the bandwidth of on-axis version of the P1 pulse in
sperm whale clicks~Møhl et al., 2000, 2003!. Finally the
gain settings of the passive sonar system limited the received
level to 140 dBpeakre: 1 mPa. To verify how many P1 clicks
are clipped, the received level of each click with off-axis

FIG. 10. Variation of the peak frequency of the LF component as a function
of pressure. The two solid lines indicate two modes of resonance frequency
and indicate that the resonance frequencies vary with the square root of
pressure for pressures up to 53 atm~or 520 m; vertical dashed line!.
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angle less than 20° was inspected: 131of these clicks were
recorded within 3 dB of the clipping level, indicating that for
about 1/3 of the near-axis measurements clipping may have
occurred.

This paper is the first to use a method capable of sepa-
rating the P0 and P1 pulses based upon orientation of the
whale with respect to the receiver. Our data show a differ-
ence of 39 dB between the modeled source level of P1 and
the measured ASL of P0 in forward direction. This difference
describes the processing gain of the sperm whale sound pro-
duction system. Comparing the directivity indices for both
the P1 and P0 beam, pattern we obtain a gain of the ‘‘bent
horn’’ of about 19 dB and an effective source level of an
initial omnidirectional pulse source of about 210peakdB re: 1
mPa at 1 m. The modeled values for the source levels are
only indicative and are partially based on extrapolation and
rough model assumptions. Nevertheless, these values are
consistent with recent results of Møhlet al. ~2003!.

The dimension of the frontal air sac is about 1 m, cor-
responding to a good sound reflector for frequencies over 3
kHz ~at 3 kHz, 2l'1 m). As the spermaceti organ is most
likely neither a perfect waveguide nor the frontal air sac a
perfect reflector for frequencies below 3 kHz, significant
lower frequency~LF! sound energy should leave the whale
in all directions. Physics can explain why we see an omnidi-
rectional LF frequency component for all sperm whale
clicks, but this does not explain how and why this LF fre-
quency component is generated in the first place.

The LF component always immediately follows the P0
pulse and has a long duration, with peak frequencies that are
depth dependent down to over 500 m. The lack of repeated
pulse structures in the LF component after the P1 pulse in-
dicates that the P1 pulse does not reinforce the resonance as
it travels from the frontal sac through the junk. We propose
that the initial pulse~P0! generated by the phonic lips acti-
vates air volumes connected to the phonic lips, which gener-
ates the LF component. The two dominant frequencies in the
LF component indicate either one resonator with aspect-
dependent radiation patterns or that two resonators exist with
similar volumes at the surface but different rates at which the
volumes are reduced by increasing static pressure. The pre-
diction that resonance frequency should vary with the square
root of the static pressure fits well for depths of,520 m, but
not for deeper depths. The reasons for the breakdown of the
air resonance model at depth larger than 520 m are not
known.

Our data show that sperm whale clicks are composed of
three components with different characteristics: P0, P1, and
LF. We suggest that they are all generated by the same acous-
tic event, the generation of a short pulse at the phonic lips.
This pulse excites a low-frequency resonance in adjacent gas
cavities that radiates nearly omnidirectionally. The initial
pulse itself is mostly directed into the spermaceti organ, but
some energy (,10%) leaks as broad backward P0 beam. If
the source level of the P1 pulse has a source level of 230
1dB dBpeak re: 1 mPa at 1 m asindicated by our model
results and as reported by Møhlet al. ~2003!, and the corre-
sponding P0 pulse has a source level of 200 dBpeakre: 1 mPa
at 1 m, then the P0 pulse may have 0.1% of the energy of the

P1 pulse. Most of the energy of the initial backward-directed
pulse reflects forward off the frontal sac into the junk and
leaves the junk as a narrow, forward-directed P1 pulse. A
small fraction of that energy is reflected by the frontal sac
back into the spermaceti organ to generate higher-order
pulses~Norris and Harvey, 1972; Møhlet al., 2003!.

Due to its high directionality, the forward-directed P1
pulse is well suited for echolocation as demonstrated by
Møhl and co-workers~Møhl et al., 2003; Møhl, 2001; Mad-
sen, 2002; Madsenet al., 2002!. The high source level of the
P1 pulse and the long ICI of regular clicks suggest a poten-
tial for long detection ranges. Working in areas where the
water depth was,1000 m, Thodeet al. ~2002! correlated
the ICI of sperm whales on the descent phase and the round-
trip travel time to the seafloor, confirming earlier reports that
sperm whales may time their clicks to include echoes from
the seafloor. On descent, the ICI of sperm whale regular
clicks usually have a curious oscillation. Zimmeret al.
~2003! demonstrated that this oscillation can correlate with
the pitch of a tagged whale. These data stem from a whale
tagged in water 2600 m deep, where the ICI never was long
enough to correspond to the round-trip travel time to the
seafloor, but does correlate with the depth at which the whale
will forage. As the whale changes pitch from straight down
to more horizontal, the ICI increases proportional to the slant
range of the narrow forward beam to the maximum depth of
his foraging dive~Zimmeret al., 2003!. This implies that the
whale clicks only after the echo from the forward beam re-
turns from the prey layer at which the whale will feed. The
correlation of ICI with pitch of the whale would not occur if
the whale were listening for echoes from an omnidirectional
click. While at depth, sperm whale ICI typically range from
0.5–1.5 s, corresponding to round-trip travel times that are
equivalent to maximum sonar ranges of 375–1125 m, assum-
ing that whales do not continue listening for echoes of a
previous click once they produce the next one~Au, 1993!. It
is possible that sperm whales are echolocating for prey at
these long detection ranges, but the long ICI may also be
used to maintain an overview of the entire auditory scene,
similar to bats~Moss and Surlykke, 2001!.

While it has not been addressed before, the backward-
oriented beam pattern of the P0 is a necessary consequence
of the bent-horn model of sound production for sperm whale
clicks, and therefore the beam pattern we have described for
the P0 supports the bent-horn model. Considering that the
source level of the P0 is 1–3 orders of magnitude weaker
than the P1 pulse, one could argue that the existence of the
P0 is only a by-product of the generation of the P1 pulse, and
that a backward-oriented beam has no special functionality.
On the other hand, the absolute source level of the backward
beam is high enough that significant echoes are received on
the tagged whale from directions outside of the forward
beam. For example, while the whale was descending, the
hydrophone on the DTAG usually picked up distinct reflec-
tions from the surface~Fig. 3!. Echoes from the surface are
likely to provide a useful orientation cue, acting like a con-
stant ‘‘acoustic horizon,’’ as well as informing the whale of
depth, which is important in timing its ascent. Reception of
sound from behind requires hearing capabilities in backward
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direction. As a complete three-dimensional receiving beam
pattern is not known for sperm whales, one can only specu-
late that in analogy to dolphins~e.g.,Tursiops truncatus; Au,
1993!, sperm whales have a frequency-dependent receiving
beam pattern with equal or less directionality than the trans-
mit beam pattern. Given the signal-to-noise ratio of surface
echoes on the tag, it would be surprising if the whale could
not hear the surface echoes of its own click and use that
information. The ICI of the regular clicks is frequently long
enough to allow reception of surface echoes before the next
click is emitted. The whale may time the ICI in order to
receive information from all relevant elements of its auditory
scene, including surface and bottom.

If our interpretation that the LF component is produced
by a resonating gas volume stimulated by the initial pulse is
correct, then this supports the hypothesis that the initial pulse
energy is generated by a pneumatic mechanism. Thodeet al.
~2002! reported a shift in frequencies in the 10–15-kHz band
of sperm whale clicks as a function of depth, and proposed
that this was caused by changing resonant frequencies of
reducing air volumes. They suggested that the high-
frequency sounds they were analyzing might represent ‘‘gen-
erator noise,’’ or incidental sounds that are by-products of the
sound generation system. Before ruling out any functionality
of the LF component, one should note that this low-
frequency component with its low directionality often travels
furthest and allows the detection over long distances. The
long-range propagation would allow conspecifics to listen
over long distances of more than 15 km to the acoustic ac-
tivities of sperm whales~Madsenet al., 2002!. This LF com-
ponent is the most likely signal that enables separated sperm
whales to synchronize their diving behavior~Whitehead,
1996!.

In summary, regular clicks of sperm whales have several
components by which the whale simultaneously produces a
narrow, high-frequency sonar beam to search for prey, a less-
directional backward pulse, by-product or not, that provides
orientation cues, and a low-frequency component of low di-
rectionality that conveys sound to a large part of the sur-
rounding water column with a potential for reception by con-
specifics at considerable ranges.
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Noise pollution is recognized as a potential danger to marine mammals in general, and to the St.
Lawrence beluga in particular. One method of determining the impacts of noise on an animal’s
communication is to observe a natural and repeatable response of the vocal system to variations in
noise level. This is accomplished by observing intensity changes in animal vocalizations in response
to environmental noise. One such response observed in humans, songbirds, and some primates is the
Lombard vocal response. This response represents a vocal system reaction manifested by changes
in vocalization level in direct response to changes in the noise field. In this research, a population
of belugas in the St. Lawrence River Estuary was tested to determine whether a Lombard response
existed by using hidden Markhov-classified vocalizations as targets for acoustical analyses.
Correlation and regression analyses of signals and noise indicated that the phenomenon does exist.
Further, results of human subjects experiments@Egan, J. J.~1966!, Ph.D. dissertation; Scheifele, P.
M. ~2003!, Ph.D. dissertation#, along with previously reported data from other animal species, are
similar to those exhibited by the belugas. Overall, findings suggest that typical noise levels in the St.
Lawrence River Estuary have a detectable effect on the communication of the beluga. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1835508#

PACS numbers: 43.80.Nd, 43.80.Ka, 43.80.Lb@WWA# Pages: 1486–1492

I. INTRODUCTION

The St. Lawrence River Estuary is habitat to a sub-
Arctic population of beluga whales on a year-round basis.
This region is also a mainstream route for commercial ship-
ping and, in the last 10 years, has become the primary region
of eco-tourism activities primarily consisting of whale
watching. A great debate continues regarding whether or not
these activities have any effect on the hearing and commu-
nication abilities of these animals. One mechanism that can
be used to determine whether noise is having an effect on an
animal’s ability to communicate is to observe some natural
and repeatable response of the vocal system in response to
changes in noise level. The fact that an animal has to alter its
vocalization level in the presence of anthropogenic noise is
indicative that its vocalizations are being influenced by that
noise, possibly with long-term adverse energetic conse-
quences. Vocal changes in response to noise may also im-
pede normal auditory feedback or ‘‘sidetone’’ levels~Lane
and Tranel, 1971; Lombard, 1911!.

One natural reaction such as this has been observed in
humans and is known as the Lombard vocal response~Lom-
bard, 1911!. The Lombard vocal response~also known as the
Lombard effect or reflex! represents a reaction of the vocal-
ization system directly manifested by changes in vocalization
level ~Egan, 1966! and refers to a noise-induced phenom-
enon and the unconscious tendency of a person or animal to
raise their voice when confronted with a noisy environment.
The underlying principle is the maintenance of the normally
expected loudness of the vocalizer’s sidetone. Measuring the
Lombard response allows the study of the communication

system in an integrated manner. It may also be used as an
indicator of noise effects on animal communication. While
exhibiting a Lombard response provides a mechanism for
animals to cope with varying levels of noise, the response is
also indicative of the animal attempting to cope with noise
levels that are potentially rising toward a point where mask-
ing will occur. This level is the ceiling of the Lombard re-
sponse. During the process of responding to elevated levels
of noise, the animal is also expending more energy than nor-
mal to achieve total communication.

Acoustic communication relies on the integrated and in-
terdependent functioning of the auditory and vocal systems
~Levelt, 1989; Bradbury and Vehrencamp, 1998!. The audi-
tory subsystem plays a pivotal role as an external feedback
loop in the overall ability of the animal to communicate.
With no external feedback loop, the ability to properly con-
struct, deliver, and process sounds is severely reduced
~Guenther, 2001!.

The Lombard vocal response is a phenomenon not lim-
ited to humans; it is known to occur in monkeys, bats, cats,
quail, nightingales, and budgerigars~Potash, 1972; Sinott
et al., 1975; Manabeet al., 1998; Egnoret al., 2003; Cynx
et al., 1998!; however, studies have not been made to deter-
mine whether it occurs in marine mammals. Observation of
this response is a critical step in the analysis of vocalization-
in-noise studies and the study of the general dynamic rela-
tionship between auditory feedback and acoustic communi-
cation, especially under conditions of altered auditory
feedback~Lane and Tranel, 1971!. Table I shows gross com-
parative results of Lombard tests on various animals and hu-
mans. Although the Lombard response has not been tested in
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many animals, Table I illustrates a range of response levels in
mammals and songbirds. The current study was conducted
with a group of sub-Arctic beluga whales in the St. Lawrence
River Estuary to investigate whether a vocalization-as-a-
function-of-noise response exists in the St. Lawrence beluga
whale.

II. METHODS

A. General methodology

Vocalizations of subgroups of the population of 700 St.
Lawrence River belugas were collected at different sites of
the upper estuary where these whales congregate during the
summer. A selection of these sites, all near the confluence of
the Saguenay River and the St. Lawrence Estuary, was made
in view of the

~1! Different vessel traffic and use causing individual back-
ground noise intensities;

~2! Regular use by different social groups of belugas during
the same portion of the summer range~in an effort to
reduce confounding factors due to differences among
whales of different social groupings and/or of different
areas!;

~3! Intrinsic quality of the site’s acoustical environments~to-
pography, depth!; and

~4! Proximity to one another and, hence, ability to sample
them numerous times during a single day.

Site 1. Saguenay site~latitude: 48°07.348, longitude:
69°41.408! is located approximately 1 km outside of the har-
bor of Tadoussac at the mouth of the Saguenay fjord.

Site 2. The Channel Head site~latitude: 48°67.838, lon-
gitude: 69°33.388! is located approximately 8 km east of the
Saguenay site on the north side of the St. Lawrence estuary.

Site 3. The Alouette site~latitude: 48°02.568, longitude:
69°40.718! is located 8 km west of the Saguenay site on the
south side of the St. Lawrence River.

Site 4. Baie St. Marguerite site~latitude: N48° 15.00,
longitude: W69° 55.30! is a cul-de-sac located north of
Tadoussac and up the Saguenay tributary. Recordings of
whales vocalizing in background noise were taken in July

and August at each site during the hours of 0700, 1000, and
1400. In addition, some recordings were taken by following
the pod from site to site during peak mid-day hours.

Lombard testing in humans is well known. Typically, the
test involves having a person repeat a set of sentences or
words while the tester varies the noise level presented to the
subject. A Lombard effect would be indicated by the sub-
ject’s voice level rising and/or falling in coincidence with the
increase and decrease in the presented noise. In this study
noise was generated by the presence or nonpresence of ships.
The ‘‘sentences’’ were replaced by known beluga vocaliza-
tions that were chosen by a hidden Markhov classification
system devised by Clemins and Johnson~2003! at Marquette
University. Four classified vocalizations that the belugas rou-
tinely made at all of the sample sites were chosen. All four
vocalizations were whistles.

Recordings were taken on groups of whales at selected
sites when no vessels were present, followed by the purpose-
ful presence of a vessel passing through that site and again,
afterward~when the vessel was gone!. The selected vocaliza-
tions were inspected during the before-vessel~no-noise! and
during the vessel present~in-noise! situations to determine
more specifically whether the noise had a direct effect on the
vocalization level of that group of animals by sampling dur-
ing these specifically created treatments. In all cases the
group ~subpod! of animals was first identified~group and
identification number! and the standoff range from the boat
to the pod was at most 400 m but not less than 100 m. The
animals in the pod were kept in sight at all times during the
test as best as could be done from the observation/recording
boat. In two instances digital video recordings of the pod
were made during the test. The recording hydrophone was
deployed from the recording boat to a depth of 8 m and at no
time were whales seen close to or approaching the hydro-
phone.

B. Data acquisition and analyses

Recordings were made from the R/VBLEUVET of the
Center d’ Interpretation des Mammifers Marins~CIMM !
near the shoreline of the Saguenay River tributary and St.
Lawrence Seaway. TheBLEUVET is a 26 ft. Cabin cruiser
with a Volvo 6 cylinder 3, 21 Turbo diesel 200-hp engine and
Volvo Penta Dp stern drive with dual counter-rotating pro-
pellers. A total of 230 h of recording was used for this re-
search.

All recordings were made with an International Trans-
ducer Corporation model ITC-1042 omnidirectional hydro-
phone with preamplifier~frequency response flat63 dB
from 20 Hz to 40 kHz!. Recordings were made on a Sony
TCD-D8 digital audio ~DAT! tape recorder with 48-kHz
sampling frequency and 16-bit linear quantization using the
LINE input. The TCD-D8 recorder had a flat frequency re-
sponse from 20 Hz to 20 kHz. Recording instrumentation
was calibrated relative to a 1000-Hz calibration tone. Edited
portions of the recordings were analyzed with a PC using
PRAAT 4.1 speech analysis program~Boersma and Weenink,
2003! for spectrographic wideband analysis with a sampling
rate of 20–48 kHz andATSPEC PROspectrum analysis soft-

TABLE I. Human/animal Lombard response comparisons showing the level
of the vocalization during a Lombard response per dB increase in noise
level.

Animal

Increase in
Lombard response

as function of
increase noise

level ~dB! Reference

Human 1.3 Egan, 1966; Lane and Tranel, 1971
Human 1.09 Scheifele, 2003
Tamarin 2.8 Egnoret al., 2003
Macaque 2.0 Sinottet al., 1975
Zebra finch 3.3 Cynxet al., 1998
Quail 0.60 Potash, 1972
Budgerigar 0.35 Manabeet al., 1998
Cat 1.8 Nonakaet al., 1997
Beluga 1.0 Scheifele, 2003
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ware ~Taquis Corp.! for power spectra~sampling rate of
50–80 kHz was used, vocalization dependent, and an FFT
size of 2048 points!.

During recordings the recording vessel was shut down.
Recordings of merchant- and whale-watching ship noise
were made with the omnidirectional recording hydrophone
placed at 8-m depth and situated such that the whale subpod
was at a standoff distance of 100 m from the recording ship
~required by law! and with the whale-watching vessel~noise
source! on the far side of the pod. The position of the record-
ing vessel and recording hydrophone in relation to the pod
was with the pod directly forward of the recording hydro-
phone. A census of whales was taken at the beginning of
each recording and again upon completion. In most cases the
whales remained at or near the surface and the pods gener-
ally remained together. That is, the pod remained grouped
within a roughly 50-m circle. The distance from the record-
ing vessel to the whale-watching vessel was taken by radar
and never exceeded 500 m. The logistics are shown in Fig. 1.

PRAAT 4.1 was used to segment individual whale vocal-
ization ‘‘sound cuts’’ from the recordings. Using the soft-
ware, each vocalization that was visible above the noise was
extracted in its entirety~signal and noise!. To get specific
vocalizations for use in Lombard response analysis presort-
ing of all beluga calls followed by vocal classification meth-
ods was used: batch spectral moments and hidden Markhov
~HMM ! classification. Spectral moments were run on each
signal to make an initial similarity grouping. The batch spec-
tral moments program of Milenkovic~1999! provided an as-
sessment of four moments of each vocalization signal in
20-ms windows with 10-ms overlap to facilitate looking for
changes in spectral content within a single call~similar to
changes in sound within a single syllable!. The moments are

~1! Moment no. 1: amplitude-weighted average fre-
quency of the spectrum;

~2! Moment no. 2: standard deviation of the frequency
spectrum;

~3! Moment no. 3: skewness of the frequency spectrum;
and

~4! Moment no. 4: kurtosis of the frequency spectrum.

The spectral moments were then averaged across all

windows to define a frame of each whole vocal production. A
MATLAB 6.1 artificial neural net toolbox software~Math-
works, 2003! script was used to group all simple tonal calls
together based on the weighting of the moments. The script
used unsupervised network architecture. Average frequency
and skewness were weighted preferentially above the stan-
dard deviation and kurtosis moments for specific tonal vocal-
ization grouping as well as to differentiate the vocalizations
from water sounds. Average frequency and skewness showed
greater variability between vocalization types, giving further
reason for their use in weighting by the network. A matrix of
spectral moments versus frames of data comprised the input
for each vocalization, and training was accomplished
through a set of iterations. This constituted the initial sorting
of the whistles.

Given the great variety of vocalizations made by belu-
gas, it was important to compare like vocalizations in both
the noise and no-noise conditions. Therefore, a hidden
Markhov classification system~Clemins and Johnson, 2003!
was used to further classify and to find specific groups of
vocalizations that the St. Lawrence belugas routinely made at
all sites and that could be reliably identified into four specific
calls. Four vocalizations were chosen to be representative of
‘‘typical’’ acoustic communication by these animals. These
four vocalizations served as the sample word list for the
Lombard assessment. The HMM network used for the beluga
vocalization classification was a set ofn nodes. The ‘‘n’’ was
either 5 or 10, which corresponded to the number of natural
clusters desired. The nodes represented a type of vocaliza-
tion, and each node was initialized to represent the ‘‘aver-
age’’ vocalization plus a small perturbation so that each node
was slightly different. Each node was a 5-state HMM. In the
end, each node represented the middle vocalization in each
cluster of a ‘‘natural’’ clustering of the vocalizations. The
HMM model did not use phoneme information, although
each model had state transitions. The data used were mel-
frequency cepstral coefficients and an energy measure across
each 300-ms frame as input into the classifier. Although
these were not technically geometric patterns, they repre-
sented a heavily smoothed version of the spectrum.

Training was done through a set of iterations. The vo-
calizations were first converted to framed data. Those data
were input into the nodes, each of which used an HMM to
evaluate its similarity to the vocalization the node repre-
sented. The entire data set was run to determine which clus-
ter each vocalization belonged in~i.e., determine which node
each vocalization was ‘‘closest’’ to!. Then, using those la-
bels, each node was adjusted based on the vocalizations that
were assigned to it. A reestimation was then performed on
each HMM~node! using the vocalizations that were assigned
to it. The process was repeated until the HMMs were stable
~meaning when the HMMs did not significantly vary after
each iteration/reestimation!. The HMM itself was not self-
organizing in a technical sense. It did do automatic align-
ment, which, in a sense, is unsupervised. The self-organizing
part was the set of HMMs that was used to construct a com-
petitive network.

The vocalizations that were selected for analysis were
those whose spectral characteristics were such that they oc-

FIG. 1. Showing logistics and the negligibility of changes in vocalization
level of any animal based on logistical standoff distance from the recording
vessel.
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curred in a frequency band that was above the noise band.
The specific vocalizations chosen were all in the 5- to 10-
kHz band. This yielded 978 individual vocalization cuts,
each containing at least one of the four classified vocaliza-
tions and the noise that was occurring with that vocalization
at the instant that it was made. These were the samples used
in the statistical vocalization versus noise analysis. Most of
the vocalizations in these recordings were of sufficient inten-
sity to be heard.

The digital recordings of the classified beluga vocaliza-
tion signals and accompanying noise from each site were fed
into automated code routines that were programed using
MATLAB 6.1 software ~Mathworks, 2003!. Low-pass and
bandpass digital filtering were used to separate the vocaliza-
tion signal~VL ! from the noise~NL!. This method assumed
that the noise was in a different frequency band than the
signal, so the filter cutoff frequency of 5 kHz was chosen by
observing the noise frequency spectrum at each site when no
vessels or animals were present and during the presence of
ship noise. The frequency at which the noise level dropped
by 20 dB re: 1 mPa was chosen as the cutoff frequency to
use in filtering with a steep roll-off. This occurred at 5 kHz,
and all signals chosen for analysis and use for detecting the
phenomenon were between 5 and 10 kHz. Frequencies in the
band of 5–10 kHz were considered the vocalization signal
~VL ! based upon the classified selected vocalizations. The
frequency range of the signals was specifically chosen by the
HMM classification system grouping to assure that the vo-
calization frequencies did not include ship noise. The par-
ticular filter method chosen inMATLAB was an elliptical
forward–reverse process. The sound cut was filtered in the
forward direction; the filtered sequence was then reversed
and run back through the filter with the output of the second
filtering operation time reversed. This ensured that the result
had zero phase distortion and a magnitude modified by the
square of the filter’s magnitude response. The low/bandpass
elliptical digital filters were designed with a roll-off of 80 dB
per octave. The rms intensity averages were computed for
the VL and NL and archived. A sample vocalization sono-
gram is shown in Fig. 2. Analyses for the groups of in the

no-vessel and vessel present tests were conducted using the
same techniques as described above.

C. Statistical methods

1. Signal versus noise observational analysis

The rms values of the VL and NL were statistically com-
pared in correlation and regression analyses usingSAS/STAT

software Proc Mixed Model. A regression analysis usingSAS

Proc Mixed Model was performed on the paired noise level
~NL!–vocalization level~VL ! data using the values obtained
by the filtering process previously described (N5978). Re-
gression and correlation analyses were also performed to see
whether vocalization levels changed as a function of noise
and whether or not they differed from those that occurred at
ambient levels at each site. The linear regression is shown in
Fig. 3.

2. Noise versus no-noise treatment analysis

Confidence intervals were calculated due to the small
amount of data (N543) that was collected using two treat-
ments: ship present and no-ship present. These tests were
also chosen because the experimental unit could not be ad-
equately defined as corresponding to individual subjects.
These subpods were chosen at random across time of day
and site. Thus, the pre- and postvessel~vessel off site! re-
cordings were designated as the ‘‘no-noise’’ treatment, and
the recordings taken while the vessel was on site were des-
ignated as the ‘‘with-noise’’ treatment. The statistical analy-
sis consisted of calculating confidence intervals for the noise
and no-noise vocalizations as further indication of the ‘‘vo-
calization as a function of noise level’’ phenomenon. In ad-
dition, regression analyses of vocalization level and noise
level were completed for the vessel and no-vessel conditions
separately.

III. RESULTS

Results were obtained on the following data:

~1! Beluga vocalization signal versus noise level observation
relationship.

~2! Beluga vocalization signal versus noise level during ves-
sel present–no-vessel present treatments.

A. Signal versus noise observational results

Results of the vocalization versus noise analysis indi-
cated that a direct correlation exists. The coefficient of cor-
relation had a value of 0.795. The coefficient of determina-
tion was calculated asr 250.6301. This indicates that 63% of
the variability in the beluga vocalization intensity is ac-
counted for by the background noise. These results suggest
that beluga vocalization levels vary as a function of noise in
the environment.

A regression analysis was conducted to further clarify
the nature of the relationship between VL and the NL. The
equation of the regression line wasy50.88x19.57. The lin-
ear regression is shown in Fig. 3. The dashed lines indicate

FIG. 2. Shown is a sample sonogram of one of the selected beluga vocal-
izations used in the Lombard vocal response testing in the St. Lawrence
River Estuary.
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the 95% confidence interval for the estimation of the linear
regression line. The regression shows outlying data points
that are indicative of random effects.

B. Noise versus no-noise treatment results

Two tests were run on the (N543) noise–no-noise
treatment data: a 95% confidence interval was computed and
a regression run. The confidence limits for vocalizations in
the no-noise condition were 86.76 to 80.46 dB, while those

for vocalizations made in noise were 99.10 to 91.74 dB. The
lack of overlap in these confidence intervals confirms vocal
intensities differed between the noise and no-noise condi-
tions. The mean noise level before and during the presence
of the vessel were clearly above the hearing threshold of the
beluga~as reported in Au, 1993! at all sampled frequencies,
and the vocalization levels of the whales in both cases
ranged above the noise during all treatments as shown in Fig.
4. In these treatments the whales were recorded before, dur-
ing, and after the presence of a vessel of opportunity to arti-
ficially cause the vocalization-as-a-function-of-noise phe-
nomenon to occur.

IV. DISCUSSION

Based on the variability of ambient noise levels previ-
ously sampled at each site over 6 sample years~1996, 1998,
1999, 2001, 2002, and 2003!, it is clear that the beluga
whales of the St. Lawrence River Estuary are subject to rela-
tively high noise levels, the sources of which were largely
anthropogenic in these samples and a highly variable ambi-
ent acoustic environment. Results of the analysis of ambient
noise at each site that the belugas visit during the summer
months indicate that the noise levels vary from site to site as
well as within each site. These variations are based on con-
ditions of weather, bathymetry, tides, current regimes, and
topography. The addition of anthropogenic noise exacerbates
these noise fluctuations. In large baleen whales, body size
allows the animals to produce low-frequency signals at high
intensities that serve to increase the range over which they
can be heard by conspecifics. By combining these acoustical
characteristics with the selection of suitable depths and bot-
tom types, they can match signal form with ambient medium
characteristics for long-distance communication. That is not

FIG. 3. Regression of beluga vocalization level~VL ! versus changing noise
levels from extracted beluga vocalizations at all sites in the presence of
noise (N5978).

FIG. 4. Shows the response of the beluga vocalizations~VL ! in no-noise~ship not present!, noise~ship present!, and no-noise~after the ship had left the site!
conditions.
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the case with the belugas of the St. Lawrence River Estuary,
who constrain themselves to a considerably smaller body of
water where currents and tides have a greater effect on sig-
naling. Thus, physical environment and animal physiology
~modality! both impose constraints on signal design and op-
timization for the beluga.

Belugas may employ a number of strategies for vocaliz-
ing that would allow them to optimize their acoustic signals
to communicate with their conspecifics. These are limited to
changing the frequency of their vocalizations, changing the
type of call emitted, such as switching to pulsed calls instead
of tonal calls, leaving the site for quieter waters, or changing
vocalization intensity. Each of the former approaches has
been observed in the past; however, their use of the latter
tactic has not been well documented.

The belugas must select design features for their com-
munication vocalizations that will optimize their vocaliza-
tions in noise. A design feature is a signal characteristic that
is determined by environmental or other selective forces and
affects the optimality of the signal~Bradbury and Vehren-
camp, 1998!. The optimum design scheme would use the
smallest number of signal features common to most modali-
ties that reflect both information content and transmission
properties common to most signals employed by the animal.
For auditory signals the maximum range, ability of the signal
to be localized by sender and receiver~directionality!, duty
cycle, and modulation strength are all factors that have to be
considered with regard to altering signal intensity. These fac-
tors are all accounted for by the Lombard response.

To increase confidence that the Lombard response ex-
ists, controlled testing on captive belugas should be evalu-
ated. It should be noted, however, that although results from
such a test may help to confirm the Lombard response, it
might not accurately serve to quantify it with respect to
Lombard thresholds due to the nature of the captive~pool!
environment, which is reverberation limited. That is, the
thresholds at which the response begins to be exhibited and
at which complete masking occurs are not known. In a
reverberation-limited versus noise-limited environment,
these thresholds may not be able to be determined accurately.

Although this response cannot be attributed to the wild
beluga with certainty, the phenomenon of ‘‘beluga
vocalization-as-a-function-of-noise’’ unquestionably appears
to exist based on the consistency of the phenomena through-
out the recordings. In most cases the vocalization level either
rose or fell in coincidence with the noise level at the moment
that vocalization was made. This is highly indicative of a
Lombard vocal response, as seen in humans and other ani-
mals that have been tested for the Lombard response. Less
than 4% of selected vocalizations were not above the noise
level. The data taken throughout the recordings support the
hypothesis that the St. Lawrence belugas exhibit a
vocalization-as-a-function-of-noise phenomenon based on
the strong positive correlation between elevated noise and
subsequent elevation of the belugas’ vocalizations. The ro-
bust sample size seems to indicate that the phenomenon is
not coincidental nor is it likely to be caused by physical
factors. The regression data indicate a linear relationship be-
tween the beluga vocalization signal and noise at the time the

signal was made, which is typical of the Lombard response.
Evidence that this phenomenon exists is further sup-

ported by the noise versus no-noise treatments, although the
sample size was small. Once again, the regression relation-
ship was linear. The data regarding the acoustical response
agree well with data gathered on other animals with respect
to the Lombard vocal response. That is, the vocalization
level per decibel increase in noise lies between 1.0 dB VL/1
dB NL increases for humans and 3.3 dB VL/1 dB NL in-
crease for finches.

In comparing the beluga data of vocal increase as a
function of noise increase and vocal increase as a function of
noise decrease with that of human subjects tested by Scheif-
ele~2003!, the values of the rate of increase and decrease per
decibel compared favorably. The data from each of the tests
conducted during this study strongly imply a Lombard vocal
response. In addition, tests with other animals that have been
shown to exhibit the response yield similar response results
in their data. Overall, our findings indicate that a Lombard
vocal response does exist in belugas. Thus, the data pre-
sented here suggest that environmental noise has an observ-
able effect on the communication process of these animals.
Given that elevated noise levels occur so routinely at all sites
in the St. Lawrence River Estuary during summer, it is likely
that observing such a response taking place so often repre-
sents a significant impact on the ability of these animals to
communicate effectively with potential impact on their ener-
getics. Since the state and stability of this threatened popu-
lation of belugas is so tenuous, and since these sites represent
such popular sites for the ecotourism industry, routine dem-
onstration of a Lombard response should be viewed as a
warning of potential adverse impacts of noise on these ani-
mals given that the Lombard vocal response is a first-order
reaction to noise. Once the Lombard ceiling for a species or
individual has been reached, the next level of noise would be
masking. As such, a monitoring program should be initiated
using the Lombard response as an indicator and measure for
the low-level effects of noise on the St. Lawrence beluga.
Further studies of the Lombard response in the beluga whale
should focus on determining the floor~level at which the
Lombard response begins to be exhibited! and the ceiling
~level at which the Lombard response reaches its peak and
where the animal’s communication system cannot accommo-
date the noise further!. This has not been determined for any
species to date. Knowing these limits would provide a metric
for gauging the effects of noise on populations of wild ani-
mals such as the St. Lawrence beluga whale in the future.
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I. INTRODUCTION

There is a rich history of low-frequency, long-range
propagation experimentation over the last sixty years, start-
ing with the discovery of the deep sound channel in 1944,
and continuing today. Experiments up to the mid-1970’s cov-
ered a wide range of investigation, but principally consisted
of measurements of parameters in the sonar equation: trans-
mission loss, reverberation, and ambient noise. The goals
were twofold: to improve the prediction of sonar system per-
formance and to optimize system performance under various
operating conditions. These studies used wideband explosive
sources and narrowband transducers. They form the basis for
our understanding of propagation through a deterministic
ocean and have shed some light on the statistics of its vari-
ability. But it is the development over the last two decades of
low-frequency, wideband transducers driven by controlled
waveforms and vertical receiving arrays that can store a year
or more of data, that finally provide the means to measure
the spatial and temporal statistics of fluctuations needed to
advance the development of propagation theory. This tech-
nology allows individual multipaths and modes to be re-
solved and long time series to be collected.

Beginning in 1989 a series of experiments, mostly in the
North Pacific, have been undertaken to study low-frequency
acoustic fluctuations~Fig. 1 and Table I!. The 1989 experi-
ment was the first to combine a broadband transmitter de-
signed to measure travel times with 1 ms precision with a 3
km long vertical receiving array. The 250 Hz, 1001 km trans-
missions revealed a traditional SOFAR arrival pattern of
steep, ray-like time fronts in the early portion building to a
crescendo of near-axial arrivals that cut off abruptly. The
near-axial finale was found to be highly scattered, however,
and included significant energy in the geometric shadow
zone. The prevailing theory of scattering from internal-wave-

induced sound-speed fluctuations predicted far more resolv-
able arrivals than were observed.1 This inability to predict
one of the most fundamental aspects of ocean propagation
stimulated an intense research effort to reconcile theory with
data. The next experimental opportunity occurred in 1994 in
a test of long-range propagation~3252 km! in support of the
Acoustic Thermometry of Ocean Climate~ATOC! program.
It consisted of a 75 Hz broadband transmitter suspended
from R/P FLIP near California and a 20-hydrophone vertical
array near Hawaii.2 ~The array was supposed to be twice as
long with 40 elements, but unfortunately one of the two 20-
element subarrays failed.! The experiment was designed to
test the feasibility of using long, ocean-basin-scale paths for
acoustic thermometry. Results showed early, ray-like time
fronts that were resolvable, identifiable, and stable. These
arrivals were actually more stable than predicted, with rela-
tively small values of travel-time wander and pulse spread.
As in 1989, however, the near-axial finale of the arrival pat-
tern was highly scattered. Following this successful test—
early arrivals were clearly shown to be useful for
thermometry—two 75 Hz ATOC transmitters were installed.
One, off California, began operating in December, 1995; the
other, off Kauai, began transmitting in October, 1997. Also in
conjunction with ATOC, in 1995 two vertical array receivers
were installed near Hawaii and Kiritimati Islands and each
operated for about a year.~In 1998 another vertical array was
installed at Ocean Weather Station Papa in the Gulf of
Alaska, which operated for nine months.! The 75 Hz trans-
missions to these arrays and to bottom-mounted horizontal
arrays provided much of the data discussed in the papers in
this volume.

There were two other experimental opportunities. In
1996, for a short 9-day period, a transmitter suspended from
a ship near the California coast transmitted simultaneous 28
Hz and 84 Hz signals to explore the frequency dependence of
scattering.3 And then in 1998 a 2-dimensional receiving array
~3600 m horizontal aperture and 1400 m maximum verticala!Corresponding author: Electronic mail: pworcester@ucsd.edu
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aperture! was installed at Sur Ridge off Point Sur, California,
for a year~Fig. 2!.

Almost all of these experiments included environmental
measurements along the various transmission paths, includ-
ing high-resolution conductivity, temperature and depth
transects and moored time series. They were also accompa-
nied by independent~from the acoustic scientists! marine
mammal monitoring and research programs.

Although each experiment has its own individual name
~SLICE89, AET, AST, ATOC!, they are loosely grouped into
what we call the North Pacific Acoustic Laboratory~NPAL!.
The variety of sources and receivers deployed during the

various phases of NPAL offer a wide range of data, over
propagation paths up to 5000 km long, spanning seasonal
and annual cycles, and encompassing spatial receiving aper-
tures up to 3000 m in the vertical and 3600 m in the hori-
zontal.

These data have served to test ever more sophisticated
theories of wave propagation in the ocean medium. Still,
many unanswered questions remain. For example, although
it is generally accepted that internal waves are the primary
source of scattering resulting in random amplitude and phase
variations, none of the various theories developed over the
last two decades successfully predicts received signal char-

FIG. 1. Locations of various NPAL components. Acoustic paths to the vertical array receivers are shown in the upper panel, and paths to other receivers
labeled with lower case letters are shown in the lower panel.
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acteristics as a function of range, frequency, depth or internal
wave intensity. Other scattering mechanisms such as ocean
‘‘spice’’ have been proposed recently. Here the temperature
and salinity of patches of hot salty water and cold fresher
water compensate to yield equal density, but not equal sound
speed. The spatial and temporal coherence properties of the
acoustic field are still not completely predictable. Indeed,
new theories have introduced the notion of ray chaos, which
suggests an exponential proliferation of rays with increasing
range and calls into question the entire premise of ray stabil-
ity and coherence. The vertical extent and intensity of acous-
tic energy received on hydrophones in deep shadow zones
cannot be explained by the presumed origin of the phenom-
enon, scattering from internal waves. Many of the properties
of the ambient noise field are also poorly understood, par-
ticularly in the vertical, simply because horizontal apertures
have until now been the primary technology employed in
low-frequency applications.

In this paper we provide a brief summary of current
NPAL results.4 Details are found in the various reports in this
volume. Although many of the experimental configuration
and signal processing particulars are provided in these pa-
pers, Appendix A assembles them here for the reader’s con-
venience. Remarks about signal processing are in Appendix
B.

II. PRINCIPAL RESULTS

The papers in this volume are concerned with statistical
measures of amplitude and phase fluctuations at long ranges,
the spatial and temporal coherence of the received signal,
signal energy redistribution through mode scattering, hori-
zontal refraction, the implications of the theory of ray chaos,
the effects of bottom interactions, the characteristics of am-
bient noise on ocean-basin scales and the potential impact of
the low-frequency transmissions on marine mammals. The

single vertical arrays allow resolution of low order modes
~up to about ten at 75 Hz!. The 2-D array allows the mea-
surement of the signal wave front as a function of depth,
transverse distance and time. It enables the study of the tem-
poral, vertical, and horizontal coherence of resolved rays and
modes~and ambient noise!.

A. Fluctuations

Perhaps the single most engaging issue in low-frequency
ocean acoustics in the last three decades has been the quest
to develop a theoretical basis to explain observed amplitude
and phase fluctuations. Early efforts applied various tech-
niques borrowed from electromagnetic scattering theory,
such as the method of small perturbations and Rytov’s
method, to calculate acoustic scattering from sound-speed
fluctuations associated with homogeneous, isotropic turbu-
lence. These theories of wave propagation in random media
have all been found wanting when applied to propagation in
the ocean. The difficulty is that much of the small-scale vari-
ability in the deep ocean is neither homogeneous nor isotro-
pic, but rather is due to oceanic internal waves. Following
the development of a model of oceanic internal waves by
Garrett and Munk in the early 1970s, Flatte´ et al.5 combined
the model with path-integral methods to predict the fluctua-
tions of resolved geometric ray arrivals. In simple terms in-
ternal wave scattering causes single acoustic rays to split into
many micro-multipaths that more or less follow the same
mean path as the unperturbed ray, and arrive at more or less
the same time. This construct offers a pleasing physical ex-
planation for observed time spread~pulse broadening—
micromultipaths that cannot be resolved in time and thus
look like a single broader pulse! and time wander~arrival
time fluctuations!. There have been numerous refinements to
this theory since its development in the mid-1970’s, but the
essential physics has remained the same.

Virtually every observation since then has appealed to

FIG. 2. Two-dimensional receiving array at Pt. Sur on the right and sound-speed profile on the left. A transponder network~T1, T5, T2 and so on! was installed
for array element localization. The 2-D array was located near an existing Navy SOSUS array shown at the lower right.
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this theory for an explanation with varying degrees of suc-
cess. The NPAL series of observations with its broadband
transmissions at multiple frequencies~28, 75, 84, and 250
Hz!, receptions on vertical arrays, a variety of ranges and
range-dependent environmental~sound speed! measurements
along many of the paths, provided a unique data set to fur-
ther test this theory’s predictions.

The outcome is at best problematic. Some of the data
provide a good match to theory; some do not. Direct com-
parisons with theoretical predictions can be made in the por-
tion of the SOFAR receptions preceding the finale where
multipaths can be resolved. For the two paths examined in
detail in this volume6 signal fluctuations are near the 5.6 dB
value indicative of full saturation, but the scintillation index,
SI, is significantly greater than one, indicating that full satu-
ration had not yet been reached. Recent comparisons be-
tween theoretical predictions and simulations that use the
parabolic equation show that the integral-approximation es-
timates of the fluctuations can be seriously in error at ranges
in excess of a few hundred kilometers,7 so the lack of agree-
ment with the theory is perhaps not too surprising.

In the near-axial finale region of the SOFAR receptions,
where multipaths cannot be resolved and are uncorrelated,
the integral-approximation predictions are not applicable.
The statistics are nonetheless of interest. Results in this
volume8 show that in this case the interference pattern is
representative of a fully saturated process. Here, according to
theory, the phase is uniform in@0, 2p#, the scintillation in-
dex, SI, is 1 and the variance of log intensity,s ln I , is 5.6 dB.
Over multi-day time scales the data support this. On the
other hand, shorter time scales, from minutes to 40 minutes,
show considerably less variability with SI;0.3– 0.7, and
s ln I;3–4.7 dB. ~The lowest values come from the 28 Hz
data.! Similarly, although phase fluctuations at 28 Hz are
consistently smaller than those at 84 Hz as predicted, the
observed scaling is at odds with the predicted scaling.
Single-path geometrical theory predicts a frequency-squared
dependence, or a factor of 9, but observations show factors
of only 1.5–3. There are other inconsistencies. For example,
shorter paths often exhibited larger fluctuations than longer
ones at the same frequency~e.g., 3252 km vs 5100 km!. ~The
interpretation is somewhat uncertain, however, because the
paths were geographically separated.! Vertical wave number
spectra of phase at 75 Hz and 84 Hz are barely consistent
with theoretical models of random multipaths, and frequency
spectra of phase do not agree with the models at all.

The dependence of acoustic variability on bandwidth is
another issue, which is especially important because it has
significant consequences for signal processing. NPAL data
from the finale region show no significant difference in
broadband (;37 Hz at 75 Hz center frequency! and narrow-
band~1 Hz! fluctuation statistics, which is unexpected.8

These and other inconsistencies between theory and ex-
periment have accentuated the limitations of current theory,
and have reinforced the need for further theoretical develop-
ment.

B. Signal coherence

The spatial and temporal coherence of the acoustic sig-
nal is fundamental to achievable signal processing gains. It
sets limits to gains realized by averaging in space and time,
and to angular resolution. It governs the efficiency of adap-
tive array and matched field processors. Yet the goal of de-
veloping an accurate predictive model, or even developing
dependable empirical rules of thumb, with a few exceptions,
remains unachieved.

1. Resolved arrivals

NPAL data from horizontal arrays suggest horizontal co-
herence lengths of resolved wave fronts of 400–500 m at 75
Hz and ranges of 2000–3000 km, in accord with theoretical
predictions.6 The data from the 2-D array exhibit similar
horizontal coherence lengths, even though the measurement
is coarser~Fig. 3!.9 ~The first lag distance is about 500 m, the
distance between the two closest vertical arrays in the 2-D
array.! Vertical coherence lengths in the region of resolved
arrivals at all frequencies are in excess of 500 m, allowing
modal filtering and ray beamforming. Temporal coherence is
in excess of 10 minutes at all frequencies.

2. Near-axial finale

The coherence of the signal in the unresolved SOFAR
finale has been examined in two ways. One approach uses
the total acoustic field,8 and the other decomposes the field
into modes.10 In the former case, vertical coherence lengths
at 3000–5000 km ranges are about 100 m at 75 Hz and 84
Hz, and 150 m at 28 Hz, which is surprising considering the
complexity of the vertical interference pattern in this region
of signal reception. Coherence times are roughly 10 minutes
at 75 Hz and 84 Hz, and greater than 40 minutes at 28 Hz.
~The longest signal transmission was 40 minutes.!

The NPAL vertical arrays permitted resolution of the
lowest ten modes, those associated with the late finale arriv-
als, the most energetic part of the signal. The mode signals
can be used in tomography, matched field processing and
other applications in much the same way that resolved mul-

FIG. 3. Horizontal correlation at 75 Hz, 3900-km range, averaged over
depth. The solid line is data; the dashed line is a model prediction~from Ref.
9!.

1502 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 P. F. Worcester and R. C. Spindel: North Pacific Acoustic Laboratory



tipaths have been used. Indeed, mode travel times have been
used to deduce warming in the Arctic Ocean.11 Here the in-
ternal wave field is weak, and there is little scattering of
energy among modes. Thus, each mode arrival has essen-
tially traveled as the same mode, and it is easy to identify the
path that the received energy traveled. In the deep ocean,
however, the internal wave field is much stronger and causes
significant scattering of energy between modes. This results
in complicated arrival patterns that are difficult to interpret.
Further, there is no theory comparable to the case of internal
wave scattering of acoustic rays that explains how modes
propagate in the presence of internal waves.

NPAL data provide an empirical picture of the mode
statistics at low frequencies and long ranges. In general, the
lowest ten modes have roughly equal power as seen in the
upper panel of Fig. 4. They have complicated arrival patterns
with frequency selective fading and high temporal variabil-
ity. Mode time spread, which is a measure of the coherence
bandwidth of the channel, ranges from about 1 s to 1.8 s
depending on mode number, range and frequency, with in-
creasing spread roughly proportional to these three param-
eters~Fig. 4, lower panel!. The roughly 1.5 s spread implies
a coherence bandwidth of 0.67 Hz, which is in accordance
with the observed frequency selective fading. The temporal
coherence is 5 to 10 min for mode 1, dropping to zero after
about 15 minutes, at 75 Hz and 84 Hz, and is much longer
than 15 minutes at 28 Hz~Fig. 5!.10

C. Horizontal refraction

The magnitude of horizontal refraction induced by ocean
inhomogeneities has been of interest since it was first studied
by Munk in 1980,12 and subsequently proposed as an observ-
able for ocean acoustic tomography.13 Rough estimates were
that angular deflections of about 0.5° could be produced by
an average mesoscale eddy. We believe that the first experi-
mental study of horizontal refraction is reported here.9 Data
from the transmitter near Kauai received on the 2-D array off
the California coast show a deflection of about 0.4° that
occurs twice during the year-long time series. The sound is
refracted southward, presumably by an average horizontal
gradient of about 5.431026 s21 over the 3890 km path from
the source to the receiving array.~This cannot be verified by
sound-speed data since environmental measurements were
obtained only along transmission paths, not perpendicular to
them.! The standard deviation of the horizontal refraction, a
measure of short time period effects such as those due to
internal waves, was 0.37°. This implies a ‘‘correlation ra-
dius’’ of about 700 m, which is in keeping with other~more
conventional! NPAL horizontal spatial coherence measure-
ments discussed above.

D. Chaos

In recent years the limits of predictability for determin-
istic acoustic propagation have been challenged by the con-

FIG. 4. Upper panel: Average power in center frequency bin~75 Hz and 84
Hz! for modes 1–10 for California to Hawaii~HVLA ! and California to
Kiritimati ~KVLA ! transmissions. Lower panel: Mode time spread for 28,
75 and 84 Hz transmissions~from Ref. 10!.

FIG. 5. Temporal coherence for mode 1 at 28 Hz~lower panel!, and 75 Hz
and 84 Hz~upper panel!, for the same paths as Fig. 4~from Ref. 10!.
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cept of ray chaos, which suggests that classic ray theory is no
longer useful beyond a certain range sometimes called the
‘‘predictability horizon.’’ 14 At issue is the validity of the
usual ray approximation, where the linear wave equation is
replaced with a series of nonlinear differential equations, in
the presence of small-scale oceanographic variability, such as
that due to internal waves. Ray calculations indicate that
scattering by ocean inhomogeneities along the propagation
path results in the production of multipaths that grow expo-
nentially in number as a function of range,15 thus invalidat-
ing the concept of a deterministic ray, and rendering ray
methods unusable. A further consequence of chaotic behav-
ior is that propagation is very sensitive to initial conditions.
Rays from closely spaced sources, or equivalently ray paths
that are initially very close to one another, diverge at an
exponential rate. While ray simulations show that the scat-
tering is predominantly along the deterministic wave front,
rather than across it, the implication is that even a stable
pulse reception cannot be unambiguously associated with a
particular ray that has traversed a known path.

The seeming disparity between empirical observations,
where stable and predictable pulse travel times are observed
at very long ranges~up to 5000 km in the experiments re-
ported here! and the implications of ray chaos, where ‘‘pre-
dictability horizons’’ as short as several hundred kilometers
have been calculated, has been and continues to be the sub-
ject of intense research. Two papers in this volume offer
explanations for the discrepancy between experimental evi-
dence and modeling. One suggests that chaotic behavior is
predicted unrealistically soon because inhomogeneities that
do not appreciably alter the propagating wave, i.e., those
smaller than the vertical projection of a wavelength, are in-
cluded in ray models.16 It is shown that excluding this fine
structure by smoothing it, or filtering it out, leads to much
longer predictability horizons. Another argues that while cha-
otic rays are expected to become random, travel times retain
some of the same properties as nonchaotic rays.17 Specifi-
cally, chaotic rays tend to arrive in clusters with a local maxi-
mum at times close to unperturbed rays, and the arrival times
of chaotic rays with a particular identifier tend to be roughly
the same as unperturbed rays with the same identifier. Both
arguments support the conclusion that ray chaos does not
render ray methods useless, and does not invalidate the use
of acoustic travel times as an observable in tomography18

and other schemes.
Ray methods are only an approximate solution to the full

wave equation, of course. The extent to which the phenom-
enon of ray chaos is manifested in finite frequency wave
fields is crucial. One paper in this volume examines wave
field stability from both ray-based and mode-based points of
view.19 It is shown that the more familiar mode-based
‘‘waveguide invariant,’’b5(dv/v)/(dr /r ), wherev is fre-
quency, andr is the range,20 is equivalent to a ray-based
stability parameter,a, a function of the ray action variable,
whose magnitude has been shown to control ray stability.21 A
second paper uses finite-frequency parabolic equation simu-
lations of narrow acoustical beams propagating through in-
ternal wave fields to examine the range-evolution of beam
properties, such as beam width, scintillation index and en-

tropy, for comparison with ray calculations.22 The parabolic
equation simulations mimic a small angle bundle of rays. It
is found that the acoustical beams in an ocean waveguide
with realistic sound-speed perturbations do not expand expo-
nentially ~or explosively! as would be expected for ray
chaos. Nonetheless, the rates of change of entropy as a func-
tion of range in the parabolic equation and ray calculations
are found to be comparable once statistical saturation is
reached, suggesting at least a limited full-wave manifestation
of ray chaos.

E. Bottom interaction and travel time offset

Transmissions from the bottom-mounted NPAL Kauai
source differ from those from the mid-water sources typi-
cally used in tomographic measurements in that in addition
to purely refracted energy, bottom-interacting energy also
contributes to the far-field arrival structure.23 Heaney24 and
Vera et al.25 in this volume show that it is necessary to in-
clude surface and bottom interaction near the source and re-
ceiver in order to correctly identify the arrivals at long
ranges. They find that surface and bottom interacting rays
come off the slope north of Kauai with levels comparable to
the purely refracted rays, but delayed approximately 0.5 s.
Rays with high launch angles that reflect off the surface and
bottom in front of the source are converted to lower-angle
rays due to the bottom slope. These lower angle rays then
propagate as purely refracted or refracted-surface reflected
rays to the NPAL 2-D array, the vertical array at Ocean
Weather Station Papa and other receivers. The resulting ar-
rivals overlap in angle with the purely refracted arrivals, but
arrive slightly later in time due to the extra path length near
the source. This class of rays also accounts for the earliest
arriving resolved arrivals, because it includes rays with shal-
lower turning points than are possible for purely refracted
arrivals.

Once the measured arrivals were identified with specific
ray paths, the travel times from the 75 Hz Kauai transmitter
to the 2-D California array~3890 km! were found to differ
from predictions made using extensive environmental data
obtained in 1998 and 1999 by about 0.2 s and 0.4 s, respec-
tively. Offsets between measured and predicted travel times
have been found in all NPAL experiments for which contem-
poraneous temperature and salinity~CTD/XBT! measure-
ments allowed accurate predictions. The offset has always
had measured travel times greater than predicted travel
times. Worcesteret al.26 noted a 0.2 s difference at 3250 km
range in the AET transmissions from a ship-suspended 75 Hz
source to the vertical line array near Hawaii in 1994. The
offset was attributed to error in the Del Grosso sound-speed
equation at high pressure, in accord with earlier work.27–29

The 0.2 s offset observed in 1998 is comparable to that found
during the AET, but the 0.4 s offset observed in 1999 is
significantly larger. The measured travel times were chang-
ing rapidly during the time that the 1999 environmental mea-
surements were being made, however, suggesting that the
environmental data were not sufficiently synoptic to make
accurate travel time predictions.
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F. Thermometry

The continuing measurements in the North Pacific rep-
resent the second phase of research on the feasibility and
value of large-scale acoustic thermometry@following the
Acoustic Thermometry of Ocean Climate~ATOC! experi-
ment#. Long-term trends in large-scale ocean temperature are
easily visible in the acoustic time series because acoustic
methods give integral measurements of large-scale ocean
temperature that provide the spatial low-pass filtering needed
to observe small, gyre-scale signals in the presence of much
larger, mesoscale noise. Recent data along the paths from
Kauai to the California coast~e.g., f , Fig. 6! show cooling
relative to earlier ATOC data. A path to the northwest,k,
showed modest warming until early 2003, when a rapid cool-
ing event occurred.30 This was followed by a much stronger
annual cycle.

G. Ambient noise

Ambient noise is typically characterized by simple sta-
tistics such as mean and peak levels, and standard deviations.
It is usually considered to be white and Gaussian in narrow
bands, and amenable to pre-whitening in wider bands. With
few exceptions, most ambient sound measurements have
been short-term observations.

NPAL provided an opportunity to collect long time se-
ries of ambient sound at several fixed locations, both with
single hydrophones and vertical arrays, in the deep ocean
and in a coastal region. Much of this data was obtained using
U.S. Navy SOSUS receivers and has been reported

elsewhere.31,32Single hydrophone data in the 1–500 Hz band
from 13 widely separated receivers in the North Pacific show
that for the open ocean at 75 Hz sound levels are 3 dB higher
than the median level 10% of the time and 6 dB higher 1% of
the time. For coastal areas, sound levels are 7 dB higher than
the median level 10% of the time and 15 dB higher 1% of the
time. The most obvious feature in the records is a strong
annual signal in the 15–22 Hz band with signal levels up to
25 dB above the background. It peaks in the autumn, and is
almost certainly due to migrating blue and fin whales~Fig.
7!. On average, whales are detected 43% of the time, and
ships are detected 55% of the time. A comparison of seven
years~1994–2001! of ambient noise data with two years of
data taken in 1963–1965 using the same SOSUS receiver off
the California coast near Sur Ridge shows a startling 10 dB
increase between 20 and 80 Hz and up to 9 dB between 100
and 400 Hz, presumably due to increased shipping. Figure 8
illustrates typical spectra for ship, whale and earthquake sig-
nals. When whales or ships are present the noise is signifi-
cantly non-Gaussian~Fig. 9!.

The 2-D NPAL array allowed measurement of the verti-
cal directionality of the noise field as well as the coherence
of noise sources near the array.33 The practical implication of
sensor-to-sensor noise coherence is signal gain greater than
the 10 logN achievable in an incoherent noise field. In gen-
eral, coherence is low when no identifiable noise sources are
present. The degree of coherence with nearby ships and
whales is difficult to estimate because the array is aliased at

FIG. 6. Thermometry data from the NPAL Kauai transmitter. The acoustic
data are red. The first permit for operation ended in 1999, and the transmitter
was inoperative for two years from late 1999 to early 2002 pending the
granting of a new one. The blue line is obtained from satellite altimetry, and
the green line is a model prediction.

FIG. 7. Six-year record of ambient noise at Pt. Sur. Note the annual increase
in spectral level near 20 Hz due to migrating whales~from Ref. 32!.

FIG. 8. Typical signals received by the hydrophone at 720 m depth on one
of the 2-D receiver’s vertical arrays. Average background level during the
quiescent period is about 75 dBre 1 mPa/AHz ~from Ref. 33!.
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1.2 Hz in the horizontal, and 20 Hz in the vertical, so that
only very strong signals can be discerned unambiguously.
However, when strong enough signals are present, such as
10–20 Hz whale tones, coherence was high across both di-
mensions of the array. Similarly, earthquake noise is strongly
coherent across the array. Vertical beamforming of these
strong signals indicates a highly directional spectrum at low
grazing angles. There is very little directionality during peri-
ods when such signals are absent.

The long time series from so many locations make it
clear that the usual characterization of ambient noise by
mean and peak levels with Gaussian statistics is inadequate.
More than half the time it contains components—whales,
ships, earthquakes—that produce significant and rapid
changes as well as departures from Gaussianity.

H. Marine mammals

The sensitivity of marine mammals to low-frequency
sound has been a central issue in the series of experiments
leading up to NPAL, starting with the 1990–91 Heard Island
Feasibility Test~HIFT!, and continuing through the Acoustic

Thermometry of Ocean Climate~ATOC! project.34–39Exten-
sive observations at Kauai and at Pioneer Seamount, the lo-
cations of the two 75 Hz transmitters, included ground-
based, aerial and ship surveys. Some were conducted when
the transmitters were turned on~experimental periods!; some
when off ~control periods!. Many were ‘‘blind’’ in that the
surveyors were not informed of the status of the transmitter.
Scaled-amplitude playback tests were also conducted using
sources suspended from vessels. Typically there was a small
but discernable change in the distribution of mammals as
measured by the distance from the source, although not dur-
ing all years.

The most recent set of aerial surveys, conducted off
Kauai during one year when the transmitter was inactive
~2001! and two years when it was transmitting~2001–2003!,
supports that conclusion.40 The surveys were all performed
during the peak humpback whale residency period
~February–April!. The data indicate no significant differ-
ences in distribution across the years~Fig. 10!.

The small response, and the fact that it is observed only
sporadically, leads to the conclusion that these acoustic
sources do not cause biologically significant changes in the
behavior of whales or elephant seals, the two principal mam-
mal species studied.

In addition to studying the effects of low-frequency
sound on marine mammals, NPAL ambient noise data were
used to study the distribution of blue whales in the northeast
Pacific.41

III. SUMMARY

The overall objective of NPAL, which does not end with
publication of this volume, is to add to our understanding of
the basic physics of low-frequency, long-range, broadband
propagation, the effects of environmental variability on sig-
nal stability and coherence, the three-dimensional character
of the sound and noise fields and the fundamental limits to
signal processing at long-range imposed by ocean processes.
The goal is to enable advanced signal processing techniques,
including matched field processing and other adaptive array
processing methods, for a variety of applications such as
sonars, acoustic communications, acoustic navigation sys-
tems and acoustical oceanography.

FIG. 9. Histogram of data from the hydrophone at 1020 m depth on VLA5
~Fig. 2! of the 2-D array, showing severe departure from Gaussianity during
nonquiescent periods.~Gaussian noise has a kurtosis of 3.! ~from Ref. 33!.

FIG. 10. Humpback whale distance from the Kauai transmitter. Although
more humpbacks occupied the farthest distance category~35–40 km! during
years when the source was active~2002 and 2003!, an overall comparison
between these years and the control year when the source was inactive
~2001! showed no statistically significant differences~from Ref. 40!.
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Here we have summarized some recent results towards
that end, and have highlighted some of the still missing
pieces of the puzzle.
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APPENDIX A: TRANSMITTERS AND RECEIVERS

1. Acoustic transmitters

A. California and Kauai bottom mounted, 75 Hz

These two transmitters were installed as part of the
ATOC project. One, on Pioneer Seamount, 88 km west of
Pillar Point, California, transmitted from December, 1995, to
December, 1998. The second, 14.8 km north of Haena Point,

TABLE I. Chronology of NPAL experiments. All of the receivers were autonomous vertical line arrays~VLA !
on subsurface moorings with 35 m spacing between hydrophones, unless otherwise indicated.

Year Experiment

Center
frequency

~Hz!
Source/source

depth
Receiver/receiver

depth
Range
~km! Duration

1989 SLICE89 250 HLF-5
804 m
~moored!

50-elements
60-m spacing
0–3000 m
(R/P FLIP!

1001.1 July
1989
~9 days!

1994 ATOC
Acoustic
Engineering
Test ~AET!

75 HX-554
652 m
(R/P FLIP!

Near VLA:
20-elements
900–1600 m
Far VLA:
20-elements
900–1600 m

87.3

3252.4

Nov.
1994
~7 days!

1995–1996 ATOC95 75 HX-554
939 m
~Pioneer
Seamount!

Hawaii VLA
~HVLA !:
40-elements
300–1700 m

3515.1 Nov.–Dec.
1995 to
Aug.–Sept.
1996

Kiritimati VLA
~KVLA !:
40-elements
400–1800 m

5170.9

1996 Alternate
Source Test
~AST!

28 and 84 HLF-6A
652 m
(M /V
Independence!

HVLA:
20-elements
300–1000 m
~The lower half of
the array failed
prior to the AST!

3501.6 June–July
1996
~9 days!

KVLA:
40-elements
400–1800 m

5157.9

1998–1999 NPAL98 75 HX-554
939 m
~Pioneer
Seamount!

2-D array~3600-m
horizontal aperture!:
four VLAs with
20 elements
400–1100 m
and
one VLA with
40 elements
200–1600 m

145.8 July
1998–June
1999

HX-554
811 m
~Kauai!

3889.8

1998–1999 OWS-Papa 75 HX-554
939 m
~Pioneer
Seamount!

OWS-P VLA:
20 elements
200–900 m

2217.1 Sept.
1998–June
1999

HX-554
811 m
~Kauai!

3336.2
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Kauai, started transmitting in October, 1997, and continues
today. The locations of the transmitters were chosen to be
close to shore to reduce cabling and power requirements, and
to be where the seafloor depth is about the depth of the sound
channel axis. Both were on the seafloor. The Pioneer Sea-
mount source, at 37° 20.5558N, 123° 26.7128W, was 939
meters deep; the Kauai source, at 22° 20.9498N, 159°
34.1958W, was 811 m deep. Each transmitted a 1023-digit
phase-modulated pseudorandomm-sequence repeated 44
times every four hours for a day, followed by 3 days of no
transmissions.42,43 ~There have been slight variations in
transmission schedule from time to time, but almost all re-
ported results have been based on this one.! Each digit of the
sequence consists of 2 cycles of 75 Hz yielding a time reso-
lution of 26.67 ms~37.5 Hz bandwidth!. The entire 1023-
digit sequence lasts 27.28 seconds, and 44 repetitions take
1200.32 seconds. The source level was gradually ramped up
over approximately five minutes preceding the nominal
transmission time, from 165 dBre 1 mPa at 1 m~0.263 W!
to 195 dB re 1 mPa at 1 m~263 W!, in accord with the
requirements of the various authorizations for the operation
of the sources.

This combination of parameters yields a time resolution
of 26.67 ms, and a theoretical signal processing gain of 46.1
dB—30.1 dB from pulse compressing 1023 digits, 16.0 dB
from coherently averaging 40 out of the 44 repetitions.~In
practice, the processing gain actually achieved was some-
what less than this, because the signal typically does not
remain coherent for the entire signal duration.!

B. Ship suspended, 75 Hz—ATOC Acoustic
Engineering Test (AET)

This transmitter was suspended at 652 m, the approxi-
mate depth of the sound channel axis, fromR/P Flip moored
at 31° 02.058N, 123° 35.428W off the California coast dur-
ing November, 1994. Fifty-four transmissions were made of
the 1023-digit sequence described above, consisting of a mix
of 10, 20, and 40-min transmissions, with 2 to 4 h between
transmissions.

C. Ship suspended, 28 and 84 Hz—Alternate Source
Test (AST)

This source was suspended from the GPS P-Code
dynamically-positioned vesselM /V Independenceat a depth
of 652 m at 37° 17.5088N, 123° 35.0008W, 13.4 km south-
west of the Pioneer Seamount 75 Hz source. It transmitted 28
Hz ~fundamental! and 84 Hz~third harmonic! signals simul-
taneously. It transmitted a 1023-digit sequence as above, but
with 3 cycles/digit at 28 Hz~and therefore 9 cycles/digit at
84 Hz!. A total of 42 dual-frequency broadband transmis-
sions were completed over two 4-day periods.

2. NPAL receivers

A. 2-D receiving array

The 2-D array consisted of five individual moorings,
four equipped with 700 m long, 20-element vertical arrays,
and one equipped with a 1400 m long, 40-element vertical
array. Water depth at the array site, Sur Ridge, was 1800 m.

The 20-element arrays spanned the depth range from 400 m
to 1100 m; the 40-element array spanned 200 m to 1600 m.
The five moorings were deployed along a straight line nearly
perpendicular to a Kauai-to-Pt. Sur geodetic path, thereby
forming a 3.6 km horizontal aperture at 3900 km range. The
array center was at 36° 17.0008N, 122° 28.7008W.

The position of each array element~hydrophone! was
tracked by a long-baseline acoustic navigation system so that
signal phase distortion caused by movement of the moorings
due to currents could be distinguished from distortions due to
sound-speed changes along the acoustic propagation paths.
The signals received by each hydrophone were recorded in
autonomous digital data acquisition systems. A common time
base was provided by synchronized clocks referenced to
atomic ~Rb! frequency standards in each data acquisition
system to allow coherent processing and beamforming across
the full horizontal and vertical aperture of the array.

The 2-D array was deployed primarily to receive signals
from the 3900 km distant Kauai transmitter, and was pro-
grammed to acquire data at times corresponding to the Kauai
source transmission schedule.

The vertical distance between hydrophones was 35 m
~1.75l at 75 Hz!, which allows resolution of modes 1–10.
Rays and~some! higher-order modes are resolved by time
and vertical angle of arrival.

B. Hawaii and Kiritimati vertical arrays

These vertical arrays each with 40 hydrophones at 35 m
spacing were in place from November–December 1995 until
August–September 1996. ~The lower half—20
hydrophones—of the Hawaii array failed after about 5
months.! As above, these arrays were tracked by long-
baseline acoustic navigation systems, and each was equipped
with a Rb standard time base to enable beamforming and
coherent processing. The Kiritimati array provided the long-
est NPAL transmission path, 5171 km.

C. Ocean Weather Station Papa vertical array

This vertical array in the Gulf of Alaska at 50°
04.9098N, 144° 50.7188W consisted of 20 hydrophones at
35 m spacing. It was deployed to augment the ATOC net-
work, but turned out to be useful in understanding the arrival
pattern at the 2-D array off California.

D. Horizontal arrays

A variety of horizontal arrays primarily belonging to the
U.S. Navy were used to receive all the transmissions outlined
above, as well as ambient noise data.

APPENDIX B: SIGNAL PROCESSING

Signals at the Hawaii, Kiritimati, and Ocean Weather
Station Papa vertical arrays were received for the most part
with high signal-to-noise ratios. Straightforward signal pro-
cessing~pulse compression, averaging, beamforming! was
effective for resolving time and vertical arrival angle for
early arriving paths. These arrays were all deployed in deep
water with the array center well up in the water column out
of reach of bottom or surface influences. The situation at the
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2-D array was disappointingly different. Receptions from the
3900 km distant Kauai source had low signal-to-noise ratios,
and individual arrivals were difficult to resolve. The much
higher ambient noise at this near-coast location than at the
deep-water sites is partly responsible. In addition, however,
interaction with the surface and bottom at the beginning and
end of the Kauai-to-California path resulted in an unexpect-
edly complex arrival pattern.

For the high signal-to-noise deep water arrays a simple
filter matched to the transmitted signal works well enough,
even though it is not optimum because the received signal is
not an exact replica of the transmitted signal—it has been
randomized by ocean variability.44 For the low signal-to-
noise 2-D array a better estimator is the Rake correlator.
Receptions were improved remarkably by applying this tech-
nique, which is used in many applications to combat multi-
path interference, especially in CDMA mobile telephone sys-
tems. It works by employing a set of correlators called Rake
fingers, each delayed and scaled to a particular path. The
receiver searches through the received signal to find where

each finger peaks, and then sums the signals from the various
paths. The improvement can be seen in Fig. 11. The lower
panel shows clearly resolved early arrivals that are difficult
to discern in the upper panel.
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Predictions of transverse horizontal spatial coherence from path integral theory are compared with
measurements for two ranges between 2000 and 3000 km. The measurements derive from a
low-frequency ~75 Hz! bottom-mounted source at depth 810 m near Kauai that transmitted
m-sequence signals over several years to two bottom-mounted horizontal line arrays in the North
Pacific. In this paper we consider the early arriving portion of the deep acoustic field at these arrays.
Horizontal coherence length estimates, on the order of 400 m, show good agreement with lengths
calculated from theory. These lengths correspond to about 1° in horizontal arrival angle variability
using a simple, extended, spatially incoherent source model. Estimates of scintillation index,
log-amplitude variance, and decibel intensity variance indicate that the fields were partially
saturated. There was no significant seasonal variability in these measures. The scintillation index
predictions agree quite well with the dataset estimates; nevertheless, the scattering regime
predictions~fully saturated! vary from the regime classification~partially saturated! inferred from
observation. This contradictory result suggests that a fuller characterization of scattering regime
metrics may be required. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1854851#

PACS numbers: 43.30.Re@AIT # Pages: 1511–1526

I. INTRODUCTION

The theory of wave propagation in random media
~WPRM! has had considerable success in its original context
involving fields propagating through homogeneous turbulent
media.1–3 The application to long-range propagation in the
ocean requires modifications: the medium is a waveguide,
the background sound speed is depth dependent, and the
sound speed fluctuations are inhomogeneous and anisotropic.
Flatté et al.4 developed a theory~henceforth FDMWZ! for
signal statistics that incorporated these additional features.
Predictions based on FDMWZ theory have been compared to
measurements from the straits of Florida,5 Cobb seamount,6

the Azores,7 and the Slice898 experiments. These experi-
ments involved ranges up to 1000 km and used single hydro-
phones or multiple hydrophones attached to vertical moor-
ings ~i.e., vertical arrays!. The Acoustic Thermometry of
Ocean/Climate~ATOC! Engineering Test~AET! experiment9

tested the theory over a much longer range of 3250 km, but
again only vertical line arrays were used to sample the acous-
tic field.

Second moment measurements available with these con-
figurations were temporal ~time–time! correlations,
frequency–frequency correlations, and vertical spatial corre-
lations. A measurement not available in these experiments
due to equipment configurations was the horizontal second

spatial moment, i.e., the horizontal coherence. An opportu-
nity to measure horizontal coherence at 75 Hz over multi-
megameter paths arose during the ATOC and follow-on
North Pacific Acoustic Laboratory~NPAL! experiments.10 In
this paper we report on the use of the data from two NPAL
horizontal line array receivers at ranges from 2000 to 3000
km for measuring the transverse horizontal coherence.

The type of signals under consideration here are the
long-range low-frequency ATOC signals trapped in the
SOFAR channel. This is essentially a waveguide problem; as
is characteristic of a waveguide problem, the acoustic field
separates into faster modes with high-angle wavenumber
vectors and slower modes with low-angle wavenumber vec-
tors. The partial fields associated with the faster modes are
well characterized by ray theory, and these manifest them-
selves as earlier, ray-like arrivals. Partial fields associated
with the slower modes are more mode-like, and comprise the
late crescendo11,12~sometimes called the finale or coda!. This
ray-mode duality is nicely demonstrated by Grabb.13

The full acoustic field at the receiver can thus be char-
acterized roughly as

p5p11p21¯1pmodal, ~1!

wherep1 is the ‘‘first’’ ray-like arrival, p2 is the next ray-like
arrival, and so on.pmodal represents the final crescendo, and
the explicit space–time dependence on locationr and timet
has been suppressed. While rays and modes have been uti-
lized for tomography in both deep and shallow water, the
early arrivals in this study are best modeled by rays.14 The
statistical parameters—notably, in this paper, the spatial
coherence—of wave fronts associated with individual ray-
like arrivals are quantities of fundamental importance.

a!J. A. Colosi is at Woods Hole Oceanographic Institution, Woods Hole, MA
02543. B. D. Cornuelle, M. A. Dzieciuch, W. H. Munk, and P. F. Worcester
are at Scripps Institution of Oceanography, University of California at San
Diego, La Jolla, CA 92093. B. D. Dushaw, B. M. Howe, J. A. Mercer, and
R. C. Spindel are at the Applied Physics Laboratory, University of Wash-
ington, Seattle, WA 98105.
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As described by Dushawet al.,15 the two receivers used
here are generally too deep to measure the crescendo. As
shown in Fig. 1, only early ray-like arrivals reach these re-
ceivers; all the later acoustic energy refracts above. The mea-
sured fields therefore contain only the first few arrivals, with
no late modal contribution. These first few arrivals are
termed ‘‘deep arrivals’’ in this paper. It can also be seen in
Fig. 1 that there are signatures in the data for later arrivals,
even though predictions of rays for later arrivals turn above
the receiver depth~for these receivers!. This phenomenon is
not addressed in this paper.

This investigation separates out and estimates the statis-
tics of the partial fieldpJ(r ,t), which was, on average, the
strongest and most robust deep arrival at each receiver. The
ordinalJ represents one of the earliest detectable arrivals, but
the poor signal-to-noise ratio of even earlier arrivals makes
the exact enumeration ofJ impossible. An inspection of Fig.
1 appears to indicate that the strongest arrivals correspond to
measurements made very near the cusps in the time front.
This would agree with ray theory, which places caustics near
ray turning points.

In addition to horizontal coherence, estimates are made
of several intensity fluctuation statistics. These serve to iden-
tify the ‘‘scattering regime’’ of the signal fluctuations in FD-
MWZ theory. Intensity variances, and the regime itself, are
also key predictions of FDMWZ theory that can be tested.

FDMWZ theory is based on a path-integral treatment of
the stochastic wave propagation problem. It incorporates the
depth-dependent sound speed profile and waveguide charac-

teristics of the ocean by constructing the deterministic eigen-
ray from source to receiver and considering sound speed
fluctuations along that path to be the primary contribution to
the path integral calculation.~A ‘‘deterministic eigenray’’ is
conceptualized here as an eigenray traced through an ocean
devoid of sound speed fluctuations.! Inhomogeneous and an-
isotropic sound speed fluctuations are represented by the
Garrett–Munk interval wave spectrum.16–18 Fluctuation cal-
culations have been implemented numerically by the code
‘‘Calculations of Acoustic Fluctuations due to Interval
Waves’’ ~CAFI!.19,20 Empirical measurements in this paper
are compared to FDMWZ predictions calculated by CAFI.

The remainder of the paper is organized as follows. In
Sec. II we present the definitions of the mathematical entities
that will represent the coherence and the intensity measures
predicted by theory. In Sec. III we describe the NPAL experi-
ment, including them-sequence signal parameters. The data
processing is described in Sec. IV: this concerns the calcula-
tion of quantities that are comparable to theoretical quanti-
ties. Experimental results are shown in Sec. V for the stron-
gest deep arrival over each of two long-range paths. CAFI
calculations for fluctuation statistics over representative
paths of similar length are given in Sec. VI, with an analysis
of the findings in Sec. VII. The findings indicate that the
horizontal coherence length and scintillation index estimates
are found to agree with CAFI predictions. Scattering regime
classifications do not agree, however: the regime is inferred
from actual measurements to be partially saturated, but CAFI
identifies the regime as fully saturated. This contradictory
result suggests that a fuller characterization of scattering re-
gime metrics may be required. The main results are summa-
rized in Sec. VIII.

II. THEORY

A. Coherence

In general, coherence is a measure of correlation, with
values near one indicating a high correlation and values near
zero poor correlation. However, there are subtle variations in
the interpretation of coherence among investigators from dif-
ferent specialities. Motivated by these variations, the follow-
ing discussion reviews several notions of coherence as a
background for the definitions used in this analysis.

Coherence is generally a normalized second moment.
Letting c(r l ,t l) represent a general complex scalar field
~e.g., an acoustic field! at locationr l and timet l , and using
the shorthand notationc( l )5c(r l ,t l), the second moment is

Mcc~ l ,m!5^c* ~ l !c~m!&, ~2!

where~•!* denotes conjugation and̂•& expectation. This is
the complex cross-correlation from elementary statistics. In
the statistical optics literature,21,22 the degree of complex co-
herenceis defined as Eq.~2!, normalized by the ‘‘self-’’~or
autocorrelation! terms:

g lm5
Mcc~ l ,m!

AMcc~ l ,l !Mcc~m,m!
. ~3!

This is essentially a complex correlation coefficient with a
magnitude in the range@0,1#. ug lmu51 implies full coher-

FIG. 1. Strength of time front arrivals at site N from a source mounted on a
Pioneer seamount.~Site designations are shown later in this paper.! Top:
time fronts at the range of site N. The receiver depth is suggested by the
horizontal line. Bottom: the signal to noise ratio~SNR! versus arrival time
scatterplots for 15 months of data. A correspondence between time front
arrivals and strong SNR arrivals is indicated by dotted lines. The strongest
SNR arrivals appear to be related to time fronts with cusps very near the
receiver depth.
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ence, andug lmu50 implies complete incoherence.
In the theoretical literature of wave propagation in ran-

dom media~WPRM!, it is common to assume that the fields
are normalized~i.e., the self-terms are 1!, and

g lm5G~r l ,rm ,t l ,tm!, ~4!

is usually referred to simply as themutual coherence. This
could, in general, be complex, but often only its magnitude is
of interest: in this paper, it is necessary to consider the full
complex coherence. Note also that this quantity can involve
any two stochastic processes,c(r l ,t l) andc(rm ,tm), and is
a time–domaindefinition.

A quantity similar to Eq.~3! appears in time series
analysis,23 where it is simply called thecoherence. Here, the
moments are cross-spectra„Gxy( f )… and autospectra„Gxx( f )
andGyy( f )… between two time seriesx(t) andy(t);

gxy~ f !5
Gxy~ f !

AGxx~ f !Gyy~ f !
.

By comparison with Eq.~3!, this is clearly seen to be a
frequency domain version of the degree of complex coher-
ence. One often sees themagnitude squared coherence
ugxy( f )u2 ~MSC! in the literature.

Again, a similar quantity appears in statistical array pro-
cessing. The elements of the arraycross-spectral density
matrix24 are precisely the second moments between sensorsl
and m, with c representing the space–time acoustic field.
The moment is again considered to be a narrow band or
single-frequency concept. The complexity here must be re-
tained: beamforming depends on it. Cox25 has shown that the
loss of signal coherence across an array is a fundamental
limiting factor in array system performance.

The fundamental link between spatial coherence and ar-
ray system performance motivates this analysis to adopt the
frequency–domain, ‘‘single-frequency’’ interpretation of co-
herence. This choice enables a simpler and more direct math-
ematical discussion in this section, and also facilitates a di-
rect comparison with a theoretical prediction in Sec. VI.
There is unfortunately one main disadvantage: the data in-
volve wideband signals and are commonly considered in the
time–domain.~Indeed, after pulse compression, these kinds
of experiments are usually considered pulse-propagation ex-
periments.! The procedures and consequences for evaluating
time–domain observations in a frequency–domain context
are discussed in Sec. IV.

Following FDMWZ, let the acoustic pressure field at
frequencyv̄ be written as

p~r ,t;v̄ !5p0~r0 ,t0 ;v̄ !ei @ k̄•~r2r0!2v̄~ t2t0!#c~r ,t;v̄ !.
~5!

Here,p0 is the deterministic part of the propagation to some
reference positionr0 at timet0 . k̄ is a ‘‘mean’’ incident wave
number vector andv̄ is a ‘‘mean’’ frequency. The exponen-
tial term provides a phase correction top0 to yield the deter-
ministic field at r at time t. All the fluctuations are repre-
sented byc; this factor converts the deterministic field atr
and t to a stochastic fieldp(r ,t). c can contain randomness
in amplitude and phase, including perturbations tok̄ ~due,

e.g., to refracting media or extended sources! and v̄ ~due to
Doppler effects!. The exponential term is required for beam-
forming and coherent summing, so we retain it in its full
form where necessary to show how it affects various inter-
mediate quantities. By definition,c is normalized such that
^ucu2&51. The second moment expression@Eq. ~2!# now be-
comes~dropping thev̄ notation!

M pp~ l ,m!5^p* ~r l ,t0!p~rm ,t0!&

5upo~r0 ,t0!u2ei k̄•~rm2r l !

3^c* ~r l ,t0!c~rm ,t0!&. ~6!

In this and in the following development, the fields are con-
sidered only at the same time, i.e., both att5t0 , and the time
notation is dropped. The mutual coherence is therefore

G lm5
^pl* pm&

A^upl u2&^upmu2&

5
ei k̄•~rm2r l !^c l* cm&

A^uc l u2&^ucmu2&

5ei k̄•~rm2r l !^c l* cm&, ~7!

where the last line follows because^uc l u2&5^ucmu2&51 by
definition. When the phase fluctuations of the productc l* cm

are zero mean, the expectation in the final expression above
will be real. In the more general case, the expectation may
provide a residual phase and hence be complex. Residual
phase and the deterministic phase correction are eliminated
by considering in this paper only the mutual coherence mag-
nitude. This expression is formally valid at the single fre-
quency v̄, although, in practice, there will be some finite
bandwidth associated with actual measurements.

Some assumptions can be invoked to simplify the prob-
lem. The mutual coherence is generally a six-dimensional
function of spatial coordinates. When the fieldc is homoge-
neous, the mutual coherence is only a function of the differ-
enceR5r l2rm :

G~r l ,rm!5G~R!. ~8!

In general,c is definitely not homogeneous everywhere in a
waveguide. The sound speed fluctuations themselves are not
homogeneous; in the vertical, for example, they are largest
near the surface and decrease rapidly with depth. However,
since the horizontal scales of the sound speed fluctuations are
orders of magnitude larger than the vertical scales,26 it is
therefore reasonable to assume that homogeneity holds, at
least approximately, for horizontal sensor configurations of
modest size compared to horizontal sound speed fluctuation
correlation lengths, as is the case here.

While the self-termG~r ,r !51 by definition, the incoher-
ent limit may not be 0. Conceptually, at great separation,
~i.e., whereR5uRu→`),

lim
R→`

^c* ~r l ,t !c~rm ,t !&5^c* ~r l ,t !&^c~rm ,t !&

5u^c~r ,t !&u2[G` . ~9!
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The termG` is real. Thus, the coherence at great separation
should reach an asymptotic value proportional to the squared
magnitude of the mean field~excluding attenuation!. In the
saturated regime, the mean field is identically zero, and it
will turn out that, for these measurements, the mean field
estimate is insignificantly different from zero. But it is
worthwhile to note that it is incorrect to assumea priori that
the mean field is zero, especially if the fluctuation regime is
partially saturated or unsaturated.

Inasmuch as the receivers used here are nearly perfect
horizontal line arrays,R will be modeled as someRâ, where
â is a unit vector aligned along the mean bearing of the array.
Thus

G~R!5G~R;â!. ~10!

Furthermore, for allhorizontal line arrays,â'ẑ ~where ẑ is
the vertical unit vector.! For transverse measurements of co-
herence,â must also be perpendicular tok̄. This is not the
case for the two arrays used here, so a transverse separation
u is defined that is related to the actual separation along the
array via the projection

u5Râ"t̂, ~11!

where t̂ is a unit vector transverse to the propagation such
that t̂'k̄ and t̂'ẑ.

Combining Eqs.~8!, ~9!, ~10!, and ~11!, a general ex-
pression for the transverse mutual coherence magnitude can
be written as

uG~u!u5~12G`!g~u!1G` . ~12!

This expression involves a real, unknown ‘‘shape’’ function
g(u) with the properties

g~u!5H 1, u50,

0, u→`.
~13!

The approach taken here is to model the unknown shape
functions with the familyĝ(u;a), based on the single pa-
rametera. A model ĝ is fit in the least-square sense to the
data, yielding best-fit parameteraLSE5aD , and this function
is shown for comparison against the spatial coherence func-
tion prediction produced by CAFI. A ‘‘transverse horizontal
coherence length’’Lh is defined such that

ĝ~Lh ;aLSE5aD!5e21/2. ~14!

@Another common definition of coherence length would be
the ‘‘e-folding’’ length, the value at which the coherence is
e21, but the definition in Eq.~14! will prove more conve-
nient in Sec. VI.# The estimateL̂h using aD will be com-
pared toLh predicted by CAFI.

B. Scintillation index

The scintillation index SI is defined as

SI5var~ I !/^I &25
^I 2&2^I &2

^I &2
5

^I 2&

^I &2
21, ~15!

and characterizes the variability of the acoustic intensityI.
Although apparently a simple formula, it is important to rec-
ognize that the variance cannot be simply computed from the
available time series if the measurements are correlated in
time. Moreover, the transmissions were spaced irregularly in

time, and this leads to additional interpretational complexi-
ties described below.

III. EXPERIMENT

The locations of the instruments germane to the analysis
presented in this paper are shown in Fig. 2. The Kauai source
and receivers N and O were components of the larger NPAL
experiment. The Pioneer source is shown for reference, but
no further results for Pioneer transmissions beyond Fig. 1 are
presented here.

The acoustic source located at Kauai was one of two
very-low-frequency sources used in the ATOC/NPAL
experiments.27 It was deployed in July 1997 on the northeast
slope of Kauai at latitude 22°20.9498N and longitude
159°34.1958W at 810 m depth, and is cabled to shore at the
Pacific Missile Range Facility. Built by Alliant Techsystems
~Mukilteo, Washington!, it is a pressure-compensated
bender-bar/barrel-stave transducer designed for operation at
depths to 1300 m. At 810 m depth, it has a main resonant
frequency of 65 Hz and a23 dB bandwidth of 14 Hz.

The source transmitted from August 1997 to October
1999, when the permit for its operation ended. Transmissions
were nominally scheduled for every 4 h every fourth day, but
this scheme varied widely. During the first one-third of the
experiment, some transmissions were only two hours apart.
There were several system outages that precluded data acqui-
sition for more than a month at either receiver site~e.g., June
1998!. A new permit was established in 2001, and the source
resumed transmissions starting 1 January 2002 for a 5 year
period. The data analyzed here correspond to transmissions
acquired from October 1997 to the end of permitted opera-
tion in October 1999.

The transmissions were standard ATOCm-sequence sig-
nals. The signal parameters are provided in Table I. Data
acquisition was timed to begin after the firstm-sequence and
conclude prior to the lastm-sequence, thereby ensuring that
the acoustic fields at the receivers were fully involved during

FIG. 2. Source and receiver configuration, NPAL experiment. Receiver lo-
cations are designated as N and O. Only transmissions from the Kauai
source are presented in this paper.

1514 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 Andrew et al.: Spatial coherence of deep arrivals



data collection. The ‘‘principle transmission’’ consisted of 40
end-to-end sequences lasting 1091.20 s. The temporal and
frequency characteristics are shown in Fig. 3.

Receivers N and O are bottom-mounted horizontal line
arrays. The receivers are cabled to shore to equipment de-
signed, built, and operated by the Applied Physics Labora-
tory, University of Washington~APL/UW!. The signals were
filtered between 2~ac coupling! and 113.636 Hz~two-stage
cascaded 6-pole Butterworth switched-capacitor filter!, digi-
tized at 300 Hz and spooled to disk. To reduce data storage
requirements for each reception, every four consecutivem-
sequences were coherently added, producing 10 ‘‘4-period
sums’’ from each 40m-sequence collection. The raw data
was then discarded. All further data processing was con-
ducted at APL/UW.

A total of 1204 receptions were collected at site N, and
1197 at site O. The temporal distributions of receptions at
both sites are shown in Fig. 4.

IV. DATA PROCESSING

A. Preliminary processing

The first processing step~which occurred on the receiver
computers! for each reception accumulated every four
m-sequences into 4-period sums. For perfectly coherent sig-
nals in uncorrelated additive noise, this results in a process-

ing gain of 10 log10(4)'4 dB. Since, from Table I, a single
m-sequence has a duration of 27.28 s, this step represents a
time average of the fluctuations over 109.12 s. Coherent
summing enhances correlated features and deemphasizes
short-duration changes, and therefore this step may result in
a bias toward overestimating the coherence.

In the second step, the 4-period sums were
pulse-compressed28 to achieve an additional theoretical gain
of 10 log10(1023)'30 dB.

Since the quantityc is usually defined in terms of solu-
tions ‘‘at a single frequency’’ of the Helmholtz equation,29

the next step in processing was to develop ‘‘narrow band’’
quantities to representc. Conceptually, after pulse compres-
sion, the arrival structure that corresponded to the partial
field pJ(r ,t) would be isolated with a ‘‘time gate’’ and trans-
formed into the Fourier domain with a discrete Fourier trans-
form ~DFT!. c is then represented by the single Fourier co-
efficient at the carrier frequency. The ideal time gate would
contain all of the pulse arrival structure for the ray-like ar-
rival under investigation, but not contributions from adjacent
arrivals.

The procedure described above would be reasonable if
the wideband~time–domain! field contained individually
identifiable pulses, as is the case for the early ray-like arriv-
als in a deterministic ocean. However, in an actual stochastic
ocean, particularly at the ranges considered here, each single
deterministic arrival pulse is replaced by a complicated ar-
rival structure spread consisting of multiple arrivals, which
slowly fade in and out, flanking one or two~or no! ‘‘main’’
arrivals. Furthermore, as suggested in Fig. 1, the arrivals
were grouped in pairs, with adjacent pairs separated by ap-
proximately 0.8 to 1.0 s.~One ray in the pair launches up-
ward from the source, the other downward.! Very often, the
pulse structure from each arrival in the pair had considerable
overlap with that of the other.

The spreading of each pulse and the proximity of pulse
pairs to one another therefore rendered infeasible the con-
struction of a time gate small enough to isolate one arrival
from the other in a pair. It was, however, usually possible to

TABLE I. Signal parameters for the Kauai source. The primary scientific
transmission utilized 40m sequences, but prefixed and suffixed guard se-
quences resulted in a total full-power transmission duration of 1227.28 s,
which equates to 44.98m-sequence periods.

Law 3471
Bits 1023
Cycles/bit 2
m-sequence period 27.28 s
Carrier frequency 75 Hz
23 dB bandwidth 33.4 Hz
Sequences/transmission 40~42!
Source power 260 W

FIG. 3. Features ofm-sequence processing. Top: a section of a simulated
m-sequence carrier at 75 Hz.~A completem-sequence is 27.28 s in length.!
Middle: envelope of the Fourier transform magnitude. Bottom: output mag-
nitude after pulse compression~designed with an arrival time of 1.0 s!.

FIG. 4. Receptions per month, Kauai to sites N~white! and O~black!. 1204
total receptions at site N, 1197 at site O.
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isolate one pair from another. A time gate width of 0.5 s was
adequate for this task, but this gate width unavoidably com-
ingled the fluctuations from both pulses. This may result in a
bias toward underestimating the coherence~of a single par-
tial field!.

The effective bandwidth of the Fourier coefficient is the
reciprocal of the time gate width and is therefore 2 Hz. This
is probably a fair representation of a single-frequency theo-
retical quantity, particularly as the coherent bandwidth of the
channel is thought to be substantially larger.

Over the entire experiment, the data displayed consider-
able wander. Wander can be defined on several scales for
these paths.30 Internal-wave-induced wander is roughly on
the order of 10 ms; mesoscale-induced wander is roughly on
the order of 100 ms; and gyrescale wander can produce wan-
der on scales of 1000 ms.

If the small-scale wander produces a delay oft across
all channels, this will introduce an additional factor ofe2 ivt

in Eq. ~5!. This factor, however, cancels in the second mo-
ment expression if the delay does not cause the pulse arrival
structure to move out of the time gate.

The large-scale wander can move the pulse spread real-
ization out of a fixed time gate. To automate processing,
either the time gate must follow the large-scale wander, or
the data must be synthetically shifted to correct for the large-
scale wander. The gross behavior of the large-scale wander is
called thetrack. All the data used here have been manually
tracked,30 and the track solution used as an input to shift the
pulse structure to the center of the time gate.

An obliquely incident acoustic field will introduce a fac-
tor of eik•(r j 2r0) into the Fourier coefficient for channelj.
Here k is the wave number vector of the incident field. As
long as the entire arrival structure falls within the same time
gate for all sensor channels, and ifk5k̄ is deterministic, Eq.
~7! shows thatuGu will be independent of obliquity.

In practice, for obliquely incident fields, a narrow time
gate may exclude arrivals at the far ends of the array. The
data in each channel have therefore been delayed~in the time
domain! by a factork0"(r j2r0)/v̄, wherek0 is in the geo-
desic direction from Kauai to the pointr0 on a WGS84
spheroid.31 ~This makes the signals appear as if they were
incident from broadside.!

~N.B.: If the incident wavenumber vectork is varying
with time, due, say, to time-varying horizontal refraction, the
data containarrival angle wander. Unlike time domain wan-
der, this influence does not factor out in calculations ofuGu.
Averaging~i.e., expectation! in the presence of arrival angle
wander will result in additional spatial decoherence.!

In summary, the processing steps from raw time domain
data toc surrogate involved~1! four-period sums,~2! pulse
compression,~3! large-scale wander correction,~4! obliquity
correction,~5! time gate isolation,~6! Fourier transforma-
tion, and~7! coefficient extraction.

B. Coherence

It is possible to infer spatial coherence indirectly by ex-
amining the beamformed outputs of subarrays.32 However,
receivers N and O measure individual sensor signals that are
strong enough, after four-period summing and pulse-

compression, to stand out from the background noise. This
makes it possible to estimate the spatial coherence directly
by cross-correlatingc from pairs of individual sensors,
which is the approach taken here.

The processing steps described in Sec. IV A yielded, for
an array withN sensors, anN31 vectorv j of complex Fou-
rier coefficients for the four-period sum groupj. This proce-
dure was then repeated to obtain a vectorv j 11 for the four-
period sum groupj 11. These vectorsv j andv j 11 were then
incorporated in an algorithm presented in Appendix A to
form a coherence matrix estimateĜ with elements

@Ĝ# jk5uĜ~r j2r k!u. ~16!

In FDWMZ theory, the transverse horizontal coherence
magnitude is modeled as

u^c* ~x!c~x1Dx!&u5expH 2
1

2
D~Dx!J , ~17!

where D(Dx) is a structure function~usually identified
purely as a ‘‘phase structure function’’! andDx is the trans-
verse horizontal spatial separation. For small separations, the
structure function can be approximated33 by

D~Dx!'~Dx/Lh!3/2, ~18!

where Lh is the transverse horizontal coherence length.
Small separations are those for which

Dx!Xhv i /vX ,

whereXh is the typical horizontal correlation size of sound
speed inhomogeneities,v i is the local inertial frequency, and
vX

25v i
21n2 tan2 b depends on the local buoyancy frequency

n and the inclinationb of the local eigenray. Flatte´ and
Stoughton suggestXh'12 km, and, using typical Northern
Pacific ocean values for the other parameters,Xhv i /vX

'3.4 km. The sensor separations used in this analysis are
generally less than this, and hence Eq.~18! is a valid ap-
proximation for the structure function here. Based on Eqs.
~17! and~18!, the model shape functionĝ(Dx) @cf., Eq.~13!#
is

ĝ~Dx;a!5expH 2
1

2 S Dxâ"t̂

a D 3/2J ; ~19!

Eq. ~19! is combined with Eq.~12! to model the magnitude
mutual coherence, and this is compared to Eq.~16!. The
model is fit to the data by minimizing overa the sum of the
squared errors between the model and the estimated coher-
ence matrix. This produces the best-fit parameteraLSE

5aD , and the transverse spatial coherence length estimate
L̂h is then the root of

~12G`!ĝ~ L̂h ;aD!1G`2e21/250. ~20!

C. Scintillation

Data processing for the scintillation index computation
was slightly different. Additive ambient noise will increase
the apparent variability in the data, and this will bias the
scintillation index high. This bias can be reduced by beam-
forming, but beamforming will reduce the variability over
that of a point measurement due to the averaging inherent in
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the beamforming process. The advantage gained by beam-
forming generally outweighs the disadvantages, as long as
the signal component across channels has a reasonably high
cross-coherence. Therefore, each four-period sum was pulse
compressed, corrected for large-scale wander, and delay-and-
sum beamformed. The beamformer was steered to the geo-
desic path bearing from receiver to source assuming a
WGS84 spheroid.31 The beamformer used only those chan-
nels with cross-coherence greater than 0.5. The appropriate
pulse arrival structure was extracted and Fourier trans-
formed. The amplitude ofc was then represented by the
modulus of the carrier Fourier coefficient and the intensity
by the modulus squared. The log-amplitude and log-intensity
were then computed accordingly.

The data sample therefore consists of the amplitude~in-
tensity, log-amplitude, log-intensity! of the carrier Fourier
coefficient for each four-period sum, beamformed to increase
the signal-to-noise ratio. The mean intensity and variances
are determined from this set. Ensemble averages are inter-
preted as arithmetic means over the sample population.

V. RESULTS

A. Site N

1. Data description

The ray-like arrival analyzed for site N had, on average,
the best signal-to-noise ratio~SNR! of all the ray-like arriv-
als for this site. An estimated track for this arrival structure is
shown in Fig. 5. The arrival time variation of roughly 0.5 s
over the dataset can be attributed to meso- and gyrescale
ocean processes.

The data at site N had generally poorer SNR than the
data at site O, and therefore a further description of the ap-
pearance of the raw data is deferred to Sec. V B.

2. Coherence length

The asymptotic valueG` was estimated@from Eqs.~7!
and ~9!# using

G`5
u^p&u2

^upu2&
. ~21!

For this calculation, the second four-period sum group in
each reception was used. Motivated by the same argument
advanced in Sec. IV C, the multichannel four-period sum
data was beamformed to improve SNR. The bearing chosen
was the bearing of the geodesic path to Kauai. The beam-
formed data was pulse compressed, time gated, and Fourier
transformed. The estimated asymptotic value using the full
two-year dataset was 0.13. The samples were bootstrapped,34

using 500 replicates, to approximate the distribution of this
estimate. The histogram of the bootstrap replicates is shown
in Fig. 6. Here 90% of the replicates were greater than the
full sample estimate, so the asymptotic valueuGu` was
judged to be not significantly different from zero.

The data covariance matrix was estimated following a
procedure described in the Appendix that utilized four-period
sum groups, two and three from each reception. The sample
mutual coherence matrix was fit to Eq.~12! with G`50. The
coherence length estimate was 528 m. The error in this esti-
mate, represented by the bootstrap standard error using 200
bootstrap replicates, was6152 m.

3. Scintillation index

The scintillation index requires the variance of the inten-
sity fluctuations, but care must be used in estimating the
variance of a correlated sequence. The existence of a sample-
to-sample correlation will generally bias the standard calcu-
lation. One alternative is to estimate the degrees of freedom
in the signal and apply a corresponding correction. This
would be a difficult undertaking because the raw four-period
sums represent irregular clustered sampling in time. The

FIG. 5. Arrival structure visualizations, site N. Manual tracking can consis-
tently identify six tracks, which are highlighted. The track for ‘‘Eigenray 5’’
is interconnected with line segments and shown in red.

FIG. 6. Histograms of bootstrap replicates of the asymptotic valueG` . Left:
Kauai to site N. The estimated value of 0.13 is not significantly different
from 0.0. Right: Kauai to site O. The estimated value of 0.042 is not sig-
nificantly different from 0.0.
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shortest sampling interval is from one four-period sum to the
next within a transmission, or about 109 s. The clusters are
generally spaced four hours apart on transmission days,
sometimes less. Estimating correlation measures for this kind
of irregular clustered data is nontrivial.

An alternative approach was used here. A new sample
population was derived from the original by using only a
single four-period sum in each reception.~These results used
the second four-period sum!. This time series is shown in
Fig. 7. The nonparametric run test35 can be used to accept or
reject the hypothesis that this new sample is random. The
results are shown in Table II. When the new sample used all
the available receptions, randomness was rejected at the 5%
significance level. During the first third of the experiment,
there were clusters of receptions only two hours apart. When
receptions closer than four hours to the nearest neighbor
were eliminated, the corresponding run test found the modi-
fied sample population to be random at the 5% level. Inter-
estingly, this implies that the intensity was partially corre-
lated on time scales of two hours.

Intensity fluctuation statistics~scintillation index, log-
intensity variance, and decibel intensity variance! are shown
in Table III for the modified sample population. In all cases,

the quoted error is the bootstrap standard error. The variance
of the decibel intensity was not significantly different than
the Dyer value of 5.6 dB,36 but the scintillation index was
significantly greater than the saturation value of 1.0. The
log-intensity variance was approximately 2.0. The sample
population was also partitioned by season to determine if
there were significant seasonal effects, but the sample sizes
were too small to yield statistically significant differences.

Based on the intensity statistics, signal fluctuations at
site N were much stronger than would be expected for the
Rytov regime.37 On the other hand, the scintillation index,
which was greater than 1.0, shows that full saturation has not
been achieved, even though the decibel-intensity variance
was approximately the Dyer value. The regime was therefore
classified as neither unsaturated nor saturated, but partially
saturated.

B. Site O

1. Data description

The ray-like arrival analyzed for site O had, on average,
the best SNR of all the ray-like arrivals at this site. An esti-

FIG. 8. Arrival structure visualization, site O. Manual tracking can consis-
tently identify six tracks, which are highlighted. The track for ‘‘Eigenray 3’’
is interconnected with line segments and shown in red.

TABLE III. Intensity statistics: scintillation index~SI!, variance of log in-
tensity, and variance of intensity in decibels for site N. The top line is the
full sample, and the bottom group is partitioned by season. Annotated ‘‘W’’
for Winter, ‘‘V’’ for Spring, ‘‘S’’ for Summer, and ‘‘F’’ for Fall. The errors
are bootstrap standard errors for 200 replicates.

Population SI var„log(I)… var(I dB! ~dB2) Sample size

Full 1.5360.13 2.0260.14 (6.17)2 6 (1.56)2 766

F97 0.8360.22 1.0660.25 (4.47)2 6 (2.11)2 23
W97 1.6960.36 2.3860.51 (6.70)2 6 (3.06)2 62
V98 1.4460.24 2.3460.39 (6.65)2 6 (2.71)2 80
S98 1.1360.20 1.5760.29 (5.44)2 6 (2.36)2 70
F98 2.2560.89 1.9860.38 (6.11)2 6 (2.78)2 82
W98 1.4360.25 1.7660.30 (5.77)2 6 (2.37)2 85
V99 1.4760.16 2.0260.24 (6.18)2 6 (2.11)2 205
S99 1.0060.12 1.4360.20 (5.20)2 6 (1.95)2 145
F99 0.4360.20 1.2960.55 (4.93)2 6 (3.33)2 14

FIG. 7. Sample intensities, Kauai to site N. Top: intensityI ~normalized by
the arithmetic mean intensity!. Bottom: log-intensity. The panels are parti-
tioned by season, and annotated ‘‘W’’ for Winter, ‘‘V’’ for Spring, ‘‘S’’ for
Summer, and ‘‘F’’ for Fall. The autumnal equinox in 1997 was on Septem-
ber 22.

TABLE II. Run test for randomness of the intensity fluctuations at site N.
The randomness hypothesis is accepted at the 5% level of significance when
the run test statistic is less than 1.965.

Sample Sample size Run statistic

Entire dataset 1204 3.29
Modified dataset 766 0.94
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mated track for this arrival structure is shown in Fig. 8.
Again, the arrival time variability of roughly 0.5 s over the
dataset can be attributed to meso- and gyrescale ocean pro-
cesses.

Representative raw ~individual channel! pulse-
compressed four-period summed arrivals are shown in Fig. 9
over a single reception~ten, four-period sums.! A slow inten-
sity change can be observed across the array over the ten
pulses. The lower channels~say 1 to 5! had consistently
higher signal power levels than the remaining channels.
Since this was observed in data collected throughout the ex-
periment, this was suspected to be due to gain mismatch.
That this will not bias the results can be seen as follows. Let
the generalized gain be represented by a complex channel-
dependent coefficienthl for channell. Then from Eq.~7!,
G lm would contain a term,

hl* hm /Auhl u2uhmu2.

The magnitude of this term is 1, and therefore generalized
gain mismatch has no influence onuG lmu.

Representative pulse arrival structures are shown in Fig.
10. These figures show the variations in the individual real-
izations, ranging from a single clearly identifiable peak
~where there should be a pair! to a cluster of low-level peaks
where none are uniquely identifiable.

2. Coherence length

The asymptotic valueG` was estimated using the sec-
ond four-period sum group in each reception. The full popu-

lation estimate was 0.042. A histogram of the bootstrap rep-
licates is shown in Fig. 6. Here 98% of the replicates were
greater than the full population estimate, so this value was
also not significantly different from zero.

The data covariance matrix was estimated using four-
period sum groups two and three for each transmission. The
sample mutual coherence matrix was fit to Eq.~12! with
G`50. The coherence length estimate was 410 m, and the
bootstrap error in this estimate using 200 replicates was625
m.

It is interesting to note that the coherence estimate from
site N, which generally had data with a poorer SNR than that
from site O, has a much greater variability, as evidenced by
the bootstrap error. This is consistent with the convergence
properties of the estimation algorithm in the Appendix: even
though the estimator is unbiased, convergence still depends
on SNR.

3. Scintillation index

The full sample population, derived from the original by
using only the second four-period sum in each reception, is
shown in Fig. 11. The nonparametric run test results are
shown in Table IV. When the new sample population used all
the available receptions, randomness was rejected at the 5%
significance level. When receptions closer than 4 h to the
nearest neighbor were eliminated, the corresponding run test
found the modified sample population to be random at the
5% level.

Intensity fluctuation statistics are shown in Table V for
the entire sample population. The quoted error is again the
bootstrap standard error. The decibel intensity variance was
again not significantly different than the Dyer value, but the
scintillation index was significantly greater than the satura-
tion value of 1.0. The log-intensity variance was again ap-
proximately 2.0. Again, there were no significant seasonal
trends.

Based on the intensity statistics, signal fluctuations at
site O were similar to site N and much stronger than those in
the Rytov regime. Full saturation had not been achieved at

FIG. 9. The four-period sum data—Kauai to site O, transmission 00:00:00
yearday 305 1997. All panels use the same linear intensity color scale. The
inset number is the four-period sum index. The signals on each channel have
been artificially aligned to appear to arrive from the broadside.

FIG. 10. Pulse structure, Kauai to site O. The data have been beamformed
and incoherently averaged over ten, four-period sums. Top: transmission
00:00:00 1997 yearday 305. Middle: transmission 06:00:00 1998 yearday
189. Bottom: transmission 22:00:00 1998 yearday 341. All pulses shown on
the same linear intensity scale: the top and middle pulses are translated up
for visualization purposes. The arrival structure under analysis is centered
approximately at 10.45 s~top!, 10.15 s~middle!, and 10.2~bottom!. A 0.5 s
time gate is superimposed for reference: this location is appropriate for the
top arrival.
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this range, even though the decibel-intensity variance is ap-
proximately the Dyer value. The regime was also classified
as neither unsaturated nor saturated, but partially saturated.

C. Summary of data results

A summary of the signal fluctuation estimators for the
Kauai-N and Kauai-O paths is shown for reference in Table
VI. In both cases, the asymptotic valueG` was judged by
statistical inference to be negligible. The transverse coher-
ence lengths were 5286152 m and 410625 m at sites N and
O, respectively. Given that both paths~Kauai-N and
Kauai-O! involve similar ocean properties, and both receiv-
ers are at similar depths, one would expect the longer path
~Kauai-N! to exhibit greater decoherence, i.e., a smaller co-
herence length. The data, however, suggests the opposite: the
shorter path~Kauai-O! seems to have greater decoherence.
Unfortunately, the measurements possess too much variabil-
ity to establish this result at standard~95%, 99%! levels of
significance. Nevertheless, the validity of this inference is
supported by theoretical calculations presented in Sec. VI B
and discussed further in Sec. VII.

The variance of decibel intensity for both datasets was
not significantly different from the Dyer value; however, in
both cases, the scintillation index was also considerably
more than 1.0. The first finding suggests that the fields at
both sites may have reached saturation, but the second find-
ing shows that this is not true. A fuller theoretical under-
standing of these metrics is warranted.

VI. COMPARISONS WITH PATH INTEGRAL
STATISTICS
A. Theoretical quantities
1. Horizontal coherence

FDMWZ theory provides an expression for the structure
function D(Dx),

D~Dx!52k
*
2 J~Dx!, ~22!

where k* is the wave number at the sound speed profile
minimum andJ(Dx) is an integral expression derived from a
path integral treatment;J(Dx) is an integral of decoherence
effects along a deterministic eigenray from the source to the
receiver.

This integral is implemented numerically in CAFI using
expansions and approximations described in Flatte´ and
Stoughton.33 As discussed in Sec. IV B, the computation for
the separations under consideration in this paper is well mod-
eled by the ‘‘small separation’’ approximation, given already
in Eq. ~18!, which is repeated below:

D~Dx!'~Dx/Lh!3/2,

whereLh is again the transverse horizontal coherence length.
Thus, the CAFI coherence length prediction can be deter-
mined directly from the separation at which the coherence
falls to e21/2. This predicted coherence length is then com-
pared to the experimentally measured coherence length.

TABLE V. Intensity statistics: scintillation index~SI!, variance of log inten-
sity, and variance of intensity in decibels at site O. The top line is the full
sample, and the bottom group is partitioned by season. Annotated ‘‘W’’ for
Winter, ‘‘V’’ for Spring, ‘‘S’’ for Summer, and ‘‘F’’ for Fall. The errors are
bootstrap standard errors for 200 replicates.

Population SI var„log(I)… var(I dB! ~dB2) Sample size

Full 1.6960.16 2.0160.14 (6.28)2 6 (1.62)2 766

F97 0.6160.24 0.7860.18 (3.83)2 6 (1.88)2 13
W97 2.0260.46 2.6760.76 (7.10)2 6 (1.63)2 61
V98 2.4760.75 2.1660.31 (6.38)2 6 (2.48)2 81
S98 1.9560.45 2.3760.40 (6.69)2 6 (2.70)2 69
F98 1.6360.36 2.1060.38 (6.30)2 6 (2.61)2 83
W98 1.6260.67 1.6660.32 (5.60)2 6 (2.44)2 88
V99 1.3060.18 1.5460.19 (5.39)2 6 (1.82)2 213
S99 1.4260.30 1.9860.32 (5.98)2 6 (2.45)2 146
F99 0.9360.27 0.6760.20 (3.56)2 6 (1.99)2 12

TABLE VI. Summary of estimated transverse horizontal coherence length,
scintillation index, log-intensity variance, and decibel-intensity variance
over both paths, and the modified sample population size.

Kauai-N Kauai-O

Coherence length~m! 5286152 410625
SI 1.5360.13 1.6960.16
var„log(I)… 2.0260.14 2.0160.14
var(I dB! ~dB2) (6.17)26(1.56)2 (6.28)26(1.62)2

Modified sample size 766 766

FIG. 11. Sample intensities, Kauai to site O. Top: intensityI ~normalized by
the arithmetic mean intensity!. Bottom: log intensity. The panels are parti-
tioned by season, and annotated ‘‘W’’ for Winter, ‘‘V’’ for Spring, ‘‘S’’ for
Summer, and ‘‘F’’ for Fall. The autumnal equinox in 1997 was September
22.

TABLE IV. Run test for randomness of the intensity fluctuations at site O.
The randomness hypothesis is accepted at the 5% level of significance when
the run test statistic is less than 1.965.

Sample Sample size Run statistic

Entire dataset 1197 4.37
Modified dataset 766 0.51
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2. Scintillation

CAFI models the intensity moments as

^I n&'n! ^I &nF11
n~n21!

2
gG , ~23!

where g is the ‘‘microray focusing parameter.’’ Using Eq.
~15!, the CAFI prediction of SI is

SI'2g11.

B. Modeling results

Fluctuation calculations were conducted for two paths
intended to represent the paths Kauai-N and Kauai-O. The
primary CAFI input parameters are shown in Table VII. The
calculations used representative ranges between 2000 and
3000 km for the two scenarios.

CAFI requires range-independent sound speed and
buoyancy profiles. Range-independent profiles were gener-
ated from the annual Levitus climatology3 by extracting tem-
perature and salinity profiles every 100 km along each path,
converting into sound speed39 and Brunt–Va¨isälä buoyancy
frequency,40,41and then averaging over the full range to yield
the required input profiles. This averaging will smooth out
local extremes in the buoyancy profile that might cause en-
hanced scattering, but is more consistent with the processing
applied to the data, which averaged over nearly two full
years.

CAFI also requires a profile of the~depth-dependent!
sound speed variance. Denoting the random nondimension-
alized sound speed fluctuations at depthz asm(z), the vari-
ance profile is

^m2~z!&5z0
2 na

n~z! S 1

c

dc

dz
2gAD 2

, ~24!

wherez0 is a rms internal wave vertical displacement,n(z)
is the buoyancy frequency as a function of depth,na is a
reference buoyancy frequency, andgA is the adiabatic gradi-
ent. This variance profile was computed directly from the
averaged sound speed and buoyancy frequency profiles using
spline interpolation.

CAFI associates fluctuation calculations with determin-
istic rays launched at user-prescribed angles from the trans-
mitter. For this comparison, the range-dependent code
EIGENRAY42 was used to calculate deterministic eigenrays
from transmitter to receiver. The calculations used the same
annual Levitus climatology as above, with sound speed pro-
files extracted again every 100 km along the path. Bathym-

etry was ignored, except that only upward-going rays at the
bottom-mounted transmitter were considered.

For both paths, EIGENRAY could not find wholly
refracted–refracted rays from transmitter to receiver: the re-
ceivers were slightly too deep. As a compromise, the receiver
depth was raised until an eigenray solution could be formed.
This solution had a lower turning point directly above the
true receiver. Such a representative early-arriving eigenray
was chosen for each Kauai-N and Kauai-O path, and the
initial launch angle of this ray was input to CAFI. The final
CAFI results were not sensitive to small changes~of order
0.5°! in this initial launch angle.

The averaged sound speed and buoyancy frequency pro-
files, and the correspondinĝm2& profile for both paths are
shown in Fig. 12, Fig. 13, and Fig. 14. A summary of CAFI
calculations are shown in Table VIII. Statistics for both paths
are similar, as might be expected, since these paths have
similar lengths over similar regions of the ocean. The CAFI
horizontal coherence functions are shown in Fig. 15. A least-
squares estimate ofLh based on Eq.~18! yields Lh

5414.1 m andLh5366.8 m for Kauai-N and Kauai-O, re-
spectively. The valueg yields via Eq.~23! scintillation indi-
ces of approximately 1.47 and 1.32 for the Kauai-N and
Kauai-O paths, respectively. For reference, a diagnostic pa-
rameterf is supplied by CAFI; the path-integral treatment is
considered valid when this parameter is less than 1.0. For
both runs, this validity condition holds.

Signal fluctuations are characterized in FDMWZ theory
as belonging to one of several regimes, depending on the
values of a ‘‘strength parameter’’F and a ‘‘diffraction pa-
rameter’’ L. The strength parameter characterizes the aver-
age variance of the sound speed fluctuations along the path.
The diffraction parameter characterizes the amount of dif-
fraction from sound speed inhomogeneities.

TABLE VII. CAFI input parameters.

Parameter Value

Source depth 810 m
Carrier frequency 75 Hz
Adiabatic gradientgA 1.231025 s21

Ref. buoyancy freq.na 3.0 cph
Modal bandwidthj * 3.0
rms displacementz0 7.3 m
Ray launch angle 12.37°

FIG. 12. Averaged sound speed profile derived from annual Levitus clima-
tology profiles and averaged over the source–receiver path.
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For F.1, the boundaryLF51 in L, F space separates
the ‘‘fully saturated’’ regime from the ‘‘partially saturated’’
regime. In both regimes, using the language of ray theory,
the acoustic field separates into micromultipaths. In the par-
tially saturated regime, the micromultipaths are partially cor-

related, but in the fully saturated regime, the micromultipaths
are completely uncorrelated.

The computed values ofL and F, and specifically the
product LF, predict that both these rays are in the fully
saturated regimes.

VII. DISCUSSION

Predictions and measurements show remarkably good
agreement, even though the theory, which is based on the ray
acoustics paradigm, is not thought to be valid at or below
about 100 Hz, nor near caustics.43 The agreement found in
this paper suggests that FDMWZ theory makes accurate pre-
dictions of horizontal spatial coherence for deep arrivals at
75 Hz, at least for these scenarios.

Theoretical calculations indicate that the Kauai-O path,
which is shorter, should have less coherence~i.e., more scat-
tering! than the Kauai-N path. This surprising result is sup-
ported, at least to within a standard deviation, by measure-

FIG. 13. Averaged buoyancy profile derived from annual Levitus climatol-
ogy profiles and averaged over the source–receiver path.

FIG. 14. Sound speed variance profile derived from the averaged sound
speed and buoyancy profiles for each source–receiver path.

TABLE VIII. CAFI output parameters, range-independent paths representa-
tive of the Kauai-N and Kauai-O paths.

Parameter Kauai-N Kauai-O

Scattering regime Fully saturated Fully saturated
Diffraction parameterL 0.13 0.23
Strength parameterF 8.57 8.35
LF 1.11 1.92
Transverse horizontal coherenceLh 414.1 m 366.8 m
Microray focusingg 0.24 0.16
Scintillation index SI '1.47 '1.32
f ~anisotropy! 0.027 0.023
f ~inhomogeneity! 20.80 20.79

FIG. 15. A comparison of horizontal coherence models: top, Kauai-N path,
bottom, Kauai-O path. The dotted lines represent the model based on em-
pirical data, the solid lines represent the CAFI ‘‘small separation’’ approxi-
mation.*5coherence length estimate from data;h5coherence length from
CAFI. The shaded region represents approximately the standard deviation
error in the empirical model.
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ments. One might expect the reverse to be true, based solely
on path length. The sound speed variance profiles in Fig. 14
may explain this: there is more intense sound speed variabil-
ity around 200 to 300 m in the Kauai-O path than in the
Kauai-N path. This increased variability would result in
more scattering over the Kauai-O path and therefore less
coherence at site O. Thus, the path length alone does not
provide a full characterization of spatial coherence—path-
dependent sound speed fluctuation strength must also be con-
sidered.

The empirical measures are not precisely equivalent to
the theoretical quantities. Given the individual contributions
of each signal processing step, as discussed in Sec. IV A, it is
reasonable to suspect that the empirical mutual coherence
probably underestimates the true mutual coherence.

It is interesting to consider the consequences of arrival
angle wander. By the Van Cittert-Zernike theorem,44 the mu-
tual coherence is the Fourier transform of the spatial spec-
trum of an extended incoherent source. Let the angle of ar-
rival of radiation from the source be uniformly distributed
between azimuthal anglesū21/2Du and ū11/2Du during
the experimental period. The corresponding wave numbers
are related by

k5
2p

l
sinu.

Then, to first order inDu, the source spatial spectrum has the
distribution

B~k!5H ~pDu!21, kPF k̄2
pDu

l
,k̄1

pDu

l G
0, otherwise,

where k̄5(2p/l)sinū ~valid whenDu!1!. The magnitude
of the Fourier transform ofB(k) is therefore proportional to

sinc
xpDu

l
.

From Eq.~14!, there is a measure ofuG(x)u at x5Lh equal to
e21/2. Hence, set

sinc
LhpDu

l
5e21/2.

This is a transcendental equation with a principal root at
pLhDu/l51.6443, or

Du5
l

p

1.6443

Lh
.

The corresponding angular ‘‘source widths’’ are given in
Table IX. If arrival angle variability were the only factor
contributing to decoherence across the array, the variation in

the incident field arrival angle could be attributed to seasonal
horizontal sound speed gradients. However, since other fac-
tors contribute to decoherence, this angular estimate can only
serve as an upper bound on the apparent influence of hori-
zontal sound speed effects.

Two investigations into horizontal refraction along the
path from the Kauai source to a receiver near Pt. Sur on the
California coast~a path length of approximately 3847 km!
inferred horizontal refraction angles introduced over that
path that were slightly smaller than the ‘‘angular width’’
found above.45,46Although those analyses involved a differ-
ent ocean path, the path lengths and ocean regions are similar
to those reported here, and consequently the horizontal re-
fraction angle effects might be of a similar order of magni-
tude in the Kauai-O and Kauai-N data. If this is true, then the
spatial coherence at sites N and O due solely to scatter~i.e.,
the ‘‘coherence of a single incident field’’! would be slightly
better than the measurements reported in Sec. V C, which are
estimates containing the influence of both scatter and arrival
angle wander.

VIII. SUMMARY

Predictions of transverse horizontal mutual spatial co-
herence from path integral theory were compared to mea-
surements made on two U.S. Navy receiving arrays during
the NPAL experiment in the North Pacific. The source was a
75 Hz bottom-mounted projector moored near the SOFAR
channel axis at a depth of 810 m on the northern slope of
Kauai. The source transmittedm-sequences with a period of
27.28 s for an average duty cycle of about 2% over the
experiment.

Two receivers at ranges between 2000 and 3000 km had
enough SNR after pulse compression and 4-period summa-
tion to allow the deep arriving signals to stand out from the
background noise on individual channels. This made the di-
rect computation of mutual coherence possible for these two
receivers.

The data processing was designed to yield quantities
comparable to theoretical single frequency quantities. Time
gating was used after pulse compression to isolate partial
fields corresponding to deterministic eigenrays, and Fourier
coefficients with 2 Hz bandwidth were substituted for single-
frequency quantities. A special algorithm was applied to es-
timate the coherence matrix in the presence of additive am-
bient noise without incurring the bias of ambient noise
coherence. Realizations were averaged over the two-year
span of the dataset. Statistics at both receivers were similar:
the transverse horizontal coherence length measured about
400–500 m, the scintillation index about 1.5 to 1.6, and the
intensity variance about equal to the 5.6 dB Dyer value.
There was no significant seasonal trend in the intensity sta-
tistics.

Overall, the comparisons between the measurement and
theoretical prediction of the second moment were quite good.
Computations from CAFI were remarkably close, with pre-
dictions of horizontal coherence lengths of about 400 m and
a scintillation index of about 1.3 to 1.5. An apparent decrease
in the measured coherence on the shorter Kauai-O path was
successfully predicted by CAFI. Measurements similar to

TABLE IX. Apparent angular widths of the Kauai source, over the entire
experiment.

Path Lh (m) Du ~°!

Kauai-N 410 1.46
Kauai-O 528 1.13
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these, but in the fully-ensonified portion of the water column,
preferably at multiple ranges, would augment the results re-
ported here.

Empirical intensity statistics yield a parametrization of
the scattering regime that is not well characterized in current
theories. This is due to weaknesses in the treatment of the
multiple forward scattering problem. The empirical scintilla-
tion indices, around 1.5 to 1.6, were quite a bit above the
‘‘saturation’’ limit of 1.0, but CAFI still identified the fluc-
tuation regime as ‘‘fully saturated.’’ Further exploration and
characterization of these scattering regimes is still needed.

An interesting auxiliary finding was the apparent corre-
lation of intensity levels over two hour time spans. Future
experiments should schedule a suite of transmissions at vari-
ous intervals of about two hours to investigate the character
of this correlation.

ACKNOWLEDGMENTS

We would like to acknowledge discussions with F.
Henyey, T. Ewart, M. Wolfson, and B. Dushaw. We would
also like to thank B. Dushaw for providing the eigenray ar-
rival tracks, and the data for Figs. 1, 5, and 8. This work was
supported by ONR code 321.

APPENDIX: UNBIASED COHERENCE MATRIX
ESTIMATOR

Let the measured data on channelj be

xj~ t !5sj~ t !1nj~ t !, ~A1!

where the signals(t) is a scintillating phase-encodedm se-
quence andn(t) is additive ambient noise. The Fourier trans-
form of Eq. ~A1! is

Xj~v!5Sj~v!1Nj~v!, ~A2!

whereX(v)5F$x(t)% is the Fourier transform ofx(t), etc.
In the following, it will be convenient to adopt vector-matrix
notation. Fourier components at frequencyv ~henceforth
omitted! for each channel are organized into a vector ‘‘snap-
shot’’ across the array, leading to

x5s1n, ~A3!

wherex5@X1 ,X2 ,...,XN#T for an N-sensor array. The data
covariance matrix is then

Cxx5^xxH& ~A4!

5^ssH&1^nnH& ~A5!

5Css1Cnn , ~A6!

where (•)H denotes Hermitian transposition and^•& expecta-
tion. Equation~A5! follows because the signal and noise
processes are independent. Ifxk denotes thekth-independent
realization of the processx, then a standard estimator for the
data covariance matrix is the sample covariance matrix, de-
fined as

Ĉxx5
1

K (
k51

K

xkxk
H , ~A7!

over K realizations.

Consider solely the signal covariance matrixCss. This
has elements

@Css# jk5H s jskr jk , j Þk,

s j
2, j 5k.

~A8!

By definition,s j
2 is real and positive, andr jk is, in general,

complex.Css is also called the cross-spectral density matrix.
Using the transform

@G# jk5u@C# jku/A@C# j j @C#kk, ~A9!

one obtains a matrix of correlation coefficients. Allowing
thatsj (t) is the acoustic field measured at sensor locationr j ,
and using Eq.~7!, G is simply seen to be a matrix notation
for the samples of the mutual spatial coherence function
magnitude at separationsr j2r k . G will therefore be called
the coherence matrix, and it contains all the information
available regarding the functional shape ofuG(r j2r k)u.

Inasmuch as the coherence matrix depends on the signal
covariance matrix, it becomes centrally important to develop
an unbiased estimator for the signal covariance matrix. Un-
fortunately, the signal covariance matrix is not available
separately: the signal is measured in the presence of noise.
The noise vectorn can usually be well approximated by a
complex multivariate Gaussian process with^n&50 and co-
variance matrixCnn . This noise covariance matrix possesses
an intricate and usually unknown structure. This structured
matrix assumes the role of a nuisance parameter, which, in a
conventional estimation problem, will have to be estimated
separately and removed. This cannot be accomplished for the
current problem, but failure to account for this nuisance pa-
rameter will result in biased estimates of both the signal co-
variance matrix and hence the coherence matrix.

An alternative technique for constructing an unbiased
estimator for the signal covariance matrix has been sug-
gested by Wonget al.47 In this technique, two snapshots are
considered:

x~a!5s~a!1n~a!,

x~b!5s~b!1n~b!.

Snapshotsa and b are collected at two timesta and tb far
enough apart that the two noise vectors have decorrelated.
Then the covariance between these two vectors isN0N . This
allows

Cxx5Css.

This situation is shown schematically in Fig. 16.
The structure ofCss in this situation is no longer the

same as Eq.~A8! becauses(a)Þs(b). Now,

@Css# jk5H s jskr~Dr jk ,Dtab!, j Þk,

s j
2r~Dr j j 50,Dtab!, j 5k,

~A10!

whereDtab5ta2tb andDr jk5ur j2r ku. The temporal sepa-
ration between snapshotsa andb introduces additional deco-
rrelation. In addition,Css is, in general, no longer Hermitian.

If the total correlationr(Dr jk ,Dtab) is approximated by
a spatiotemporal separable formr r(Dr jk)r t(Dtab), the nor-
malization of Eq.~A9! will recover a coherence matrix con-
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taining only the termsur r(Dr jk)u, i.e., the magnitude of the
spatial coherence. In matrix notation, Eq.~A9! is

G5T3~Css!5@D21/2~Css‹Css* !D21/2#1/2, ~A11!

where

D5diag„diag~Css‹Css* !…,

andX‹Y is the Hadamard product~element by element mul-
tiplication! between two matricesX andY. This new trans-
formation eliminates the dependence of the matrix elements
on the temporal decorrelation, leaving a matrix containing
only spatial coherence terms.

~The matrix G calculated this way is not intrinsically
Hermitian sinces(a)Þs(b). However, any estimated coher-
ence should be Hermitian sinceuG(r j2r k)u5uG(r k2r j )u. It
therefore becomes appropriate to use instead

GH5
1

2
~G1GT!. ~A12!

The matrixGH is used in subsequent computations.!
The technique does not magically eliminate the effect of

the additive ambient noise: the sample data covariance ma-
trix based on this technique, for example, will converge at a
rate depending on statistical properties of both the signal and
the noise. If the SNR is poor, the convergence will be domi-
nated by the influence of the additive noise. However, the
sample data covariance matrix will converge to the signal
covariance matrix, and so this technique provides unbiased
statistics.
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In 1998–1999, a comprehensive low-frequency long-range sound propagation experiment was
carried out by the North Pacific Acoustic Laboratory~NPAL!. In this paper, the data recorded during
the experiment by a billboard acoustic array were used to compute the horizontal refraction of the
arriving acoustic signals using both ray- and mode-based approaches. The results obtained by these
two approaches are consistent. The acoustic signals exhibited weak~if any! regular horizontal
refraction throughut most of the experiment. However, it increased up to 0.4 deg~the sound rays
were bent towards the south! at the beginning and the end of the experiment. These increases
occurred during midspring to midsummer time and seemed to reflect seasonal trends in the
horizontal gradients of the sound speed. The measured standard deviation of the horizontal
refraction angles was about 0.37 deg, which is close to an estimate of this standard deviation
calculated using 3D modal theory of low-frequency sound propagation through internal gravity
waves. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1854435#

PACS numbers: 43.30.Es, 43.30.Qd, 43.30.Re@AIT # Pages: 1527–1537

I. INTRODUCTION

Sound waves propagating over long ranges in the ocean
exhibit horizontal refraction in the presence of horizontal
gradients of the sound-speed transversal to the direction of
propagation. Relatively long-period~weeks-to-months!
variations of the horizontal refraction angle~HRA! can be
caused by mesoscale eddies. Variations on even longer time
scales can be due to seasonal trends in the sound-speed gra-
dients. Short-period variations are caused by sound scatter-
ing by internal waves.

Thus, the dependence of the HRA on time contains im-
portant information about ocean inhomogeneities. If long-
period variations of HRA could be measured, this would give
an opportunity for acoustic monitoring of large-scale inho-
mogeneities in the ocean.1–3 Measurements of the statistical
characteristics of short-period variations may be used for re-
mote sensing of internal waves.

So far, the horizontal refraction of sound waves propa-
gating over long ranges in the ocean has been studied mainly
theoretically.4–9 For example, in Ref. 4, the HRA of a sound
wave passing through a mesoscale eddy was estimated as 1
deg, and in Ref. 5, the HRA due to a model ocean eddy was
calculated as 0.5 deg. These are small values of the HRA so
a special instrumentation is required to measure them. The
HRA and horizontal coherence of a sound wave propagating
in shallow water were studied numerically elsewhere.10

In this paper, the dependence of the HRA on time is
studied by processing the data recorded by a billboard acous-
tic array of the North Pacific Acoustic Laboratory~NPAL!.
The experiment was carried out in 1998–1999 and is briefly
described in Sec. II. Two approaches for signal processing
were used. The first approach, which is presented in Sec. III,
is based on the assumption that a sound field impinging on
the array is a superposition of plane waves arriving from a
particular horizontal direction. This approach is called the
ray-based approach. The second approach employs a modal
representation of the sound field~Sec. V!. Using both ap-
proaches, we obtained the dependence of the HRA on time
and studied its short-period and long-period variations. The
results obtained are summarized in the Conclusions.

Preliminary results of signal processing the NPAL data
using these two approaches have been reported
elsewhere.11,12

II. OUTLINE OF THE EXPERIMENT

In 1998, a billboard acoustic array of NPAL was in-
stalled near the coast of California at 36°17.18N,
122°28.788W. For about a year, the array recorded broadband
acoustic signals transmitted by a source located near Kauai,
Hawaii at a depth of 807 m with coordinates 22°20.948N,
159°34.188W. The distance between the source and the array
was R53.93103 km. The transmitted signal consisted of a
75-Hz carrier which was phase modulated according to a
pseudorandom 1023-digit maximal-length M sequence. The
bandwidth of the signal was about 30 Hz. The duration of
one sequence was 27.28 s. The sequence was successively
transmitted 40 times so that the total duration of one session
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b!J. A. Colosi is at Woods Hole Oceanographic Institution, Woods Hole, MA
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was 1091.2 s. These sessions were repeated according to a
schedule with intervals varying from 4 h to 4days.

The billboard array consisted of five vertical line arrays
~VLAs! which were positioned along the line approximately
perpendicular to the acoustic propagation path as shown in
Fig. 1~a!. In the figure, thex axis is directed east, and they
axis is directed north. The horizontal distances between con-
secutive VLAs~starting from the most northern VLA1! were
approximately 0.5, 1.2, 0.7, and 1.1 km. The anglea0

513.02 deg indicates a nominal direction of sound propaga-
tion in a homogeneous ocean along the unrefracted geodesic.
The HRAa indicates a deviation of sound propagation from
this direction due to horizontal refraction. Positive values of
a correspond to bending of acoustic rays towards south.

The first four VLAs consisted of 20 hydrophones sepa-
rated vertically by approximately 35 m; see Fig. 1~b!. The
overall length of each array was close to 665 m. Hydro-
phones of the first four VLAs were located at approximately
the same depthzn , where the indexn51,2,...,20. The fifth

~southernmost! VLA5 was twice the size of the other arrays
and consisted of 40 hydrophones. The ocean depth at the
location of the billboard array was 1800 m. The motion of
the arrays was monitored by a set of high-frequency tran-
sponders which ensured the measurement of hydrophone po-
sitions with sufficiently high accuracy. A special time-
keeping system allowed one to obtain coherent record of the
acoustic signals at different VLAs. The summer sound-speed
profile c(z) near the array is shown in Fig. 1~c!. A detailed
description of the transmitted signal and the billboard acous-
tic array can be found in Refs. 13, 14.

Along with digital records of raw acoustic signals, pre-
processed data were also available for further analysis. The
preprocessing was accomplished for each hydrophone inde-
pendently and included complex demodulation and removal
of M sequence. This removal was done by division of the
signal spectrum by a spectrum of M sequence that made a
transmitted signal effectively ad function within a given
frequency band.~Such preprocessed data are used in Sec.

FIG. 2. Amplitude of the sound signal~in arbitrary
units! as a function of time at the hydrophone of VLA3
with the indexn53 for t5277.1206 day of the experi-
ment.

FIG. 1. ~a! View of the NPAL billboard array in the horizontal plane. The dashed line corresponds to the direction of arrival in the absence of horizontal
refraction, and the solid line corresponds to the direction of actual arrival. The angle between these directions is the HRAa. ~b! View of the NPAL billboard
array in the vertical plane.~c! Summer sound-speed profile at the array location.
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III C.! Then, 40 successive transmissions were coherently av-
eraged. Such coherently averaged signals were used in ray-
and modal-based processing~Secs. III A and B, and Sec. V!.

An example of the coherently averaged signal recorded
by the hydrophone of VLA3 with the indexn53 for t
5277.1206 day of the experiment is shown in Fig. 2.~Note
that t5277 day of the experiment corresponds to 2 October
1998!. The duration of the record is 27.28 s. The signal starts
at about 1 s from the beginning of the record and ends at
about 7–8 s, with the rest of the record being dominated by
noise. The ratio of the signal intensity at its maximum to the
noise level is about 18 dB.

III. RAY-BASED PROCESSING

A. Approach

The ray-based processing employed cross correlation of
signals recorded by hydrophones located at approximately
the same depth and belonging to different VLAs. This ap-
proach is the most direct, and it seems to be robust and does
not include any implicit or explicit assumptions which are
used in more sophisticated processing approaches~e.g., in
the mode-based approach considered in Sec. V!.

Before performing the cross correlation, a frequency fil-
ter with a bandwidth of 30 Hz was applied to the signals and
they were resampled at a higher rate.~Resampling allowed
us to more accurately determine position of a maximum of
the cross-correlation function of two signals.! Furthermore,
the coherently averaged signals were truncated to the first
11.67 s since the rest of the signals~with a total duration of
27.28 s! consisted of noise. This ensured a better accuracy in
measuring the HRAa. ~Note that we also tried to truncate
the coherently averaged signals to first arrivals or finale only.
Such truncations resulted in almost the same values of the
HRA as in the 11.67-s truncation but larger variances of the
HRA, and, therefore, were not used in the ray-based ap-
proach.!

Figure 3~a! shows a cross-correlation function of signals
recorded by the hydrophones with the indexn520 belonging
to VLA3 and VLA4 for t5277.1206 day. The correlation
between the signals is high and, hence, HRA can be reliably
determined. On the other hand, Fig. 3~b! shows a poor cor-
relation between signals recorded by the hydrophones with
the indexn520 belonging to VLA2 and VLA4 at the same
time of the experiment; the HRA cannot be determined.
@Note the difference in the vertical scales in Figs. 3~a! and
~b!.# Figures 3~a! and ~b! are typical examples of high and
poor cross correlation between signals recorded by various
pairs of hydrophones.

For a given transmission, we considered different pairs
of VLAs ~e.g., VLA3 and VLA4!. We cross correlated the
signals recorded by the hydrophones of two VLAs located at
the same leveln. The locations of the maxima of the cross-
correlation functions allowed us to obtain the time differ-
encesDtn of signal arrival at 20 pairs of hydrophones. As-
suming that plane waves were impinging on the billboard
array from a particular horizontal direction, HRAsan were
expressed in terms of the time differencesDtn

an5arcsinS ~Dtn1t!cn

Ln
D1arccosS yn2yn8

Ln
D 2a0 . ~1!

Here,Ln5A(xn2xn8)
21(yn2yn8)

2 is the horizontal distance
between the hydrophones of two VLAs; (xn ,yn) and
(xn8 ,yn8) are the horizontal coordinates of these hydrophones;
cn5c(zn) is the sound speed; andt is a time correction to
internal clocks of two VLAs. Accurate positions of all hy-
drophones and times corrections were given in the NPAL
database.

When calculatingan , we assumed that the hydrophones
of two VLAs were located at the same depth. This assump-
tion is valid since, in most cases, the differencezn2zn8 in the
vertical coordinates of two hydrophones was only a few
meters. If this difference were taken into account in Eq.~1!,
it would result in the change ofan which is much smaller
than the standard deviations of the HRA, considered below.
Also note that uncertainties in clock correctiondt and hori-
zontal coordinates of the hydrophones,dx anddy, resulted
in errorsdat , dax , andday in determining the HRAan .
The value ofdt varied during the experiment; its average
value was about 1.3 ms for VLA3 and VLA4. The value of

FIG. 3. Cross-correlation function of the acoustic signals recorded by two
hydrophones with the indexn520 and belonging to~a! VLA3 and VLA4;
~b! VLA2 and VLA4. The figure corresponds tot5277.1206 day.
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dx was about 0.6 m. Since the billboard array was nearly
perpendicular to the propagation path, the errorday can be
ignored while the errorsdat and dax can be estimated as
follows: dat;dtc/L and dax;dx/L. For L5700 m ~the
distance between VLA3 and VLA4!, we have dat

;0.16 deg anddax;0.05 deg.
Figure 4~a! shows the dependence ofan on n for t

5277.1206 day computed for VLA3 and VLA4. All values
of an are close to each other and range from20.2 to 0.35
deg. This indicates high coherence between acoustic signals
recorded by VLA3 and VLA4. The mean value of the HRA
a and its standard deviations were computed using the val-
ues ofan satisfying the following constraint:

uanu<uDau, ~2!

whereDa52 deg. This constraint was used to eliminate un-
realistically large values ofan which occurred due to the
occasional poor correlation of signals recorded by some pairs
of hydrophones. The valueDa52 deg is chosen such that it
exceeds significantly the resulting standard deviations. For
the data shown in Fig. 4~a!, a50.02 deg,s50.13 deg, and
N520, whereN is the number of hydrophone pairs satisfy-
ing the constraint Eq.~2!. Note thata and s calculated in

such a way correspond to the averaged values of the refrac-
tion angle and its variance over the depth and 40 successive
sequences~i.e., over 1091.2 s!. Also note that in Fig. 4~a! and
similar figures for other days of the experiments, we did not
see any systematic dependence ofan on n.

The HRAsan were similarly computed for other pairs
of VLAs, e.g., VLA1 and VLA2, VLA1 and VLA3, etc. For
VLA5 we used only 20 hydrophones located at depths close
to those for hydrophones of VLA1 through VLA4. For adja-
cent pairs of VLAs~i.e., for VLA1 and VLA2, VLA2 and
VLA3, VLA3 and VLA4, VLA4 and VLA5! the dependence
of an on n was usually~but not always! similar to that shown
in Fig. 4~a!.

On the other hand, for nonadjacent pairs of VLAs~e.g.,
VLA1 and VLA3, VLA1 and VLA4!, the dependence ofan

of n almost always had a different character. For example,
Fig. 4~b! shows the dependence ofan of n obtained with the
use of VLA2 and VLA4 for the same dayt5277.1206 as
that for Fig. 4~a!. One can see that the values ofan randomly
vary in a much broader interval from260 to 30 deg.@Note
that the scale of vertical axes in Figs. 4~a! and~b! differs by
nearly 2 orders of magnitudes. Therefore, if the data from
Fig. 4~a! were plotted in Fig. 4~b!, they would lie nearly
perfectly along a horizontal line.# At levels n57 and n
512 the cross-correlation technique failed to produce physi-
cally meaningful real values ofan . Furthermore, it follows
from Fig. 4~b! that the numberN of hydrophones satisfying
the condition Eq.~2! is only N52. Apparently, this is not
enough to estimate a mean refraction anglea.

For a given transmission, values ofa, s, and N were
calculated for all available pairs of VLAs. The cases corre-
sponding toN<14 ands>0.6 deg were considered as fail-
ures and were discarded. Finally, the pair of VLAs with a
minimal value ofs was chosen.~In most cases, these were
VLA3 and VLA4.! This value ofs was considered as the
standard deviations(t) of the HRA for transmission timet,
and the corresponding HRAa was considered asa(t). For
example, fort5277.1206 day, the minimal value ofs was
for VLA3 and VLA4; therefore,a~277.1206!50.02 deg and
s~277.1206!50.13 deg.

Using the NPAL data, we also calculated the cross-
correlation coefficient between signals at the hydrophones of
two VLAs with the same indexn. The obtained cross-
correlation coefficients were then averaged overn ~i.e., over
depth!. Figures 5~a! and ~b! show the dependence of the
averaged cross-correlation coefficients on the distance be-
tween VLAs. Figure 5~a! corresponds tot5257.2873 day,
while Fig. 5~b! corresponds tot5285.2873 day. The figures
are typical for other days of the experiment. The dashed lines
in Figs. 5~a! and~b! are theoretical curves exp(2l2/rc

2) which
were used to fit experimental data. Here,l is the distance
between the VLAs andr c is the horizontal coherence radius.
The value ofr c was an adjustable parameter for the best fit
of the theoretical curves to the experimental data. The inter-
section of the dashed lines with the horizontal dotted lines
gives the value of the coherence radiusr c . It follows from
Figs. 5~a! and~b! that r c varies in the range of 500–1000 m.
Note thatr c was considerably less than the distance between
nonadjacent pairs of VLAs. This explains why the nonadja-

FIG. 4. Horizontal refraction anglean versus hydrophone numbern for t
5277.1206 day.~a! Data obtained with the use of VLA3 and VLA4.~b!
Data obtained with the use of VLA2 and VLA4.
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cent pairs could not usually be used to measure the HRA,
e.g., see Fig. 4~b!.

B. The time dependence of the HRA

The algorithm described in the previous subsection al-
lowed us to obtain the dependence of the HRAa on time for
the period of the NPAL experiment fromt5197 to t
5546 day. This dependence is shown in Fig. 6~a!, where
crosses correspond to computed values ofa. In the figure,
each HRAa was computed together with its standard devia-
tion s, which varied in the range from 0.13 to 0.6 deg. The
mean value of all standard deviations ofa shown in Fig. 6~a!
is s̄50.37 deg. Note that 67% of the data in Fig. 6~a! was
obtained by processing signals of VLA3 and VLA4, and
23% was obtained with the use of VLA1 and VLA2. The
horizontal distances between these pairs~700 and 500 m,
respectively! were of the order of the coherence radiusr c .
The distances between other adjacent pairs of VLAs were
greater than 1 km.

It is seen from Fig. 6~a! that short-term~hours to days!
variations of the HRAa are of the order 0.3–0.5 deg. These

variations are probably due to sound scattering by internal
gravity waves~see Sec. IV below!.

Long-period~weeks to months! variations of the HRAa
are not seen in Fig. 6~a!. If they do exist, they are masked by
short-term variations.

The values of the HRAa averaged over 1 day are shown
in Fig. 7. These data show less variance than those in Fig.
6~a!. The solid lines in Figs. 6~a! and 7 are the least-square
data fit by a polynomial of the order 10. These solid lines are
close to each other and we interpret them as seasonal varia-
tions ofa. In the midspring to midsummer of 1998 and 1999
~197–210 and 470–545 days!, the value ofa is positive and
reaches 0.4 deg. Note that this value is close to the value of
s̄50.37 deg. However, it seems that a systematic increase of
the HRAa in Figs. 6~a! and 7 does exist. Also note that, for
197–210 and 470–545 days and VLA3, the averaged uncer-
tainties dt were 0.30 and 0.62 ms, respectively, and they
were less than the averaged uncertaintydt51.3 ms during
the whole period of the experiment.~For VLA4, these uncer-
tainties were of the same order of magnitude.! The errors
dat corresponding to these uncertainties are given by 0.04

FIG. 5. Cross-correlation coefficient of acoustic signals recorded by differ-
ent VLAs versus the distance between VLAs.~a! t5257.2873 day;~b! t
5285.2873 day.

FIG. 6. Dependence of the horizontal refraction anglea on time calculated
by: ~a! the ray-based approach,~b! the mode-based approach. The solid lines
are the least-square data fit to a polynomial of the order 10.
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and 0.08 deg. These errors are small enough to have a sig-
nificant effect on a systematic increase of the HRA in 197–
210 and 470–545 days.

The average horizontal gradient of the sound speed
across the sound propagation path can be estimated as1

1

c

dc

dy
5

2a

R
, ~3!

whereR is the path length. A maximum deviation from zero
of the solid line in Figs. 6~a! and 7 is about 0.4 deg. Substi-
tuting the valuea50.4 deg into Eq.~3!, we estimate the
horizontal sound-speed gradient as

1

c

dc

dy
;3.631026 km21. ~4!

This gradient is of the order of a typical horizontal gradient
of large-scale variations of sound-speed fields in the ocean.15

We also tried to compare the value of this gradient within

situ measurements. Unfortunately, according to Ref. 16, no
measurements close to the sound propagation path were done
during the NPAL experiment.

C. Signals from passing ships

The ray-based approach described above was also em-
ployed for signal processing of NPAL data that were not
coherently averaged over 40 identical transmissions. Nonav-
eraged signals had smaller signal-to-noise ratio than the av-
eraged ones. As a result, in most cases the dependence ofan

on n had a random character similar to that shown in Fig.
4~b! so that the HRA could not be determined. Occasionally,
however, the processing revealed sufficiently strong, stable
signals that were coming from directions significantly differ-
ent from the nominal direction towards the source. We inter-
preted such signals as being due to passing ships. Figure 8
shows the angular position of a ship as a function of time for

FIG. 7. Same as in Fig. 6~a! but for the horizontal re-
fraction anglesa averaged over 1 day.

FIG. 8. Dependence of the angular position of a ship on
time obtained fort5500.7873 day.
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t5500.7873 day, obtained with the use of VLA1 and VLA4.
According to Fig. 8, the angular speed of a ship is equal to
0.245 deg/min. If the ship were 50 nm from the NPAL array,
its transverse speed would be 13 kn. Note that, since a ship
emits a broadband signal, no aliasing was present when de-
termining its angular position. Furthermore, the horizontal
coherence of signals from ships was larger than that of the
NPAL signals since the ships were much closer to the VLAs.
This allowed us to use VLA1 and VLA4 separated by 2.4 km
for calculation of the cross correlation of signals from pass-
ing ships.

IV. STANDARD DEVIATION OF THE REFRACTION
ANGLE

The standard deviations̄ of the HRA calculated in Sec.
III B results from sound scattering by internal waves, the
uncertaintydx, and the effect of ambient noise on signal
processing. The uncertaintydt does not contribute tos̄
since it was the same for every pair of hydrophones which
was used to calculate the HRA and its standard deviation.
The uncertaintiesdx were measured for every hydrophone.
Since about 20 hydrophone were used when calculating the
HRA, the contribution ofdax to s̄ can be estimated as
dax /A20;0.01 deg and can be safely ignored.

The signal~at its maximum! to noise ratio was relatively
large ~see Fig. 2! and the correlation between the signals at
adjacent VLAs was usually high@see Fig. 3~a!#. Therefore,
one could expect that the effect of noise ons̄ is small. Note
that this effect is difficult to estimate quantitatively since the
ray-based approach is nonlinear. At any rate, we can con-
clude that the calculated value ofs̄ is an upper limit of the
standard deviation of the HRA due to sound scattering by
internal waves.

In Ref. 17, another approach was used to calculate the
HRA using the NPAL data. That approach employed vertical
beamforming and a turning point filter18 and also resulted in
the standard deviation of the HRA of about 0.4 deg.17

We also obtained two theoretical estimates of the stan-
dard deviations̄ of the HRA due to sound scattering by
internal waves. The first estimate uses the relationship be-
tween the coherence radiusr c and the standard deviations̄
of angles at which the wavefront is impinging on the array

s̄;
1

k0r c
, ~5!

where k05v/c0 is a reference wave number andv is the
frequency.@It can be shown that, for a plane wave propagat-
ing through random inhomogeneities with a Gaussian spec-
trum, Eq. ~5! takes the forms̄5A2/(k0r c).] For f 575 Hz
andr c in a range of 500–1000 m, it follows from Eq.~5! that
s̄ is in a range of 0.26–0.51 deg. These values are close to
s̄50.37 deg which was obtained in the ray-based approach.

The second estimate employes a 3D, modal theory of
low-frequency sound propagation through internal gravity
waves developed in Ref. 19. Using this theory, it can be
shown that the energy distribution with respect to horizontal
angles obeys a diffusion equation with the following diffu-
sion coefficient:

D5k0
2l * . ~6!

Here, l * is a parameter with the dimension of length

l * 5
p

2 (
n,m, j

E k2Pj~jn2jm ,k!@Nnm
j ~k!#2dk. ~7!

In this equation,Pj (qx ,qy) is the internal wave spectrum,qx

and qy are components of the wave vector,j is the internal
wave mode index,n andm are the acoustic mode indices,jn

is thenth acoustic mode wave number, and the matrixNnm
j

describes the interaction between the acoustic and internal
wave modes

Nnm
j ~k!5E un~z!um~z!F j~A~jn2jm!21k2,z!dz. ~8!

Here, F j (q,z) is a profile of thejth mode of the internal
wave with the horizontal wave numberq, andun , um are the
acoustic mode profiles. Numerical estimates made for the
Garrett–Munk spectrum of internal waves and the canonical
Munk sound-speed profile results inl * 55.4•10211m. The
standard deviations̄ of the angles at which the wavefront is
impinging on the array is related to the diffusion coefficient
D by the following formula:

s̄5ADR5k0Al * R. ~9!

Using the value ofl * given above, we haves̄50.26 deg.
This value ofs̄ is of the same order of magnitude as the
value s̄50.37 deg obtained in the ray-based approach.

All these support the conclusion that the standard devia-
tion s̄50.37 deg obtained in the ray-based approach is
mainly due to scattering of the acoustic signals by internal
waves.

V. MODAL PROCESSING

To independently check that a seasonal trend in the HRA
shown in Figs. 6~a! and 7 does exist, we used a different
approach for signal processing of the NPAL data which is
based on a modal representation of a sound signal impinging
on the billboard array. A modal approach works particularly
well for low-frequency sound fields. The results obtained by
this approach are presented below.

A. Approach

Modal analysis of acoustic signals measured by a single
VLA located in the deep ocean was considered in Refs. 20–
24. However, the approaches developed in these references
cannot be directly used in coherent signal processing of
acoustic signals recorded by a billboard array. Based on the
ideas presented in these references, we developed a modal
approach for coherent processing of acoustic signals re-
corded by five VLAs of the NPAL billboard array.

Let (xb ,yb ,zb) be the coordinates of hydrophones of
five VLAs. Hereinafter, the subscriptb51,2,...,120 indicates
a particular hydrophone. In the modal approach, the complex
sound pressure at a particular hydrophone and at a particular
frequencyv i is expressed in the following form:
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pb~v i !5 (
m51

M ~v i !

um~zb ,v i !exp~2 ikx,m~v i !xb2 ikyyb!

3am~v i !. ~10!

Here, the subscriptm indicates the mode number,M (v i) is
the total number of modes, which was equal to 10 in the
numerical implementation of the modal approach,um(z,v)
is the acoustic mode profile,am(v i) is the mode amplitude,
andkx,m andky are the components of the sound wave vector
in the direction of thex- andy axes, respectively. Note that,
in this section, thex axis is chosen in the direction of the
nominal sound propagation. In numerical implementation, 10
adjacent frequencies were included into coherent processing
so that in Eq.~10! i 51,2,...,10. A frequency incrementD f 0

between adjacent frequenciesv i and v i 11 was determined
by the signal duration:D f 051/(27.28 s)50.0367 Hz. Thus,
the modal processing was coherent within a narrow fre-
quency bin 10D f 050.367 Hz. The total number of frequency
bins was 80, covering a frequency range of 75614.66 Hz.

Note that in Eq.~10! there is no summation overky ; i.e.,
we assume that there is only one dominant direction of signal
arrival in the horizontal plane.~The attempts to resolve dif-
ferent arrival angles in the horizontal plane were not success-
ful.! The HRA a is related to ky by the formula: ky

5k0 sina. Furthermore, in Eq.~10! kx,m5Ajm
2 2ky

2, where
jm(v) is the horizontal wave number of themth mode. Ne-
glecting small terms of ordera2, we havekx,m5jm . Finally,
in Eq. ~10!, the acoustic mode profilesum(z,v) and the hori-
zontal wave numbersjm(v) were numerically calculated as
a solution of the standard differential equation for acoustic
modes d2um /dz21(v2/c22jm

2 )um50 with appropriate
boundary conditions.

For a given value of the HRAa ~saya50.1 deg! and a
chosen frequency bin, Eq.~10! with b51,2,...,120 andi
51,2,...,10 is a set of equations for determining the mode
amplitudesam(v i) which are convenient to represent as a
vectora with a dimension 103M . In matrix notations, this
set can be written as

Ta5p. ~11!

For a given value ofa and chosen frequency bin, the matrix
T was computed numerically using the positions of hydro-
phones and the values ofum(zb ,v i) andjm(v i).

In the presence of ambient noise, a least-square solution
~pseudoinversion! of Eq. ~11! is well known

a5~T1T!21T1p. ~12!

Here, the superscript ‘‘1’’ indicates a Hermitian conjugation.
The matrixT1T is a non-negative square Hermitian matrix,
and in principle, Eq.~12! can be solved directly. The prob-
lem arises when the matrixT1T has very small eigenvalues,
which was the case in the present study. To regularize the
solution, we used the following constraint:

iai25(
m,i

uam~v i !u25a0
2, ~13!

wherea0 is a positive constant. The physical meaning of this
constraint is that sound scattering in the ocean mainly results

in a redistribution of energy of an acoustic signal between
different modes, with the total energy being constant. A con-
crete value of the constanta0 was determined by trial and
error; the final results were not sensitive to a particular
choice of this parameter within rather broad limits.

Using a Lagrange multiplierr, the solution of Eq.~11!
can be reduced to the minimization of the following cost
function:

g5iTa2pi21r ~ iai22a0
2!. ~14!

Differentiatingg with respect toa, we obtain the following
equation:

~T1T1rI !a5T1p, ~15!

where I is the unity matrix. Thus, we obtained a ‘‘diagonal
loading’’ regularization. However, the value of the regular-
ization parameterr is not prescribed and has yet to be deter-
mined using Eq.~13!.

Let us express the matrixT1T in a diagonal form

T1T5UdU1, ~16!

where d5diag(dn) is a diagonal matrix consisting of real,
non-negative eigenvaluesdn of the matrixT1T and whose
unitary matrix of normalized eigenvectors isU. Substituting
Eq. ~16! into Eq. ~15!, we have

~d1rI !U1a5U1T1p. ~17!

Denotingvn5(U1T1p)n , we find from Eq.~17!

~U1a!n5
vn

dn1r
. ~18!

Now, Eq. ~13! gives the following equation for the regular-
ization parameterr:

iai25iUai25(
n

uvnu2

~dn1r !2
5a0

2. ~19!

This is a single scalar equation with respect tor, and in spite
of its nonlinearity it can be easily solved numerically. Sub-
stituting the obtained values ofr into Eq.~18!, we calculated
the vectora

a5US vn

dn1r D . ~20!

After the mode amplitudesam(v i) were obtained, the
complex sound pressure within a chosen frequency bin was
calculated as the right-hand side of Eq.~10!.

The next step in the modal approach was to find how
close the reconstructed sound field was to the measured one.
To do this, we introduced the norm of the measured acoustic
signal

NP
2 5(

b,i
upb~v i !u2. ~21!

Furthermore, we introduced the norm of the difference be-
tween the measured and reconstructed signals
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NdP
2 5(

b,i
Upb~v i !2 (

m51

M

um~zb ,v i !

3exp~2 i jm~v i !xb2 ikyyb!am~v i !U2

. ~22!

Then, the ratio

kdP5
NdP

NP
, ~23!

characterized how well the measured sound field was recon-
structed. Small and large values ofkdP correspond to good
and poor reconstructions, respectively. The coefficientkdP is
referred to as a ‘‘pressure reduction coefficient.’’ The pres-
sure reduction coefficients obtained independently for each
narrow frequency bin were then averaged over all 80 bins.

The final step in the modal approach was to calculate the
coefficientskdP for a set of 50 different HRAa, equally
spaced within the interval~21.5°,2.0°!. A minimum value of
kdP corresponds to the ‘‘true’’ HRA. The difference between
minimum and maximum values ofkdP is referred to as a
contrast. When the contrast was low~less than 0.01!, and
hence, the minimum was not well pronounced, the result was
rejected and the HRA was not determined.

B. Results

The dependences of the pressure reduction coefficient
kdP versus the HRAa for all six transmissions of day 519 is
shown in Fig. 9. The values of the HRA corresponding to
absolute minima in these dependences are marked by aster-
isks.

Corresponding mode amplitudesuamu averaged over all
frequency bins versus mode number are shown in Fig. 10.
The curves corresponding to different transmissions look
fairly similar, except for one corresponding to day 519.58.
Note that this is exactly the same time when the pressure

reduction coefficient is the lowest in Fig. 9. Generally, we
observe an increase of amplitudes for higher-order modes.
The reason for this increase is not clear; it might be the result
of bottom scattering in the vicinity of the VLAs. The curves
shown in Figs. 9 and 10 are typical for other days of the
experiment.

As was mentioned, the cases when the contrast was less
then 0.01 were rejected. The cases with values of a pressure
reduction coefficient greater than 0.985 were rejected also.
The remaining results of the dependence of the HRA on time
are plotted in Fig. 11. Most of the data are concentrated at
small values of the HRA; however, there are some cases
when the HRA are much different from typical values. These
cases were also rejected, and only the values ofa within the
interval~20.3°,0.6°! were selected. These values and their fit
by a polynomial of the order of 10 is shown in Fig. 5~b!. One
can see that scattering ofa is significant and is of the order
of the observed trends. However, the solid line in Fig. 5~b! is
similar to that in Fig. 5~a!. This supports the conclusion that
a seasonal trend in the dependence of the HRA on time ex-
ists. It should be noted here that Figs. 5~a! and ~b! were
obtained by different independent approaches.

Finally, note that the dependence of the HRA on time
was obtained in Ref. 17 by another approach. The results
obtained are very similar to those in Figs. 5~a! and ~b!. All
these indicate that a seasonal trend in the HRA probably does
exist.

VI. CONCLUSIONS

Horizontal refraction of low-frequency acoustic signals
that were transmitted for about a year from Kauai, Hawaii
and received at the NPAL billboard array near the California
coast was studied. Both ray-based and mode-based ap-
proaches were used in data processing. The results obtained
with these two approaches are similar.

FIG. 9. Pressure reduction coefficients
versus the horizontal refraction angles
for six transmissions of the 519th day
of the experiment. Asterisks mark ab-
solute minima in these coefficients.
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In spite of relatively strong short-period variations in the
HRA and rather low values of cross gradients of the sound
speed in the Pacific region under investigation, changes in
the HRA of the order of 0.4 deg were measured. This hap-
pened during the midspring–midsummer period of 1998 and
of 1999 when the data revealed weak but systematic bending
of the rays towards the south. This suggests that measure-
ments of horizontal refraction may be used for remote sens-
ing of inhomogeneities in the ocean. Appropriate acoustic
measurements carried out in more active regions of the ocean
and at shorter distances may allow us to estimate temporal
variability of horizontal inhomogeneities, including very
short time scales. This information is presently difficult to
obtain byin situ measurements at reasonable cost.

Also, it was found that the upper limit of the standard
deviation of the arrival angles due to sound scattering by
internal waves wass̄50.37 deg. This value is close to the
theoretical estimates̄50.26 deg of the standard deviation of
the HRA due to sound scattering by internal waves. Accord-
ing to this theoretical estimate, the standard deviation of the
HRA is proportional to the frequencyf and the square root of
the sound propagation pathR. Therefore, the value ofs̄ mea-
sured atf 575 Hz andR53900 m could be used for scaling.
This value can help to determine the values of horizontal
gradients of sound speed which can be monitored by mea-
suring horizontal refraction at particular distances and fre-
quencies.

The standard deviations̄50.37 deg corresponds to the

FIG. 10. Mode amplitudes as a func-
tion of mode number for the same
transmissions as in Fig. 9.

FIG. 11. Dependence of the horizontal
refraction anglea on time obtained by
the mode-based approach. The values
of a are selected according to contrast
and maximal pressure reduction coef-
ficient criteria only.
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correlation radiusr c;700 m of the sound field impinging on
the array. This value ofr c is of the order of those obtained
from the dependence of the correlation coefficient on the
distance between VLAs; see Figs. 5~a! and ~b!.
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The statistics of low-frequency, long-range acoustic transmissions in the North Pacific Ocean are
presented. Broadband signals at center frequencies of 28, 75, and 84 Hz are analyzed at propagation
ranges of 3252 to 5171 km, and transmissions were received on 700 and 1400 m long vertical
receiver arrays with 35 m hydrophone spacing. In the analysis we focus on the energetic ‘‘finale’’
region of the broadband time front arrival pattern, where a multipath interference pattern exists. A
Fourier analysis of 1 s regions in the finale provide narrowband data for examination as well.
Two-dimensional~depth and time! phase unwrapping is employed to study separately the complex
field phase and intensity. Because data sampling occured in 20 or 40 min intervals followed by long
gaps, the acoustic fields are analyzed in terms of these 20 and 40 min and multiday observation
times. An analysis of phase, intensity, and complex envelope variability as a function of depth and
time is presented in terms of mean fields, variances, probability density functions~PDFs!,
covariance, spectra, and coherence. Observations are compared to a random multipath model of
frequency and vertical wave number spectra for phase and log intensity, and the observations are
compared to a broadband multipath model of scintillation index and coherence. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1854615#

PACS numbers: 43.60.Cg, 43.30.Ft, 43.20.Fn@AIT # Pages: 1538–1564

I. INTRODUCTION

Low-frequency, long range acoustic transmission data
have been collected in the North Pacific Ocean in the mid-
and late 1990s as part of the Acoustic Thermometry of Ocean
Climate ~ATOC! program~see Fig. 1!. Ship suspended and
bottom mounted sources have been used and long vertical
arrays have received the signals at ranges of 3250, 3515, and
5100 km. The sources have mainly been at 75 Hz~20.1 Hz
bandwidth at 3 dB!, but there was a brief deployment of an
HLF-6A source that simultaneously transmitted at 28 and 84
Hz with a bandwidth of about 10 Hz~3 dB! ~Worcesteret al.,
2000; Dzieciuch et al., 2001!. Transmitted signals were
phase coded pseudorandom sequences~m sequences!. These
data showed sufficient temporal stability to allow a coherent
summation of signal replicas from 10 to 20 minutes to bol-
ster the signal-to-noise ratios~SNR!. The resulting signal
gains allowed the detection of early ray-like arrivals for use
in acoustic thermometry~Worcesteret al., 1999; Dushaw
et al., 1999; and The ATOC Consortium, 1998!. These sig-

nals were also exploited by Freitag and Stojanovic~2001!
who examined the feasibility of long range communication
using 75 Hz, 3250 km transmissions by processing both ver-
tically and temporally.

However, the temporal and vertical variability of these
signals has not been analyzed in detail. Colosi, Tappert, and
Dzieciuch ~2001! presented the results on the effects of
m-sequence integration on mean pulses shapes and intensity
PDFs for a 3252 km path, and Wageet al. ~2002! presented
the results of processing loss~temporal coherence! of re-
solved low-order modes at 3500-km range by narrowband
processing at 85, 75, and 65 Hz. Thus, a quantitative analysis
of these data are needed to understand the nature of low-
frequency acoustic scattering at these ranges and to guide
better signal processing algorithms. In this endeavor the fo-
cus is on the energetic finale region, where the arrival can be
viewed as an interference pattern of either coupled modes
~Wage et al., 2003; Wageet al., 2002; Colosi and Flatte´,
1996! or chaotic rays~Simmen, Flatte´, and Wang 1997;

1538 J. Acoust. Soc. Am. 117 (3), Pt. 2, March 2005 0001-4966/2005/117(3)/1538/27/$22.50 © 2005 Acoustical Society of America



Beron-Veraet al., 2003!. Figure 2 shows the location of the
finale and wave front regions in the arrival pattern for a 75
Hz, 3252 km transmission. The finale region is also charac-
terized by intense depth spreading of the acoustical energy,
thus leading to an in-filling of the shadow zone below the
last arrivals~Duda et al., 1992; Colosiet al., 1994; Colosi
and Flatte, 1996!. This is the most energetic region of the
wave front and therefore there is the benefit of favorable
SNRs. Further, an analysis of this region of the wave front is
expected to demonstrate the worst-case scenario, since vari-
ability in the early wave front region~Fig. 2! has been shown
to be weaker than in the finale~Colosi et al., 1999a, 1999b;
Colosi, Tappert, and Dzieciuch, 2001; Beron-Veraet al.,
2003!.

Previous results have shown that the finale region is a
multipath interference pattern in which the scintillation index
~SI! and variance of log intensity@s ln I

2 ; See Eq.~7!# are very
close to the values of full saturation~Colosi, Tappert, and
Dzieciuch, 2001!. In full saturation the phase is uniformly
distributed between 0 and 2p and the probability density
function ~PDF! of intensity is close to exponential; thus
SI;1 ands ln I;5.6 dB. The results of this paper are consis-
tent with these findings but the present analysis is also able
to show how much of this variability occurs at different time
scales. Thus, over multiday records of both high and low
acoustic frequency data, the near-saturation behavior is
found with scintillation values above saturation caused pri-
marily by modulation processes. However, on time scales of
1 to 40 min, this variability goes down considerably. For
example, in the 75–84 Hz range SI varies between 0.44 and
0.74, whiles ln I varies between 4.0 and 4.7 dB. At 28 Hz
frequency, the values fall even more sharply with SI between
0.29 and 0.70, ands ln I between 3.1 and 4.4 dB. The case is
similar for the phase, which is analyzed using a simple two-
dimensional phase unwrapping technique. The previous
analysis over multiday records using travel time as a surro-

gate for phase, found rms phase variations in the finale of
order one to two cycles~Colosi et al. 1999a!. In the present
analysis, over the 1 to 40 min time scale rms phase variations
are found to be 0.08 to 0.13 cycles in the 75 to 84 Hz region
and 0.06 to 0.09 cycles in the 28 Hz region. A direct analysis
of the phase over longer time scales is not possible since the
phase cannot be tracked over the transmission gaps~typically
4 h!. The PDF of phase is shown to be very close to Gauss-
ian.

Frequency spectra of phase and log intensity at 75 and
84 Hz show a red spectrum with no apparent roll-off at low
frequency, thus implying that the aforementioned phase and
intensity variability would increase over a longer observation
time. At 28 Hz acoustic frequency, the spectra have a com-
pletely different shape and are rather flat. The difference in
spectral shapes at high and low acoustic frequency implies
significantly different scattering physics. Comparing these
spectra to the random multipath model of Dysonet al.
~1976! in which the spectra are dominated by fades at high
frequency and random walking at low frequency, it is found
that the high acoustic frequency phase spectra have some
features consistent with the model in the 1 to 10 cph fre-
quency range~random walk!, but log-intensity spectra com-
pare very poorly to the model. Applying the Dyson model to
the vertical wave number spectra of phase and log intensity
the agreement is fairly good, which demonstrates that the
interference pattern in depth is more fully randomized than
the interference pattern in time. Similar comparisons using
the Dyson model, in which spatial data show better agree-
ment than temporal data, have been documented by Porter
and Spindel~1977! for moored and drifting receptions of 200
and 400 Hz sound in the North Atlantic.

Having examined phase and intensity variability sepa-
rately, signal coherence is treated, which involves both inten-
sity and phase simultaneously. In the present work it is
shown that the data are consistent with a model in which the
following three properties are satisfied:~1! the phase and
amplitude are uncorrelated;~2! the phase is Gaussian; and
~3! the amplitude decorrelation is important to coherence.
Thus, a useful model for coherence iŝcc* (D)&
5^AA(D)&exp@2D(D)/2#, where^AA(D)& is the amplitude
covariance function,D(D) is the phase structure function,
andD could be a temporal or depth lag. This model differs
from previous work~Flatté et al., 1979; Flatte´ and Stough-
ton, 1988! by including the amplitude term, and not assum-
ing D as quadratic inD. The acoustic fields decohere very
rapidly in depth, but over 20 and 40 min time scales the time
coherence is quite good. While full coherence functions are
presented, a good measure of the temporal coherence embod-
ied in a single number are the temporal mean fields. At the
higher frequencies of 84 and 75 Hz the temporal mean fields
represent 42% to 64% of the total energy, while at the lower
28 Hz the mean fields compose an impressive 60% to 71% of
the total energy.

The present analysis also allows a comparison at differ-
ent propagation ranges, although the propagation paths are
geographically separated. Interestingly, phase and intensity
variances are somewhat less at the farthest propagation
range, and coherence shows no strong dependence on range.

FIG. 1. Acoustic transmission paths studied in this paper. The Acoustic
Engineering Test~AET! transmitted from R/P FLIP south–southwest of San
Diego to a vertical line array located off the island of Hawaii; the range was
3252 km. A bottom mounted source on Pioneer seamount off the coast of
San Francisco transmitted to two VLAs: one off the island of Hawaii
~HVLA ! and one near Kiritimati~Christmas! Island ~KVLA !; these ranges
were 3515 and 5100 km. During the AST a ship suspended source off
Pioneer seamount transmitted to the Hawaii and Kiritimati VLAs.
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Finally, all the finale signal statistics were calculated us-
ing both full bandwidth and narrow band data, and the acous-
tic variability is not a significant function of the bandwidth.
The narrow band data were obtained by Fourier transforming
a 1 s record of the finale and selecting out the carrier band
with a resolution of about 1 Hz. A kinematical model of
scintillation index and coherence assuming strong multipath
interference can explain the weak bandwidth dependence,
and points to new observations that could elucidate
bandwidth-dependent scattering.

The coherence results presented in this study comple-
ment the analysis of Wageet al. ~2005!, who computes tem-
poral coherence functions of low-order mode arrivals from
the same datasets discussed in this paper. Agreement be-
tween the coherence results of this study and those of Wage
would indicate that the cross-modal coherences are very
small. While a theoretical description of the modal and full
field fluctuations is presently lacking, this will be an area of
further active research.

The structure of this paper is as follows. In Sec. II we
describe the basic acoustical observations and the processing

required to obtain the reduced data used in this analysis. In
Secs. III and IV we describe the statistics and spectra of
phase and intensity, respectively. In Sec. IV we also address
the phase-intensity correlation. Coherence and mean field en-
ergy are examined in Sec. V. Section VI has a discussion and
more interpretation of the observations where kinematical
model of multipath coherence and scintillation are presented.
A brief summary is given in Sec. VII.

II. OBSERVATIONS

In this study, acoustical observations obtained from the
Acoustic Thermometry of Ocean Climate~ATOC! North Pa-
cific network are utilized~see Fig. 1 and Table I for a sum-
mary!. The first set of data comes from the November 1994
Acoustical Engineering Test~AET! ~see Worcesteret al.,
1999, and Colosiet al., 1999a for details!, in which a source
suspended from R/P FLIP several hundreds of miles south–
southwest of San Diego transmitted signals with a center
frequency of 75 Hz and a bandwidth of 20.1 Hz~3 dB! for 6
days to a 700 m long 20-element vertical line array~VLA !

FIG. 2. An example of time fronts from the 3252 km AET~upper! and a numerical model for the AET without internal-wave sound-speed perturbations
~lower!. The finale region is defined roughly between the travel times of 2195 and 2197.
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deployed off Hawaii~See Fig. 1!. The next group of data
comes from a much longer duration experiment conducted in
a similar location. In November–December of 1994, two 40
element, 1400 m long vertical arrays were deployed: one off
Hawaii ~HVLA ! and another off Kimitimati~Christmas! Is-
land ~KVLA ! ~Worcester et al., 2000; Dzieciuch et al.,
2001!. These VLAs received signals transmitted from two
different sources. From December 1994 through August
1995, the VLAs received 75 Hz center frequency, broadband
~20.1 Hz, at 3 dB! transmissions from a bottom mounted
source on Pioneer seamount off the coast of San Francisco,
California ~see Fig. 1!. This 8–9 month series of transmis-
sions is referred to as the ATOC95 experiment. For a 9 day
period from 30 June 1995–8 July 1995, the 75 Hz transmis-
sions were interrupted so that a ship suspended HLF-6A
source in deep water off Pioneer seamount could simulta-
neously transmit 28 and 84 Hz signals with a bandwidth of
about 10 Hz~3 dB!. This dual frequency experiment is re-
ferred to as the Alternate Source Test~AST!, since the pri-
mary objective of this test was to examine the feasibility of
using ultra-low-frequency transmissions for acoustic ther-
mometry. In all of these experiments at four hour intervals,
the source would transmit 44 replicas of a 27.28 s pseudo-
random code with a duration of roughly 1200.320 s~20.005
min!. In the AET, 40 replicas were recorded~to avoid end
effects in the processing!, but in the ATOC95 and AST ex-
periments, replicas were averaged in groups of 4 to give 10
time samples and thus reduce the data volume. In the AET
and AST, a few back-to-back 20 min transmissions were
made, thus yielding longer continuous time series. Table I
lists various parameters of the transmission datasets and sam-
pling parameters. In Table I and throughout this paper, the
ATOC95 and AST data are denoted by the VLA name and
the center frequency, i.e., HVLA75 and KVLA75 for
ATOC95, and HVLA28, HVLA84, KVLA28, and KVLA84
for the AST. The AET data is denoted somewhat differently
by AET75.

As mentioned previously in this paper, the focus is on
the transmission finale region, where SNR is best. For the
HVLA data the SNR is roughly 12 dB~Wageet al., 2002!,

while the AET data~which were more finely sampled in time
by a factor of 4! had roughly 6 dB SNR~Colosiet al., 2001!.
The SNR at KVLA benefits from a lower noise level and is
also about 12 dB~Wage, year!. For the acoustic observations
the ‘‘raw’’ broadband complex demodulates are defined as

c r„z,t,l ,T~z!…5A„z,t,l ,T~z!…exp@ if„z,t,l ,T~z!…#,
~1!

whereA is the amplitude andf is the phase. The dependent
variables arez, the hydrophone depth,t is geophysical time,
T(z) is the travel time relative to the final cutoff and cor-
rected for the mooring shape to give thez dependence, and
lastly l denotes a transmission sequence of 40 or 80 m se-
quences. Thus, thet parameter varies in increments of 27.28
or 4*27.285109.12 s, depending on the dataset, andl de-
notes the transmission sequence typically separated by 4 h or
several days/weeks. Also, narrow band demodulates are con-
sidered, which are obtained by Fourier analysis of the record
T60.5 s to give a demodulate at the center frequency61
Hz. In the subsequent discussion, theT dependence is
dropped, and thus the finale demodulates, 1 s from the final
cutoff, are only denoted by the three indexes:z, t, and l.

Finally, some special cases must be mentioned. For the
AST data recorded on the HVLA, the lower half of the 40
element array had failed, and thus HVLA28 and HVLA84
only have the upper 20 phones. Of these upper 20 phones,
there was a failure on phone 10, and thus to get a complete
gap-free record, interpolation was used to fill in the phone 10
record. Also, special consideration was needed for the 80
period receptions for the AET. The first 40 period reception
lasting 1091.200 s was followed by a gap while the system
wrote the data to disk. The second 40 period reception
started exactly 1200 s after the start of the first 40 period
reception, leaving a gap of 108.800 s~3.988 periods! be-
tween receptions. Thus, there are two effects of concern: one
is a time gap of duration 3.988 m seq’s~2.27 min! in the
record and the other is a phase shift of the first 40 period
record relative to the second 40 period record, since the time
gap was not an integer multiple of the m seq duration. A
phase shift correction was applied and again interpolation

TABLE I. Experimental data used in this study and the relevant sampling parameters. The parametersNl , Nz ,
andNt are the number of transmissions, number of hydrophones, and number of time samples per transmission,
respectively. The total number of data points isNtotal5NlNzNt . The time between samples isdt and the depth
spacing between hydrophones isdz. The total observation time per transmission, time between the first and last
sample, is shown in the last column.

Experiment
~frequency!

Range
~km!

Start
date

End
date Nl Nz Nt Ntotal

dt
~s!

dz
~m!

Obs. time
~min!

AET75 3252 Nov 17, 1994 Nov 23, 1994 35 20 40 28000 27.28 35 17.73
AET75 ¯ ¯ 1 20 84 1680 27.28 35 37.73
HVLA75 3515 Dec 29, 1995 May 24, 1996 196 40 10 81200 109.12 35 16.37
KVLA75 5171 Dec 29, 1995 Sept 4, 1996 283 40 10 120800 109.12 35 16.37
HVLA28 3502 June 30, 1995 July 8, 1996 29 20 10 5800 109.12 35 16.37
HVLA28 ¯ ¯ 5 20 20 2000 109.12 35 34.55
KVLA28 5158 June 30, 1995 July 8, 1996 31 40 10 12400 109.12 35 16.37
KVLA28 ¯ ¯ 5 40 20 4000 109.12 35 34.55
HVLA84 3502 June 30, 1995 July 8, 1996 29 20 10 5800 109.12 35 16.37
HVLA84 ¯ ¯ 5 20 20 2000 109.12 35 34.55
KVLA84 5158 June 30, 1995 July 8, 1996 31 40 10 12400 109.12 35 16.37
KVLA84 ¯ ¯ 5 40 20 4000 109.12 35 34.55
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was used to fill the time gaps to give a continuous time
record, yielding 84 time samples for the single long AET
data~Table I!.

Next, further processing of the extracted finale data are
discussed. Two versions ofc are initially considered:c r , the
raw demodulation with a wrapped phase,fw ; and cu

5uc r uexp@i fu#, the demodulations with a two-dimensional
2-D unwrapped phase,fu . At each depth the data is normal-
ized to give the unit mean intensity,

^I &~zj !5
1

NtNl
(
k51

Nt

(
l 51

Nl

uc~zj ,tk ,l !u251. ~2!

A smooth unwrapped phase function,fu , is determined such
that the mean-square difference betweengradientscalculated
from wrapped and unwrapped phases are minimized. An un-
weighted least squares method is chosen that results in an
equation forfu , which is the discrete form of Poisson’s
equation and that can be solved easily using fast cosine
transform methods~Zebker and Liu, 1998; Ghilia and
Romero, 1994; see Appendix A for details!. Using this
smoothness criterion means that the unwrapped phase func-
tion is not necessarily different from the wrapped phase
function by integer multiples of 2p.

Figure 3 shows examples of 40 min duration broadband
acoustical data from several experiments at several different
center frequencies. Most of the data show a rather grainy
intensity pattern, however, the KVLA28 data~but not the
HVLA28 data!! shows a much smoother pattern. The middle
and right columns of Fig. 3 show the wrapped and un-
wrapped phases. The 2-D phase unwrapping, being a least
square procedure, generates a very smooth phase field, but
the accuracy of the phase unwrapping must be tested. To do
so, the depth and time lagged coherence functions are com-
puted using the raw demodulates (c r) and the demodulates
using the unwrapped phasecu . The coherence is computed
according to,^cc* (D)&5u^cc* (D)&ztu, where the aver-
ages are defined as in Appendix B,D could be a time or
depth separation, and the absolute value is only taken after
averaging over allz, t, and l. Figure 4 shows the depth and
time coherence functions for AET75 and HVLA75 and the
agreement between the calculations from the two datasets
(c r and cu) is superb. Similar agreement is seen for the
other datasets and thus this test demonstrates that the 2-D
phase unwrapping can be considered accurate.

Finally, there is the issue of mooring and source motion
as well as residual mooring shape errors in the unwrapped
phase functionsfu(z,t,l ). It must also be noted that tidal
velocities along the acoustic path during a transmission may
contribute significantly to the observed phase changes, as
noted by Worcesteret al. ~1999!. To crudely correct for the
mooring/source motion, tidal effects, and possible residual
mooring tilt, a least square fit to the phase function is done
using a linear model,

fm~z,t,l !5^fu&zt~ l !1z~]zfu!m~ l !1t~]tfu!m~ l !,
~3!

to yield a corrected phase function given by,fc5fu2fm .
Table II lists the mean and rms variation of the fit parameters
(]zfu)m( l ) and (]tfu)m( l ). Most of the phase trend tempo-

ral variability translates to mooring and/or source motion of
less than 1 cm/s. The AET75, however, has very strong phase
trends that are likely due to the large source motion that
occurred during the experiment~see Worcesteret al., 1999!.
The vertical trends are surprisingly large, given that the ex-
pected mooring location errors are on the order of 1–2 m.
These trends vary between 0.25 and 1 cycle per km, and may
primarily be due to the phase variations caused by the verti-
cal interference pattern.

III. PHASE FLUCTUATIONS

The ability to accurately represent the acoustic phase in
this multipath interference pattern grants the luxury of exam-
ining the statistics of the acoustic field in polar coordinates
~i.e., phase and intensity! as opposed to Cartesian coordi-
nates~Dysonet al., 1976!.

A. Phase variance

The analysis of phase variability is carried out in both
the depth and time directions, and it is important to distin-
guish between linear~trend! and nonlinear variability. A
depth mean temporal phase trend and a time mean depth
phase trend were removed, as discussed in the previous sec-
tion; thus there are still fluctuations in the temporal and
depth phase trends that are quantified in this section. The
designation into trend and nontrend will be important in the
spectral analysis of phase and in the calculation of coher-
ence. Thus, taking the temporal variability as an example, for
each depthz and for each transmissionl a linear fit to the
phase, fc , is made, yielding estimates of mean phase
^fc&t(z,l ) and trend]tfc(z,l ). The linear fit is then sub-
tracted fromfc to give a residual phasedft . A similar
operation is performed to produce residual phase,dfz , in
the depth direction. Phase variances for both the detrended
(dft anddfz) and original (fc) data are shown in Table III.
The total variance is computed from the demeaned phasesfc

such that

sft

2 5^~fc2^fc&t!
2&zt, sfz

2 5^~fc2^fc&z!
2&zt. ~4!

The detrended phase variance in thet and z directions are
denoted bŷ dft

2&zt, and^dfz
2&zt, respectively, and the rms

phase trend variations in thet and z directions are denoted
by ^(]tfc)

2&z
1/2 and ^(]zfc)

2&t
1/2. Note that ^]tfc&z

5^]zfc&t50 because of the initial phase trend removal
from Eq. ~3!. It must be emphasized that the temporal phase
variances shown in Table III are the result of observing the
acoustic field over a limited temporal span~approximately
20 and 40 min! and therefore these results cannot be directly
compared to estimates of phase variance in which an en-
semble over all time scales of the ocean~or internal waves!
are considered.

The temporal variability of phase shown in the right-
hand columns of Table III is discussed first. What is perhaps
most surprising is that the variability is significantly less than
a cycle, even at the longer 40 min observation times. The
linear changes in phase, on the whole, account for less than
50% of the total phase variance, though there are two excep-
tions in the poorly sampled 40 min observation time group
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~HVLA84, and KVLA28!. At the higher frequencies~84 and
75 Hz!, the results are consistent between similar datasets
like HVLA84 and HVLA75. Also, the AET data stand out
with much larger variances, and this difference may be ac-
countable to the strong, nonlinear, source motion experi-
enced during the AET, as previously mentioned.

In the discussion of temporal phase variability there are
three main dependencies that need to be examined: the de-
pendence on propagation range~though the paths are geo-
graphically separated!, center frequency, and bandwidth. Re-
garding the dependence on range, geometrical theory for a
single path~Flattéet al., 1979!, which is clearly an idealiza-

FIG. 3. Examples of finale data for long acoustic transmissions for several of the experiments treated in this paper. The leftmost column gives acoustic
intensity ~dB, relative to maximum!. Center and right columns are the raw wrapped and 2-D unwrapped phases, respectively.
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tion given the multipath interference pattern, predicts phase
variance to increase linearly. Thus, the predicted increase in
variance for the present study are of the magnitude 50%. In
both the high- and low-frequency groups~84 and 75 Hz; 28
Hz! these increases are not borne out, and, in fact, in most
cases the KVLA data show less variance than the HVLA
data. In making this comparison, simultaneous datasets are
matched, like HVLA75 and KVLA75, or HVLA28 and
KVLA28.

Comparing the simultaneous 84 and 28 Hz data, the
lower frequency clearly shows a reduction in variance by a
factor of roughly 3, though the 20 min observation time
HVLA data shows only a factor of 1.5. Again the idealized,
geometrical theory for a single path~Flattéet al., 1979! pre-
dicts a reduction in variance by a factor of frequency squared
~or nine in this case! that is clearly not observed. Finally, it
will be noted from Table III that the phase statistics are not
sensitive to whether broadband or narrow band data are used.

Next, the depth variability of the phase is discussed
~Table III, left columns!. The depth variability of the phase is
much larger than the temporal variability since the data is

spanning a large vertical extent of the interference pattern
~see Fig. 3!, however again, the magnitude is still less than
one cycle. There is very little phase trend above the uniform
correction(]zfu)m. Regarding the center frequency depen-
dence, the 28 Hz data clearly shows less phase variability
than the higher acoustic frequencies, since the interference
pattern is a larger scale in the vertical~see Fig. 3!. As in the
temporal statistics case, there is no consistent pattern with
respect to propagation range, and as before, these phase sta-
tistics are insensitive to whether broadband or narrow band
data are used.

The last two phase statistics to be presented are the
mean square phase rates, defined as

n t
25^~df/dt!2&5^~ddft /dt!2&zt,

nz
25^~df/dz!2&5^~ddfz /dz!2&zt. ~5!

The temporal phase rate will be important in the discussion
of the frequency spectra of phase and log-intensity as pre-
dicted by random multipath theory~Dysonet al., 1976!, and
the phase rate has been related to the coherence time~Flatté
et al., 1979!. The phase rate in depth,nz

2, is also given in
Table III and is related to the vertical wave number spectra
of phase and log intensity as well as vertical coherence
~Dysonet al., 1976; Flatte´ et al., 1979!. As in previous phase
statistics, the AET is anomalous and the geometrical theory
scaling of n t ~i.e., linear in frequency and square root in
range! are not borne out by the data. Again, the failure of the
single path geometrical theory is not surprising given the
complex interference pattern. More discussion on phase rates
will come later in the sections on spectra and coherence.

B. Phase PDF

The phase PDF, which is commonly assumed to be
Gaussian, is an important quantity in understanding the
propagation of waves through random media. In particular,

FIG. 4. Broadband depth- and time-lagged coherence from the AET75 and
HVLA75 datasets, computed using two different data types. The light curve
is computed using the raw demodulates, and the heavy curve is computed
using the 2-D unwrapped phase demodulates.

TABLE II. Statistics of linear phase corrections for mooring motion and tilt
derived from the broadband data using Eq.~3!. Both mean and rms varia-
tions are quoted. Statistics of the corrections for narrowband data~not
shown! are very similar.

Depth variation

(]zfu)m6d(]zfu)m
2 1/2

~rad/km!

Time variation

(]tfu)m6d(]tfu)m
2 1/2

~rad/s!1000

20 min
Obs. time
HVLA84 10.0467.45 10.4563.28
HVLA75 10.4365.87 20.1161.73
AET75 20.0865.49 10.1966.40
HVLA28 20.5364.21 10.4961.27
KVLA84 25.0465.92 10.5162.51
KVLA75 20.5665.78 20.0261.58
KVLA28 21.4163.75 10.0860.93

40 min
Obs. time
HVLA84 22.4165.00 21.9861.76
AET75 19.046 ¯ 12.406 ¯

HVLA28 21.0762.96 20.5360.59
KVLA84 21.2463.03 21.9360.73
KVLA28 20.7561.64 20.5560.26
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non-Gaussian behavior may be due to non-Gaussian ocean
sound speed structure, or strong caustic structures in the
wave field. Passing through a caustic results in ap/2 phase
shift, which is the source of the non-Gaussianity. Dzieciuch
et al. ~2004! have suggested that non-Gaussian ocean fine
structure may play an important sound scattering role in ad-
dition to internal waves, and Williamset al. ~2001! have
found significant non-Gaussianity in high-frequency shallow
water transmissions. If the PDF of phase is Gaussian, then
the phase structure function will play a significant role in the
observable of coherence~Flattéet al., 1979!.

Figure 5 shows the PDFs of the observed broadband
phase (fc) for the assorted datasets with a comparison to a
normal distribution. The skew and kurtosis of the data are
also shown in the figure; A Gaussian PDF has a skew of zero
and a kurtosis of 3. The PDFs show Gaussian behavior
within the confidence limits of the normal distribution given
the number of independent samples. Note that while the PDF
is Gaussian within the confidence intervals, the skew and
kurtosis can be quite different from Gaussian values, since
deviations in the tail of the distribution are critical. If the
PDF is, in fact, Gaussian, the standard deviations of the skew
and kurtosis minus three areA15/N andA96/N, respectively
~Presset al., 1992!. In practice, it is prudent to suspect non-
Gaussianity only if the deviation of skew and kurtosis are
several times these standard deviations. Thus the PDF results
suggest that strong caustic structures are not dominant in the
finale, and that non-Gaussian sound speed structure~and thus
non-Gaussian phase perturbations!, if present, have aver-
aged, in the sense of the central limit theorem, to give Gauss-
ian phases.

C. Phase spectra

Frequency spectra of the detrended phase (dft) for the
data are shown in Fig. 6. All spectra in this paper were com-

puted by first detrending and then Hanning tapering the data
before applying the Fourier transform. The frequency spectra
are averages over all hydrophone depths and all transmis-
sions~l!. The ten sample records are marginally adequate for
a spectral analysis. All the spectra in Fig. 6 are ‘‘red’’ with no
apparent low-frequency cutoff, and thus phase variance is
expected to grow with observation time, as demonstrated in
Table III. Further, it should be noted that there is no apparent
cutoff near the buoyancy frequency, whose maximum values
in this temperate region are between four and eight cycles
per hour. Under conditions of multipath interference, a buoy-
ancy frequency cutoff is not expected because the high-
frequency content of the spectrum is dominated by fadeouts
~Dysonet al., 1976; Porter and Spindel, 1977!.

The spectra are compared to the random multipath
model of Dysonet al. ~1976!, who derive phase~and log-
intensity! spectra for multipath signals by making assump-
tions about the low- and high-frequency nature of the spec-
tra. For high frequencies~i.e., greater thann t), the spectra
are assumed to be dominated by fadeouts in which the Car-
tesian components of the complex field vary linearly with
time. At low frequencies~i.e., less thann t) the phase is as-
sumed to execute a random walk~and thus have an un-
bounded variance!, while the intensity is assumed to stay
bounded. A kinematical model of the phase spectrum consis-
tent with these assumptions is

Sf~v!}
1

v2/n t
2~a1v2/n t

2!1/2
, ~6!

wherea is an empirical constant that determines where the
spectrum rolls off fromv23 ~fade dominated! to v22 ~ran-
dom walk dominated!. From a numerical experiment, Dyson
empirically choosesa51.27. Figure 6 shows model spectra
from Eq.~6! with different phase rates of 5, 10, and 30 rad/s.

TABLE III. Broadband and narrow band~denoted with parentheses! phase statistics. Columns 1–4 give statistics along the depth direction and columns 5–8
give statistics along the time~t! direction. Columns 1 and 5 give the total phase variance after correcting the unwrapped phasefu for a mooring motion and/or
shape-induced time and depth trend@Eq. ~3!#. Columns 2 and 6 give variances of phase after removing time-dependent depth trends and depth-dependent
temporal trends, respectively. Columns 3 and 7 show the rms phase trends in the depth and time direction, respectively. The last column in each group gives
the rms phase rate after removal of the phase trends.

sfz

2

~rad2!

Depth

^dfz
2&zt

~rad2!

Variation

^(]zfc)
2&t

1/2

~rad/km!
nz

~rad/km!

sft

2

~rad2!

Time

^dft
2&zt

~rad2!

Variation

^(]tfu)2&z
1/2

~rad/s!1000
n t

~rad/s!1000

20 min
obs. time

HVLA84 1.26~1.10! 1.19~1.02! 1.32~1.41! 23.8~22.8! 0.57~0.65! 0.39~0.36! 1.39~1.72! 7.46~7.05!
HVLA75 2.67~2.49! 2.63~2.46! 0.53~0.45! 26.7~26.8! 0.59~0.53! 0.33~0.28! 1.62~1.62! 7.42~6.63!
AET75 1.21~1.46! 0.89~1.07! 2.82~3.07! 25.4~25.7! 1.14~1.21! 0.79~0.75! 1.88~2.15! 31.0~28.5!
HVLA28 0.49~0.39! 0.39~0.32! 1.53~1.34! 14.1~13.0! 0.37~0.30! 0.28~0.23! 0.92~0.87! 7.07~6.29!
KVLA84 3.10~3.14! 3.05~3.11! 0.53~0.38! 24.8~27.1! 0.73~0.74! 0.45~0.46! 1.68~1.69! 7.41~7.42!
KVLA75 2.72~2.80! 2.68~2.76! 0.49~0.48! 26.3~28.4! 0.54~0.59! 0.24~0.24! 1.74~1.89! 5.87~5.46!
KVLA28 1.41~1.48! 1.39~1.47! 0.37~0.32! 12.5~15.2! 0.22~0.16! 0.15~0.10! 0.88~0.76! 4.99~3.97!

40 min
Obs. Time
HVLA84 1.76~1.66! 1.01~1.13! 4.28~3.59! 22.5~24.0! 1.51~1.27! 0.57~0.58! 1.54~1.32! 6.65~6.00!
AET75 1.54~2.14! 1.02~1.50! 3.56~3.96! 24.9~26.6! 1.91~1.75! 1.39~1.28! 1.15~1.09! 28.0~24.9!
HVLA28 0.52~0.33! 0.37~0.26! 1.95~1.24! 13.4~10.8! 0.48~0.25! 0.35~0.18! 0.58~0.44! 7.01~5.44!
KVLA84 1.58~2.34! 1.53~2.15! 0.59~1.06! 26.3~27.5! 1.20~1.34! 0.77~0.77! 1.04~1.19! 6.78~6.77!
KVLA28 1.23~1.04! 1.15~1.00! 0.68~0.49! 12.5~12.4! 0.37~0.28! 0.15~0.13! 0.74~0.62! 4.18~3.28!
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The AET75 data, which should be compared to the 30 rad/s
model, shows the best agreement with the model at frequen-
cies less than about 10 cph. The high-frequency end of the
AET spectrum is too flat and clearly does not fit the model.
The other high acoustic frequency~HVLA and KVLA, 84
and 75 Hz! spectra, which should be compared to the model
cases with phase rates of 5 and 10 rad/s, show very close to
an v22 shape, but the model places them in thev23 range.
Changinga to 10 ~not shown! somewhat improves the com-
parison, particularly for the KVLA spectra. The low acoustic
frequency 28 Hz spectra do not agree with the model spectra
at all.

The vertical wave number spectra of detrended phases
(dfz) are shown in Fig. 7. The vertical wave number spectra
in this paper are averaged over all times~t! and all transmis-
sions~l!. All the spectra show an approximatelykz

23 shape,
with a hint of a roll off at the lowest wave number. These

spectra can also be compared to the Dyson model@Eq. ~6!#,
wherev is replaced bykz andn t is replaced bynz , and the
agreement is very good. The model and observedkz

23 shape
implies phase variability dominated by fadeouts. Thus, the
interference pattern in depth appears more developed~even
at 28 Hz! than the interference pattern in time. More of a
discussion on this topic will come after the spectra of log
intensity are presented in Sec. IV.

IV. INTENSITY FLUCTUATIONS

The analysis now turns to the intensity, where both lin-
ear intensity (I 5uc r u2) and log-intensity (i5 ln I) measures
are used. In this section, results are presented for intensity
moments, intensity PDF, and intensity frequency and wave
number spectra. In Sec. IV D correlations between the inten-
sity and the phase are treated.

FIG. 5. The PDF of the broadband
phase for the assorted experiments.
The phase PDF is compared to a nor-
mal distribution~solid!. The 95% con-
fidence intervals on the normal PDF
are plotted in dashed lines. The num-
ber of independent samples is obtained
by using a vertical correlation length
of 4 hydrophones and a temporal cor-
relation time of 10 min. Thus, for
HVLA84, HVLA75, AET75,
HVLA28, KVLA84, KVLA75, and
KVLA28, the number of independent
samples is 420, 5880, 525, 435, 870,
8490, and 870, respectively.
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A. Intensity moments

For the examination of intensity fluctuations, the focus
will be on the scintillation index~SI!, and the variance of log
intensity @i5 ln(I)#, which are defined as

SI5^I 2&/^I &221 and si
25^i2&2^i&2. ~7!

The SI andsi
2 quantities are complementary because the

former is sensitive to the peaks in the intensity distribution
while the latter is sensitive to the fadeouts~due to the loga-
rithmic distortion of small intensities!. In the case of strong
multipath interference, where the real and imaginary parts of
c are independent Gaussian random variables, the well-
known fully saturated results~Dyer, 1970! give SI51 and
si5p/61/2→(p/61/2)(10/ln 10)55.57 dB.

In the phase analysis of Sec. III, variations between
transmissionsl could not be examined because there was no
way of estimating the absolute phase through the time gaps,
however, for intensity this problem does not exist. Intensity
statistics are compiled over two time scales: One over the

total duration of the experiments and the other over the 20 or
40 min observation times. Long-time scale intensity variabil-
ity is estimated by computing the intensity moments (^I 2&,
^I &, ^i2& and^i&! ensemble averaged over time and transmis-
sion for each depth. Then using Eqs.~7!, SI and si

2 are
computed and averaged over depth. Mathematically this op-
eration is

SI5^^I 2&t/~^I &t!
221&z , si

25^^i2&t2~^i&t!
2&z . ~8!

The short time scale calculation goes along similar lines,
except SI andsi

2 are computed for each depth and transmis-
sion and then averaged over those variables. Mathematically
this operation is

SI5^^I 2&t /^I &t
221&z, si

25^^i2&t2^i&t
2&z. ~9!

Finally, the depth variation of intensity is defined as

SIz5^^I 2&z /^I &z
221&t, siz

2 5^^i2&z2^i&z
2&t. ~10!

FIG. 6. Frequency spectra of the
phasesdft for the assorted experi-
ments. In the upper left panel the
AET75 spectra are plotted with heavy
lines, the HVLA84 spectra are plotted
with light lines, and the HVLA75 data
are plotted with dashed lines. In the
upper right panel, the KVLA84 data
are plotted with light lines while the
KVLA75 data is plotted with dashes.
The curves extending out to almost 1
cph are from the long, 40 min data.
Error bars show 95% confidence inter-
vals, except for the single transmission
40 min AET data. In all panels, the
phase spectra from the Dyson model
are displayed~smooth curves! with
rms temporal phase rates of 5.0
~solid!, 10 ~dashed!, and 30 ~dash-
dotted! rad/s. The model spectra use
a51.27 and are normalized to give a
variance of 1~rad!2.
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Table IV summarizes the aforementioned intensity sta-
tistics for the different experiments. In general, the results
show that over the short observation times~20 and 40 min!,
all the experiments have statistics that are well below the
fully saturated values, while the long time scale and depth
directions show values quite close to full saturation. With
regard to the AET, it is interesting to note that the intensity
statistics are not as anomalous in comparison to the other
experiments, as were the phase statistics.

The intensity statistics in the time direction~Table IV;
Columns 3–6! are discussed first, where the important issues
are the dependencies on range~though the paths are sepa-
rated geographically!, acoustic frequency, and bandwidth.
Regarding the dependence on range, the two cases of short
and long time scale variability are treated separately. For the
well-sampled 20 min observation time~rows 1–7!, short
time scale variability~Columns 3 and 4!, it is noted that in all
cases both SI andsi are well below fully saturated values;
thus the expectation is that these quantities should only grow

with range. However, the results show that there is very little
difference between the HVLA and KVLA results at 84 and
75 Hz, and at 28 Hz the KVLA actually shows less fluctua-
tion than the HVLA. This result is borne out again in the 40
min observation time data~Columns 3 and 4!. Now, regard-
ing the long-time scale variability~Columns 5 and 6! in all
cases SI andsi are above fully saturated values. In the next
section concerning intensity PDFs it will be shown that the
above saturation values are likely due to modulation effects
on an already saturated field; thus to the degree that there is
range dependence in these values depends critically on the
source of modulation. Range dependence in the long time
scale variability therefore cannot be easily described. More
discussion on this topic will be given in Sec. VI.

Next, the dependency on acoustic frequency is dis-
cussed. For the short time scale statistics~Columns 3 and 4!,
the key comparisons are between the experimental pairs
~HVLA84,HVLA28!, and ~KVLA84,KVLA28 ! for both the
20 and 40 min observation time. Here, again, since values

FIG. 7. Vertical wave number spectra
of phasesdfz for the assorted experi-
ments. In the upper left panel the
AET75 spectra are plotted with heavy
lines, the HVLA84 spectra are plotted
with light lines, and the HVLA75 data
are plotted with dashed lines. In the
upper right panel the KVLA84 data
are plotted with light lines while the
KVLA75 data is plotted with dashes.
Error bars show 95% confidence inter-
vals, except for the single transmission
40 min AET data. In all panels, phase
spectra from the Dyson model are dis-
played~smooth curves! with rms ver-
tical phase rates of 10.0~solid!, 20
~dashed!, and 30~dash-dotted! rad/km.
The model spectra usea51.27 and are
normalized to give a variance of 2
~rad!2.
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are below saturation values the lower frequency is expected
to have less fluctuation. Curiously, here the HVLA data show
almost no sensitivity to center frequency, while the KVLA
data show clearly less fluctuation at the lower frequency.
This result is consistent with the previous phase result, which
showed that the KVLA phase variance dropped much more
rapidly as a function of center frequency than the HVLA
~Sec III!. For the long time scale variability~Columns 5 and
6!, as previously mentioned, modulation processes will be
shown to be important, thus as in the range case variation of
the SI andsi as a function of frequency cannot be easily
described.

Finally, an inspection of Table IV shows, as in the case
of phase, that there is very little difference between broad-
band and narrow band results.

The last topic to be treated in this section is the intensity
variability in the depth direction, which cuts across the com-
plex finale interference pattern~see Fig. 2!. For the 84 and 75
Hz center frequency cases the SIz and siz

2 values are very

close, but slightly under the full saturation values. The 28 Hz
data, on the other hand, show generally smaller fluctuations
with the HVLA data showing significantly smaller values
compared to the KVLA.

B. Intensity PDF

Figure 8 shows the PDFs of intensity for the data, and a
comparison to the exponential distribution. The displayed
PDFs are calculated by binning the 20 min observation time
intensity data over all transmissionsl. Thus the SI andsi

2

values of these PDFs are given in columns 5 and 6 of Table
IV. The displayed PDFs are very similar to previously pub-
lished PDFs for the AET~Colosi, Tappert, and Dzieciuch,

2001!. There are significant deviations from the exponential
distribution, primarily at the high intensity end of the PDF,
so that SI andsi

2 are larger than the true exponential PDF
moments. Also shown in Fig. 8 is the modulated exponential
~ME! PDF model of Colosi, Tappert, and Dzieciuch~2001!,
given by

P~ I !5
exp~2I /^I &!

^I & F11
b

2 S I 2

^I &2
24

I

^I &
12D G , ~11!

where the modulation parameterb is obtained from the scin-
tillation index, SI5112b. The physical model here is of a
saturated process where the mean intensity has a Gaussian
modulation. In all cases the ME PDF fits the data very well
at both low and high intensities. Thus, the conclusion is that
the long time scale behavior of the observations~including
the 28 Hz data! are very close to the fully saturated regime
and the effect of the multiday or multimonth observation
time is to impose a modulation on the saturated fluctuations.
An important yet unanswered question is what ocean process
is the source of the intensity modulation. Interestingly the
fluctuations are not saturated at the 40 min time scale and
thus there is an ‘‘unmeasured’’ time scale region between the
40 min and multiday time scales over which the fluctuations
become saturated. Continuous acoustic measurements over
several days or weeks would help to address these two is-
sues, and measurements at shorter ranges would elucidate the
approach to saturation. More on these issues comes in Sec.
VI.

TABLE IV. Broadband and narrow band~denoted with parentheses! intensity statistics. The six columns give SI
andsi computed in both the depth~columns 1 and 2! and time directions~columns 3–6!. Intensity fluctuations
in the time direction are computed over both the short time scale@Eq. ~9!#, and over the total experiment~long!
time scale@Eq. ~8!#. Long time scale variances for the 40 min observation time could not be computed due to
extremely small sample sizes. Short time scale estimates of SI andsi are potentially biased due to a small
sample size (Nt) if the PDF of intensity is near exponential. ForN510, 20, 40, and 80, the SI(si) biases are
20.17~20.31!, 20.10~20.16!, 20.05~20.10!, and 20.03~20.07!, respectively. Sampling errors are a few
percent.

Depth
SIz

Fluctuations
siz

~dB!

Time
Short time scale

SI

Fluctuations
si

~dB!
Long time scale

SI
si

~dB!

20 min
obs. time
HVLA84 0.80~0.79! 5.3~5.3! 0.46~0.45! 4.0~3.9! 1.35~1.49! 6.0~6.0!
HVLA75 0.97~0.95! 5.6~5.6! 0.56~0.50! 4.4~4.3! 1.24~1.17! 6.0~6.0!
AET75 0.82~0.80! 5.3~5.3! 0.64~0.56! 4.7~4.4! 1.13~1.16! 5.6~5.7!
HVLA28 0.62~0.67! 4.8~4.9! 0.47~0.39! 3.9~3.4! 1.47~1.81! 5.9~6.3!
KVLA84 0.87~0.91! 5.4~5.5! 0.44~0.46! 4.0~4.1! 1.40~1.42! 5.7~5.9!
KVLA75 0.95~0.94! 5.4~5.5! 0.50~0.48! 4.2~4.2! 1.29~1.15! 5.9~6.0!
KVLA28 0.80~0.80! 5.2~5.3! 0.29~0.25! 3.1~2.8! 1.15~1.13! 5.6~5.8!

40 min
Obs. Time
HVLA84 0.87~0.76! 5.1~5.3! 0.60~0.56! 4.7~4.6! ¯ ¯

AET75 0.67~0.58! 5.0~4.7! 0.74~0.69! 5.1~4.9! ¯ ¯

HVLA28 0.55~0.54! 4.4~4.2! 0.70~0.44! 4.4~3.7! ¯ ¯

KVLA84 0.81~0.81! 5.3~5.3! 0.56~0.60! 4.7~4.8! ¯ ¯

KVLA28 0.70~0.76! 5.4~5.4! 0.42~0.29! 3.8~3.2! ¯ ¯
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C. Log-intensity spectra

Frequency spectra of log intensity for the various
datasets are shown in Fig. 9. As previously stated, all spectra
in this paper were computed by first detrending and then
Hanning tapering the data before applying the Fourier trans-
form. The frequency spectra are averages over all hydro-
phone depths and all transmissions~l!. These log-intensity
spectra, unlike the phase spectra, show a variety of shapes:
The HVLA84, HVLA75, and AET75 data show a very flat
spectrum at high frequency and sharply increasing values at
the lowest frequencies. By contrast, the KVLA84 and
KVLA75 data show a slope betweenv22 and v23 across
the entire frequency band. The 28 Hz spectra are flat for both
the HVLA and the KVLA. These relatively ‘‘flat’’ spectra
demonstrate why the intensity statistics in Table IV do not
grow rapidly with increasing observation time. As noted pre-
viously with regard to the phase spectra, there is no high-
frequency cutoff near the buoyancy frequency as expected
for a multipath interference pattern.

These spectra, like those of phase, are compared to the

random multipath model of Dysonet al. ~1976!. Using the
assumptions discussed in Sec. III, the log-intensity spectrum
of Dyson is

Si~v!}
1

~b1v2/n t
2!3/2

, ~12!

whereb is an empirical constant that determines where the
spectrum rolls off fromv23 ~fade dominated! to v0 ~random
walk dominated!. From a numerical experiment, Dyson em-
pirically choosesb52.43. Figure 9 shows model spectra
from Eq. ~12! with different phase rates of 5, 10, and 30
~rad/s!. As in the case of phase, the 28 Hz acoustical data
spectra do not match the model at all, however, the higher
acoustic frequency data do not show good agreement either
@recall that AET75 spectra should be compared to the model
with 30 rad/s phase rate~dash–dot!, while the other spectra
are to be compared to the other two models#. The best com-
parison is with the KVLA data, where the high-frequency

FIG. 8. The PDF of broadband inten-
sity for the assorted experiments. The
intensity PDF is compared to a pure
exponential distribution ~straight–
solid!. The 95% confidence intervals
for the exponential PDF are plotted in
dashed. Also plotted are estimates of
the Modulated Exponential PDF
~curved solid lines!, where the modu-
lation parameterb50.5 (SI21). The
right-hand panels show an expanded
view of the small intensity region. The
number of independent samples is ob-
tained by using a vertical correlation
length of 2 hydrophones and a tempo-
ral correlation time of 10 min. Thus,
for HVLA84, HVLA75, AET75,
HVLA28, KVLA84, KVLA75, and
KVLA28, the number of independent
samples is 840, 11760, 1050, 870,
1740, 16980, and 1740, respectively.
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v23 shape and the low-frequency rolloff are almost borne
out.

Vertical wave number spectra of log intensity are shown
in Fig. 10. These vertical spectra are averaged over all times
~t! and all transmissions~l!. As discussed in Sec. III, the
vertical spectra can also be interpreted in terms of the Dyson
model @Eq. ~12!# by substitutingkz andnz for v andn t . At
28 Hz acoustical frequency, the observations should be com-
pared to the Dyson model withnz510 rad/km~solid! and the
agreement is very good. Thekz

23 dependence implies a pat-
tern dominated by fadeouts. At the higher acoustic frequen-
cies, which should be compared to the model withnz520
and 30 rad/km, the roll-off between fade-out statistics and
~phase! random walking is clearly seen. Again, these results
imply a more randomized interference pattern in depth com-
pared to time.

D. Phase log-intensity correlation

Table V shows correlations betweeni andfc , and their
rates of change. To a very good approximation, phase and

log intensity are uncorrelated. Further, the correlation be-
tween absolute values of rates of change are very close to
2/p50.63, which is the predicted saturation result@Dyson
et al. ~1976!#. The phase/log-intensity correlation will be im-
portant when considering the theoretical form of the coher-
ence function that will be discussed in the next section.

V. COHERENCE

In Secs. III and IV, phase and intensity statistics were
analyzed and this provides a natural setting to discuss the
simplest second moment that involves both the phase and
intensity simultaneously, namely the signal coherence,
^cc* ~D!&. The coherence is an important function since it
describes a coherent processing gain,

PG5K U(
n51

Np

cnU2L Y K (
n51

Np

ucnu2L
511

2

Np
(
n51

Np

~Np2n!u^cc* ~Dn!&u, ~13!

FIG. 9. Frequency spectra of log in-
tensity i. In the upper left panel the
AET75 spectra are plotted with heavy
lines, the HVLA84 spectra are plotted
with light lines, and the HVLA75 data
are plotted with dashed lines. In the
upper right panel the KVLA84 data
are plotted with light lines while the
KVLA75 data is plotted with dashes.
The curves extending out to almost 1
cph are from the long, 40 min data.
Error bars show 95% confidence inter-
vals, except for the single transmission
40 min AET data. In all panels, the log
intensity spectra from the Dyson
model are displayed~smooth curves!
with temporal phase rates of 5.0
~solid!, 10 ~dashed!, and 30 ~dash–
dotted! rad/s. The model spectra use
b52.43 and are normalized to give a
variance ofp2/24.
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whereNp is the number of fields summed, andDn is thenth
lag. The coherence function also can help define ‘‘optimal’’
signal processing procedures Further, the contrast between
time coherences of resolved normal mode arrivals@Wage
et al. ~2005!# and the full field coherences discussed here
will give important information concerning correlations be-
tween modes.

In the present analysis of coherence, the wave functions
are defined so that the coherence function represents the ef-
fects of ‘‘nonlinear’’ signal variability. What this means is
that the detrended phase functionsdft anddfz are utilized
and the following wave functions are defined:

ct~z,t,l !5uc r~z,t,l !ue2 i dft~z,t,l !,

FIG. 10. Vertical wave number spectra
of log intensity i. In the upper left
panel the AET75 spectra are plotted
with heavy lines, the HVLA84 spectra
are plotted with light lines, and the
HVLA75 data are plotted with dashed
lines. In the upper right panel the
KVLA84 data are plotted in solid
while the KVLA75 data is plotted with
dashed lines. Error bars show 95%
confidence intervals, except for the
single transmission 40 min AET data.
In all panels log-intensity spectra from
the Dyson model are displayed
~smooth curves! with vertical phase
rates of 10~solid!, 20 ~dash!, and 30
~dash–dotted! rad/km. The model
spectra useb52.43 and are normal-
ized to give a variance ofp2/6.

TABLE V. Broadband and narrow band~denoted with parentheses! intensity-phase correlations for the 20 min observation time.

Time correlation

u^itdft&ztu/(^dft
2&zt^it

2&zt)
1/2

Depth correlation

u^izdfz&ztu/(^dfz
2&zt^iz

2&zt)
1/2

Rate correlation

^u]tiuu]tdftu&zt/„^(]tdft)
2&t^(]ti)

2&t…
1/2

HVLA84 0.0381~0.0439! 0.0186~0.0137! 0.74~0.74!
HVLA75 0.0001~0.0004! 0.0172~0.0023! 0.68~0.69!
AET75 0.0012~0.0084! 0.0029~0.0034! 0.68~0.68!
HVLA28 0.0088~0.0063! 0.0053~0.0077! 0.68~0.68!
KVLA84 0.0054~0.0021! 0.0162~0.0012! 0.74~0.75!
KVLA75 0.0002~0.0015! 0.0014~0.0200! 0.69~0.70!
KVLA28 0.0079~0.0020! 0.0857~0.0847! 0.70~0.71!
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cz~z,t,l !5uc r~z,t,l !ue2 i dfz~z,t,l !, ~14!

for the analysis of coherence. The effect of removing the
phase trends is most pronounced on the time coherence,
since a larger portion of the phase variance in time is asso-
ciated with the trend~see Table III!. The removal of the
phase trend in time will account for any depth-dependent
mooring motion, and it will also remove some true, low-
frequency, ocean-induced variability. Again, the philosophy
is to compute coherences that represent the ‘‘nonlinear’’ ef-
fects of signal variability. With this in mind, the coherence
functions are defined as

u^cc* ~dt!&u5u^ctct* ~dt!&ztu, and

u^cc* ~dz!&u5u^czcz* ~dz!&ztu, ~15!

wheredt anddz are time and depth lags, and it is understood
that the absolute value is taken after ensemble averaging
over all appropriately lagged pairs of thet, z, and l param-
eters.

An important aspect of the coherence function is the
relation to the mean field. In the limit of largeD wherec and
c* ~D! are uncorrelated,̂cc* (D→`)&5u^c&u2, where the
right-hand side of the equation is the mean field energy. In
terms of the present calculations the mean field energies are
expressed as

u^c&ut
25u^ct&ztu2, and u^c&uz

25u^cz&ztu2. ~16!

Because of the unit intensity normalization@Eq. ~2!#, Eqs.
~16! give the fraction of energy in the mean fields~i.e., a
value of u^c&u250.5 means half the total energy is in the
mean field!.

A theoretical form of the coherence function consistent
with the observations is sought. From Secs. III and IV it was
demonstrated that phase has a Gaussian PDF and that the
log-intensity-phase correlations are very small. A model con-
sistent with these findings is@see Appendix C, Eq.~C10!#

^cc* ~D!&5^AA~D!&exp@2D~D!/2#, ~17!

whereD(D)5^@f2f(D)#2& is the phase structure function
~Flatté et al., 1979!, and ^AA(D)& is the amplitude covari-
ance. A unit mean intensity normalization has been chosen so
that the coherence function has value 1 at zero lag. This form
differs from the traditional form by retaining the amplitude
covariance term~Reynoldset al., 1985; Flatte´ and Stough-
ton, 1988!. A further approximation that is traditionally made
for a single acoustical path is that the phase structure func-
tion behaves quadratically near zero lag, which leads to the
vertical coherence length (z0;nz

21) and coherence time (t0

;n t
21) defined by Flatte´ and Stoughton~1988!. Consistent

with geometrical approximations made for this single path,
the coherence lengths/times scale as~frequency!21 and
~range!21/2.

Thus, turning to the model for coherence, the amplitude
covariance, the phase structure function, and the total coher-
ence can be computed separately to examine the relative con-
tributions between phase and amplitude. In all of the forego-
ing calculations broadband data are used, as essentially
identical results are obtained with the narrow band data.

A. Amplitude covariance

Figures 11 and 12 show the time- and depth-lagged co-
variance functions of amplitude for the various data. Since
amplitude is a positive definite quantity, the covariance func-
tion will attain the valuê a&2 when the correlation is zero.
Thus, the figures also plot the mean amplitude squared. In
full saturation where amplitude has a Rayleigh PDF,^a2&
51 and^a&25p/4, thus the amplitude covariance will decay
from 1 to p/4;0.79.

In all cases, except KVLA84, the time-lagged amplitude
covariance decays rapidly between the zero and first lag,
followed by a smoother decorrelation toward^a&2. In some
cases like the AET75, HVLA75, and HVLA28 data, the
rapid decorrelation is dramatic. The rapid decorrelation is not
due to noise, since the signal-to-noise ratios, save the AET,
are quite good, as discussed in Sec. II. The depth-lagged
covariances also show rapid decorrelation, but only at the
higher acoustic frequencies of 84 and 75 Hz. The high-
frequency cases rapidly decorrelate toward^a&2, but the
low-frequency cases show more vertical structure~as is evi-
dent from Fig. 3!.

B. Phase structure function

Figures 13 and 14 show the time- and depth-lagged
phase structure functions for the detrended phase. Expressing
D in terms of the phase correlation function is helpful, yield-
ing D(D)52(^f2&2^ff(D)&). Thus, also plotted on these
figures is twice the phase variance (2^dft&zt, and
2^dfz&zt). Regions whereD is larger than this value indicate
a negative phase correlation, a ubiquitous feature of nearly
all the structure functions. Another common feature of the
structure functions is a return to a positive correlation at
longer time and depth lags. This somewhat counterintuitive
result occurs in the time-lagged statistics because our obser-
vation times~20 and 40 min! are short compared to the time
scales of the important ocean variability~i.e., internal
waves!; thus the phase records have an energetic low-
frequency component~Fig. 6! that manifests itself by an ap-
parent recorrelation. In depth, the effect is due to the vertical
interference pattern that produces a roughlykz

23 spectrum, as
discussed in Sec. III.

In addition, there is a hint of rapid phase decorrelation
from the zeroth to the first temporal lag, as was observed in
the amplitude covariance functions. Interestingly there is no
such rapid decorrelation in the depth functions. Finally, per-
haps because of inadequate sampling or other reasons, the
structure functions, save the HVLA28 and KVLA28 depth
coherences, do not demonstrate the quadratic behavior near
zero lag expected from the single path theory discussed
above. Again, this result is not so surprising given the com-
plex interference pattern.

C. Coherence functions

Figures 15 and 16 show the time- and depth-lagged co-
herence functions for the assorted datasets. Coherence esti-
mates using Eq.~17! with the observed amplitude covariance
and phase structure function are also plotted in the figures. In
addition, the mean field energies are plotted in the figure and
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recorded in Table VI. In all cases, Eq.~17! does a very good
job of describing the coherence function. All coherences, ex-
cept for the HVLA28 and KVLA28 depth coherences, show
an initial rapid drop in coherence due to the initial rapid
drops in phase and amplitude covariance as described in the
previous sections. After this initial drop there is a smoother
decoherence followed by some recovery of coherence at
longer lags, attributed to the phase recorrelation caused by
low-frequency or low wave number variability.

With regard to temporal coherence~Fig. 15!, the func-
tions never decorrelate to zero and the mean field energies
are a significant portion of the total energy. It is expected that
over longer observation times the coherence functions would
approach zero due to increasing phase variability. Thus, the
40 min observation times show less coherence than the 20
min observation times, having sampled more of the ocean’s

wideband phase variability. The 28 Hz acoustic data is ex-
tremely coherent in time, particularly the KVLA data. These
results imply that temporal processing gain should be very
good, both because of the coherence functions and because
of the large mean field energy~as discussed by Worcester
et al., 1999!.

With regard to the depth coherence~Fig. 16!, the results
suggest that even in the depth direction there is some signifi-
cant coherence. The mean field energies here are not consis-
tent with uncorrelated Gaussian random noise~see the Table
VI legend!. As in the temporal case, the lower, 28 Hz acous-
tic data shows more coherence, but here it is the HVLA data
that is most impressive. The depth coherence is a surprising
result given the complex interference pattern seen in the fi-
nale ~Fig. 2!.

FIG. 11. Time covariance of ampli-
tude for assorted experiments. Light
curves denote the longer, 40 min trans-
missions, while heavy curves are for
the 20 min transmissions. Dashed
curves are one standard deviation un-
certainties in the covariance estimates.
Mean amplitude squared,^A&2, values
are denoted with solid horizontal lines.
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D. Mean field energy

For the discussion of the range, frequency, observation
time, and bandwidth dependence of the coherence function,
it proves useful to use the mean field energy, which is a
single value instead of a function. This approach is also jus-
tified since a direct comparison with theoretical predictions
of coherence time and coherence depth~Flatté and Stough-
ton, 1988! depend on a quadratic form to the structure func-
tion that is not observed. Along the lines of Eq.~13!, the
mean field energy is related to the coherence function by

u^c&u25
^I &
Np

1
2

Np
2 (

n51

Np

~Np2n!u^cc* ~Dn!&u, ~18!

where, in this case,Np is equal toNt , or Nz depending on
whether the mean field is in the time or depth direction. For
totally uncorrelated data,u^c&u25^I &/Np , while u^c&u2

5^I& for totally correlated data, which follows from the fact
that (n51

N (N2n)5N(N21)/2.
Table VI shows the mean field energies in both the time

and depth directions for the assorted data, and the initial
focus is on the time direction. Regarding the range depen-
dence, the well-sampled 20 min observation time series
~Table VI; Row 2! can be examined first. A feature of note is
that the AET75 data, while at the shortest range has the
smallest mean field; this is consistent with results in Secs. III
and IV, which show the AET to have a much larger fluctua-
tion than the other experiments. Next, the experimental pairs
~HVLA84,KVLA84 !, ~HVLA75,KVLA75 !, and ~HVLA28,
KVLA28 ! are compared, and there is essentially no signifi-
cant range dependence. This conclusion is also supported by
the poorly sampled 40 min observation time data.

The issue of frequency dependence is also best treated

FIG. 12. Depth covariance of ampli-
tude for assorted experiments. Light
curves denote the longer, 40 min trans-
missions, while heavy curves are for
the 20 min transmissions. Dashed
curves are one standard deviation un-
certainties in the covariance estimates.
Mean amplitude squared,^A&2, values
are denoted with solid horizontal lines.
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by examination of the well-sampled 20 min observation time
data. Here the pairs~HVLA84,HVLA28! and ~KVLA84,
KVLA28 ! show a 20%–40% increase in the mean field en-
ergy from 84 to 28 Hz. The dependence on the observation
time is interesting, because the high and low acoustic fre-
quency data show very different behavior. For the 84 Hz data
the mean field energy drops by 20% to 40%, while the 28 Hz
data shows virtually no dependence on observation time. The
AET75 data has only one long transmission and is excluded
from the discussion.

Next, the mean fields in the depth direction are dis-
cussed, with regard to the aforementioned dependencies. The
range dependence of the depth mean fields shows some ir-
regularity, as the HVLA75 and KVLA75 data show almost
no decrease, while the other data pairs~HVLA84,KVLA84 !
and ~HVLA28,KVLA28 ! show a significant drop in the

mean field energy with range. We surmise that the 75 Hz data
shows no drop because the mean field energy is already
small at the HVLA. The frequency dependence of the depth
mean fields is as expected with the 28 Hz data, showing
significantly larger values.

As in all previous discussions concerning bandwidth,
Table VI ~both time and depth directions! shows no clear
dependence on bandwidth.

VI. DISCUSSION

In this section some of the major results of this paper are
discussed and expanded upon. Opportunities for future ob-
servational and theoretical work will illustrate the discussion.

FIG. 13. The phase structure function
as a function of time lag. Light curves
denote the longer, 40 min transmis-
sions while heavy curves are for the
20 min transmissions. Dashed curves
are one standard deviation uncertain-
ties in the structure function estimates.
Twice the phase variances are denoted
by solid horizontal lines.
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A. Range Õgeographical dependence of fluctuations

Range scaling of acoustic fluctuation quantities is an im-
portant component of ocean acoustic wave propagation
study. The acoustic propagation paths used in this analysis
~Fig. 1! allows a comparison of a few different propagation
ranges, which were generally in the same geographic area
~i.e., the Eastern North Pacific Ocean!. To observe range
scaling, one would ideally transmit sound over a single
propagation path in which signals were received at various
intermediate points along the path. Propagation through cli-
matologically different regions of the ocean or across fronts
should be minimized; thus east–west propagation is gener-
ally desired. In this study, however, none of these idealized
criteria are met and ambiguities exist. For example, the
shortest propagation path~3252 km!, the AET often showed
larger fluctuations than any of the longer paths at a similar
frequency~i.e., greater phase and intensity variances, and

lower coherence!. With regard to the HVLA and KVLA
paths ~3500 and 5100 km! in all observables it was the
longer, KVLA, path that showed equal or smaller fluctua-
tions compared to the HVLA. On a note of consistency, how-
ever, it is found that the 84 Hz AST and 75 Hz ATOC95
transmissions on the same propagation paths show very simi-
lar fluctuations. Thus, the conclusion is that the HVLA and
KVLA path data are different because they pass through sig-
nificantly different oceanographic regions, namely the
KVLA path samples the perhaps more benign equatorial and
tropical regions.

Regarding differences between AET and HVLA 84 and
75 Hz results, which have similar propagation paths, there
are several hypotheses. First, the differences may be due to
the large source motion that occurred during the AET, how-
ever HVLA AST results were also from a ship suspended
source that experienced motion. Further, and as previously

FIG. 14. The phase structure function
as a function of depth lag. Light
curves denote the longer, 40 min trans-
missions while heavy curves are for
the 20 min transmissions. Dashed
curves are one standard deviation un-
certainties in the structure function es-
timates. Twice the phase variances are
denoted by solid horizontal lines.
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mentioned, the AST results are consistent with the ATOC95
results in which the source was mounted on the seabed. The
differences may also be due to seasonal variability of acous-
tic propagation; AET was conducted in the fall, while HVLA
data were collected in the winter and spring. But, again, AST
results collected in the late spring/summer were consistent
with ATOC95 HVLA data collected in the winter and spring.
Finally there may, in fact, be a sensitivity to the geographic
separation of the paths, though there are less obvious reasons
to suspect this than with the HVLA, KVLA comparison.

B. Center frequency dependence of fluctuations

Another fundamental question in wave propagation
studies is the scaling of fluctuations with acoustic center fre-
quency, and thus we go from comparing different transmis-
sion paths to comparing center frequency differences along a

given path. This is an area where there is very little theoret-
ical knowledge, beyond results that are primarily valid at
high frequencies and short range~Flatté et al., 1979; Flatte´
1983; Henyey and Macaskill, 1996!. Further, theoretical re-
sults focus on the fluctuations near a deterministic geometri-
cal acoustics ray path, not the interference pattern of many
such rays. Briefly, phase is expected to be sensitive to the
largest scales of the sound speed fluctuations, while intensity
is sensitive to smaller scales near the first Fresnel zone. Thus
at high enough frequencies, weak fluctuation theory predicts
that phase variance scales like the square of frequency and
log-intensity variance and SI scale linearly with frequency.
The Rytov approximation provides some guidance here. The
weighting function on the sound-speed fluctuation spectrum
for phase variance is unity for large scales, and, on average,
1/2 for smaller scales. The weighting function for log ampli-

FIG. 15. Time coherence for the as-
sorted experiments. Light curves de-
note the longer, 40 min transmissions,
while heavy curves are for the 20 min
transmissions. Dashed curves are one
standard deviation uncertainties in the
coherence estimates. Dotted curves
denote the coherence computed using
^aa(t)&exp@2D(t)/2#. The square of
the mean field estimates,u^ct&ztu2, are
denoted by solid horizontal lines.
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tude is unity for scales near the first Fresnel radius and is, on
average, 1/2 for smaller scales. The scintillation index is
given by SI5exp(si

2)21;si
2. As scattering strength in-

creases intensity variability becomes dominated by interfer-
ence effects whose frequency scaling is poorly understood.
Finally, when scattering is very strong, both phase and inten-

sity are dominated by interference effects and intensity sta-
tistics are fully saturated, while phase executes a random
multipath ~Dysonet al., 1976!.

Here, comparisons have been made between 84 and 28
Hz transmissions during the 9 days of the AST. In virtually
all cases, the lower-frequency data show less fluctuation, but

FIG. 16. Depth coherence for the as-
sorted experiments. Light curves de-
note the longer, 40 min transmissions,
while heavy curves are for the 20 min
transmissions. Dashed curves are one
standard deviation uncertainties in the
coherence estimates. Dotted curves
denote the coherence computed using
^aa(dz)&exp@2D(dz)/2#. The square
of the mean field estimates,u^cz&ztu2,
are denoted by solid horizontal lines.

TABLE VI. Broadband and narrow band~denoted with parentheses! mean field energies. All of the mean field energies exceed the expected value from
samples of uncorrelated Gaussian noise.~For N510, 20, 40, and 80 the Gaussian noise values are 0.10, 0.05, 0.03, and 0.01!.

HVLA84 HVLA75 AET75 HVLA28 KVLA84 KVLA75 KVLA28

20 min obs. time
Depth meanu^cz&ztu2 0.22~0.28! 0.06~0.07! 0.35~0.28! 0.55~0.56! 0.04~0.03! 0.06~0.06! 0.22~0.18!

Time meanu^ct&ztu2 0.54~0.54! 0.60~0.63! 0.42~0.43! 0.62~0.61! 0.52~0.52! 0.64~0.64! 0.71~0.72!
40 min obs. time
Depth meanu^cz&ztu2 0.31~0.22! ¯ 0.33~0.17! 0.57~0.63! 0.15~0.08! ¯ 0.24~0.34!

Time meanu^ct&ztu2 0.46~0.44! ¯ 0.18~0.29! 0.60~0.71! 0.38~0.39! ¯ 0.71~0.73!
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also the frequency spectra at the two frequencies are com-
pletely different. The differences in spectra suggest very dif-
ferent scattering physics and thus the difficulty in interpreta-
tion of the magnitude of fluctuation reduction is expected.
The fully geometric case in which phase variance and mean
square phase rate (n t

2) scale as the square of the frequency
~i.e., a factor of 9 here!, and the spectra are independent of
frequency are simply not demonstrated by the data. The in-
terpretation of these results represents a major unsolved
problem in basin-scale acoustic propagation.

Before leaving this topic, however, it is important to
mention AST results for resolved wave front arrivals ob-
served on two horizontal arrays at the 150 and 700 km range
~Worcesteret al., 2000!. At the 150 km range, large phase
~i.e., travel time! fluctuations at both 28 and 84 Hz are re-
ported, but there was a reduction of SI from 0.64 to 0.26;
nearly a factor of 3! At the 700 km range, on the other hand,
the phase variance at 28 and 84 Hz were 1.9 and 29.0~rad2!
~a factor of 15!, while SI values were 0.11 and 0.65~a factor
of 6!. Again, the scalings with frequency~and range! are
quite variable, although it must be noted that these two paths
traverse rather different oceanographic regions.

C. Time and space interference patterns

The analysis of this paper shows that interference effects
are very important, but they are quite different in the time
and depth directions, as resolved by our limited vertical and
temporal sampling. In the depth direction both high and low
acoustic frequencies are very nicely described by the Dyson
model, which shows the pattern dominated by fadeouts at
high wave number. High acoustic frequencies also show
some random walk behavior at low wave number. The key
parameter here is the mean square phase rate in depthnz . In
the temporal direction the interference pattern does not fol-
low the Dyson model and thus is not consistent with a fully
randomized multipath pattern, over the 20 and 40 min obser-
vation times. This result is consistent with the correlation and
coherence functions from Figs. 11–16, which show that the
vertical aperture of the observations involved many correla-
tion lengths, while the temporal observation time barely in-
volves one correlation time. The critical question is whether
longer observation times would show a significantly more
developed temporal interference pattern; if not this would
imply some degree of determinsitic multipathing. Similar
differences between spatial and temporal interference pat-
terns were observed by Porter and Spindel~1977! for moored
and drifting receptions at 200 and 400 Hz in the North At-
lantic. This is an area that will require further theoretical or
modeling work.

D. Bandwidth dependence of fluctuations

The bandwidth dependence of acoustic variability is also
an area in ocean acoustic propagation that is poorly under-
stood~Flattéet al., 1979; Dashenet al., 1985; Colosiet al.,
1999b!, but has great relevance to signal statistics and stabil-
ity. In this section a discussion of the topics of~1! the ap-
proach to saturation, an intensity statistic, and~2! coherence,
a strongly phase dominated statistic, are presented. In this

discussion a kinematical model of multipath wave-packet in-
terference@see Colosi and Baggeroer~2003!# is utilized,
which is based on a wave function of the form

c5 (
k51

N

ake
2Q2fk

2/2e2 ifke2 iuk, ~19!

whereN is the number of interfering wave packets,ak are
the amplitudes of the waves,Q5Dv/vc is the fractional
bandwidth of the Gaussian wave packets, andfk anduk are
the travel-time-induced and nontravel-time induced~for ex-
ample, caustic phases! phase shifts. In this model the sepa-
rate multipaths are uncorrelated, and for a given multipath
phase and amplitude, are uncorrelated~see Appendix C!.

1. Approach to saturation

Using the multipath model of Eq.~19!, Colosi and Bag-
geroer~2004! were able to analytically compute the scintil-
lation index near saturation, where they found

SI.11
1

N
~G22!, narrow band:Q50, F@1,

~20!

SI.11
1

N
~QFG22!, broadband:QF@1; ~21!

whereG5^a4&/^a2&2 is a ratio of the multipath amplitude
moments~see Appendix C!. Note that the asymptotics are
different for the narrow band and broadband case, and that
these results are not a function of the nontravel-time-induced
phase variancêuk

2&5Q2. An important parameter gauging
the effect of bandwidth is the time–bandwidth productQF,
whereF is the rms phase fluctuation caused by travel time
fluctuations. The large and smallG cases are noteworthy. IfG
is small enough so thatQFG!2, then SI will approach satu-
ration~i.e., SI51! from below 1, and will not be significantly
affected by bandwidth. If, on the other handG@2, SI will
approach saturation from above 1, and the correction to
SI21 will be larger for the broadband case by a factor of
QF; that is, a broadband signal will approach saturation
more slowly. These results also have implications for the
multipath phase. In saturation, the phase is uniformly distrib-
uted between 0 and 2p; thus in the largeG case if narrow
band signals are approaching saturation more rapidly than
the broadband case, then narrow band phase variance should
be larger than broadband variance.

It remains to compute the time–bandwidth productQF
for the present broadband experimental data. An equivalent
Gaussian pulse that matches the AET and ATOC95 75 Hz
pulses~Colosi et al., 1999a; K. Metzger, 2004! has a frac-
tional bandwidth of roughlyQ512/7550.16. For the AST,
the fractional bandwidth at both 28 and 84 Hz is smaller by
a factor of 2 or 3~Worcesteret al., 2000!. As previously
mentioned, results from the AET using travel time fluctua-
tion of the final arrival as a surrogate for phase, found rms
phase fluctuations in the finale of order one to two cycles
~over a six day period!. Thus, for the 75 Hz transmissions
QF is of order 1 to 2, and for the 84 Hz data it is estimated
that QF is of order 0.3 to 1~i.e., F the same as 75 Hz, but
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Q reduced!. Assuming the multipaths behave geometrically
in phase at 28 Hz,QF is reduced by an additional factor of
3 over the 84 Hz case, yielding values between 0.1 and 0.3.
Clearly this is a regime where an asymptotic analysis for
large or smallQF is not entirely appropriate. Thus, the nar-
row band result@Eq. ~20!# applies directly to our narrow
band data, while the broadband result@Eq. ~21!# marginally
applies to our 75 Hz data.

Now this kinematical picture is applied to the SI obser-
vations, where the long-time scale intensity variability must
be considered since sampling has occurred over the entire
‘‘broadband’’ of ocean internal-wave variability~See Table
IV, Column 5!. As was pointed out previously, both broad-
band and narrow band estimates of SI are larger than 1, but
the excess scintillation above 1 has been attributed to modu-
lation ~Sec. IV!. Thus, the observations do not reveal
whether SI has approached saturation from above or below
1. Therefore, the discrimination between broadband and nar-
row band cases for long or short observation times cannot be
made since the statistics are so close to saturation. This also
explains why the phase statistics are not a function of band-
width since both narrow band and broadband data are al-
ready close to saturation.

Observations at shorter ranges are needed to resolve this
question, and will give important information concerning the
amplitude and phase statistics of the interfering multipaths.
For example, the narrow band approach to saturation will
constrain the magnitude ofG, while the broadband approach
to saturation will constrainF2.

2. Multipath coherence

Next, broadband effects on coherence are discussed. The
wave packet multipath model@Eq. ~19!# can be used to de-
rive an analytic expression for coherence~see Appendix C!,
so that

^c1c2* ~D!&

^I &
5

1

^I & S ^aa~D!&GQ~r!

~~11Q2F2!22Q4F4r2!1/2

1
~N21!^a&2GQ~0!

11Q2F2 D , ~22!

GQ~r;Q,F!5expF2
D~r!

21Q2D~r!
G ,

G0~r;Q50,F!5exp@2F2~12r!#, ~23!

wherer(D)5^ff(D)&/F2 is the autocorrelation coefficient
of the lagged phase,D(r)52F2(12r) is the phase struc-
ture function, and̂aa(D)& is the amplitude correlation func-
tion. The mean intensity is, simply,

^I &5
^a2&

~112Q2F2!1/2
1

~N21!^a&2GQ~0!

11Q2F2
. ~24!

For simplicity, the nontravel-time-induced phase shifts are
not considered.

Some asymptotic analysis of Eq.~22! is useful. Consid-
ering the limit of no phase correlationr50 ~i.e., large lags!,
it is found that

^c1c2* ~D!&

^I &
5

N

N21

GQ~0!

gF~QF!1GQ~0!
, ~25!

F~QF!5
11Q2F2

~112Q2F2!1/2
, g5

1

N21

^a2&

^a&2
. ~26!

The important parameterg ~which is closely related toG
from the scintillation analysis! measures the relative contri-
butions from the two terms in the coherence, the first term
being the contribution from the decorrelation of the indi-
vidual multipaths, and the second term coming from the en-
ergy of the independent multipaths. Forg@GQ(0), G0(0),
both the broadband and narrow band cases give a small
asymptotic coherence of orderG0(0)/g and GQ(0)/(Fg);
that is, the coherence will be dominated by the decorrelation
of the multipaths and thus will decay significantly. The band-
width dependence of this limit depends on the relative size of
G0(0) andGQ(0)/F. In the limit of largeQF the results are
exp(2F2)/g and exp(2Q22)/(gQF) for the narrow band and
broadband cases: the decay goes from exponential inF for
the narrow band case to power law inF for the broadband
case. On the other hand, forg!G0(0) ~narrow band!, and
Fg!GQ(0) ~broadband!, the coherence will be of order 1
2g/G0(0) and 12Fg/GQ(0) for the narrow band and
broadband cases, respectively. Thus, the narrow band case
will decorrelate less by a factor ofF(QF), which is equal to
QF in the limit of largeQF.

At the other end of the coherence functionr512e, e!1
the asymptotics yields

^c1c2* ~D!&

^I &
512e

Fg~11F2!

Fg1GQ~0!
. ~27!

In this calculation the amplitude covariance is assumed to
have the form ^aa(D)&5^a2&(12e). For g@GQ(0),
G0(0), both the broadband and narrow band cases give a
coherence of order 12e(11F2), independent of band-
width. In the other case, forg!G0(0) ~narrow band!, and
Fg!GQ(0) ~broadband!, the coherence will be of order 1
2eg(11F2) and 12eg(11F2)F, respectively. Here the
broadband case will decay more rapidly by a factor of
F(QF).

Now this kinematical model is applied to the observa-
tions. The coherence analysis of this paper has been limited
to short time scales of 20 and 40 min observation times, thus
F.1 rad, and for the 75 Hz source,QF.0.2. Hence, with
these values the kinematical model givesF(QF);F(0)
51 andGQ(0);G0(0), and sobroadband statistics are vir-
tually indistinguishable from narrow band statistics, as ob-
served. Clearly, longer observation times will give larger
QF as F grows. The interesting question is will the band-
width dependence of the coherence be manifest at these
longer observation times; that is, kinematically, will the large
or smallg cases be observed. This data would give important
information about the statistics of individual multipath am-
plitudesak and numberN.
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VII. SUMMARY

A comprehensive analysis of the space–time scales of
observations of broadband basin-scale acoustic transmission
data in the finales of the receptions at center frequencies of
28, 75, and 84 Hz has been presented. Over time scales of 20
to 40 mins, rms phase variations are extremely small and on
the order of 0.1 cycles for all frequencies. Phase variations
are shown to approximately fit a Gaussian PDF. Over the
same time scales, the intensity variability is relatively weak,
with 75 and 84 Hz SI values between 0.4 and 0.7, and 28 Hz
SI values between 0.3 and 0.7. Over long, multiday time
scales, the intensity variability is consistent with fully satu-
rated statistics~i.e., SI.1! and modulation effects, so that a
modulated exponential PDF of intensity fits the observed
PDFs very well. Phase variability cannot be studied at long
time scales because of long gaps in the transmissions. Fre-
quency and vertical wave number spectra of phase and log
intensity reveal the basic time–space scales of the observa-
tions. Frequency spectra at 84 and 75 Hz are completely
different from 28 Hz, implying significantly different scatter-
ing physics, while vertical wave number spectra at all acous-
tic frequencies show results consistent with a fully developed
interference pattern. Frequency spectra in all cases are ‘‘red,’’
implying that longer observation times are needed to fully
resolve the variability.

With an understanding of the important space–time
scales of phase and intensity we are able to present a com-
prehensive analysis of coherence. A theoretical coherence
model that is consistent with the observations utilizes the
facts that phase and amplitude are uncorrelated, phase is
Gaussian, phase correlation is not quadratic in the lag, and
amplitude decorrelation plays a key role. Consistent with
previous results of phase and amplitude stability over 20 and
40 min time scales, the observed coherence is high. Using
the mean field as an indicator of coherence it is found that at
84 and 75 Hz acoustic frequencies the mean field accounts
for 40%–60% of the total energy, while at 28 Hz the propor-
tion grows even larger, to 60%–70% of the energy.

For all of the observables in this study both a broadband
and a narrow band analysis has been carried out, and we find
essentially no difference between broadband and narrow
band results. Broadband kinematical models of SI and coher-
ence show that our observations are not in regimes in which
a significant bandwidth sensitivity could be observed.

Finally, the observations indicate a surprising degree of
sensitivity to the geographic separations of the transmission
paths. It is found that the longest path, KVLA, is as stable or
moreso than the shorter path HVLA. Further, the HVLA path
is more stable than the AET path, which has a comparable
range.

The present analysis poses many new questions that will
be the focus of future theoretical and observational work.

ACKNOWLEDGMENTS

The existence of the data presented in this paper repre-
sents a monumental scientific and political achievement, that
could not have been done without the heroic efforts of many
people. In the view of the first author~Colosi! key individu-

als were Arthur Baggeroer, Chris Clark, Adam Frankel, An-
drew Forbes, Bruce Howe, Jim Mercer, Kurt Metzger, Walter
Munk, Bob Spindel, and Peter Worcester, and for their ef-
forts the author is truly grateful. Further, the first author
would also like to extend special appreciation to the Alter-
nate Source Test~AST! group of Bruce Howe, Jim Mercer,
Kurt Metzger, and Peter Worcester, whose skillful work pro-
vided a very unique dataset. The contents of this paper have
been shaped and refined over many useful conversations
with the NPAL group, Jim Lynch, and Tim Duda. Much in-
spiration has been derived from conversations with, and the
work of Stan Flatte´ and Fred Tappert. This is Woods Hole
Oceanographic Institution contribution No. 11073.

APPENDIX A: 2-D PHASE UNWRAPPING

Following Ghilia and Romero ~1994!, we define
wrapped and unwrapped phase functionsfw and fu for a
2-D lattice (x,y)5( i , j ). From the knowledge of the
wrapped phasesfw , the following differences are computed:

Dx~ i , j !5fw~ i 11,j !2fw~ i , j ! and

Dy~ i , j !5fw~ i , j 11!2fw~ i , j ! ~A1!

and all edge values ofDx andDy are set to zero. Next, the
objective function of the difference between wrapped and
unwrapped phase gradients is formed to obtain

J25 (
i 51

Nx21

(
j 51

Ny

„fu~ i 11,j !2fu~ i , j !2Dx~ i , j !…2

1(
i 51

Nx

(
j 51

Ny21

„fu~ i , j 11!2fu~ i , j !2Dy~ i , j !…2.

~A2!

The least square solutionfu that minimizesJ2 is given by

„fu~ i 11,j !22fu~ i , j !1fu~ i 21,j !…1„fu~ i , j 11!

22fu~ i , j !1fu~ i , j 21!…5G~ i , j !, ~A3!

G~ i , j !5„Dx~ i , j !2Dx~ i 21,j !…1„Dy~ i , j !2Dy~ i , j 21!….
~A4!

Equation~A3! is seen to be the discrete form of Poisson’s
equation. Setting all gradients off equal to zero on the
edges~Neumann boundary conditions!, the numerical solu-
tion of Eq. ~A3! can be done very efficiently using fast co-
sine transforms.

APPENDIX B: NOTATION FOR STATISTICAL
AVERAGES

A notation for statistical averages needs to be defined
since some complications arise due to the three-
dimensionality of the data. For a general observableF(z,t,l )
the means overz and t are defined using angle brackets so
that

^F&z5
1

Nz
(
j 51

Nz

F~zj ,t,l !,
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^F&t5
1

Nt
(
j 51

Nt

F~z,t j ,l !,

^F&zt5
1

NtNz
(
k51

Nt

(
j 51

Nz

F~zj ,tk ,l !. ~B1!

Averages over transmission numberl, however, are denoted
with an overbar, giving

F̄5
1

Nl
(
l 51

Nl

F~z,t,l !. ~B2!

APPENDIX C: MULTIPATH COHERENCE THEORY

Consider a multipath–broadband wave function of the
form ~see Colosi and Baggeroer, 2004!,

c5 (
k51

N

ake
2Q2fk

2/2eifk, ~C1!

where Q5bandwidth/center frequency~for the assumed
Gaussian wave packet,Q is the ratio of the standard devia-
tion of the frequency and the center frequency!. The multi-
paths are assumed uncorrelated and for an individual multi-
path the amplitude and phase are uncorrelated, thus

^akaj&5^a&2 ~kÞ j !, ^akak&5^aa~D!&,

^fkf j&5F2dk, j , and ^akf j&50. ~C2!

The PDF of the amplitudea is unconstrained but a Gaussian
joint probability function for the phase is assumed, which is
given by

P~f1 ,f2 ;r!5
1

2pF2~12r2!1/2

3expF2
f1

222rf1f21f2
2

2F2~12r2!
G , ~C3!

where r(D)5^f1f2(D)&/F2 is the autocorrelation coeffi-
cient of the lagged phase,F2 is the phase variance, andD
could be a temporal or spatial lag.

The coherence is given by

^c1c2* ~D!&5 (
k51

N

(
j 51

N

^akaj~D!&

3^e2Q2~fk
2
1f j

2
~D!!/2ei ~fk2f j ~D!!&. ~C4!

There areN terms for j 5k that have the form

^aa~D!&E
2`

` E
2`

`

df1 df2 P„f1 ,f2 ;r~D!…

3e2Q2~f1
2
1f2

2
!/2ei ~f12f2!, ~C5!

and there areN(N21) terms forj Þk that have the form

S ^a&E
2`

` E
2`

`

df1 df2 P~f1 ,f2 ;r~D!50!e2Q2f1
2/2eif1D 2

.

~C6!

The joint probability functionP is assumed Gaussian@Eq.
~C3!#, which makes all the integrals Gaussian. Thus they are
easily solved by standard methods to give

^c1c2* ~D!&

^I &
5

1

^I & S N^aa~D!&G~r!

~~11Q2F2!22Q4F4r2!1/2

1
N~N21!^a&2G~0!

11Q2F2 D , ~C7!

G~r;Q,F!5expF2
D~r!

21Q2D~r!
G , ~C8!

where D(r)52F2(12r) is the phase structure function,
and the mean intensity is

^I &5
N^a2&

~112Q2F2!1/2
1

N~N21!^a&2G~0!

11Q2F2
. ~C9!

For only one path (N51) the analytics can be compared to
standard results; thus

^c1c2* ~D!&

^I &
5

^aa~D!&

^a2&
G~r!F11

Q4F4~12r2!

112Q2F2 G21/2

~C10!

and in the limit of zero bandwidth (Q50) Eq.~17! is recov-
ered.
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Flatté, S. M. ~1983!. ‘‘Wave propagation through random media: Contribu-
tions from underwater acoustics,’’ Proc. IEEE71, 1267–1294.
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This article analyzes the coherence of low-mode signals at ranges of 3515 and 5171 km using data
from the Acoustic Thermometry of Ocean Climate~ATOC! and Alternate Source Test~AST!
experiments. Vertical line arrays at Hawaii and Kiritimati received M-sequences transmitted from
two sources: the 75-Hz bottom-mounted ATOC source on Pioneer Seamount and the near-axial
dual-frequency~28/84 Hz! AST source deployed nearby. This study demonstrates that the
characteristics of the mode signals at 5171-km range are quite similar to those at 3515-km range. At
75 Hz the mode time spreads are on the order of 1.5 s, implying a coherence bandwidth of 0.67 Hz.
The time spread of the 28-Hz signals is somewhat lower, but these signals show significantly less
frequency-selective fading than the 75-Hz signals, suggesting that at the lower frequency the
multipaths are temporally resolvable. Coherence times for mode 1 at 75 Hz are on the order of 8 min
for the 3515-km range and 6 min for 5171-km range. At 28 Hz mode 1 is much more stable, with
a magnitude-squared coherence of greater than 0.6 for the 20-min transmission period. ©2005
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PACS numbers: 43.30.Qd, 43.30.Re, 43.30.Bp@AIT # Pages: 1565–1581

I. INTRODUCTION

Broadband receptions at megameter ranges have a com-
plicated structure, which consists of a series of multipath
arrivals. Tomographers typically separate these arrivals into
two categories for processing: the early steep-angle arrivals,
which are analyzed using ray models, and the energetic finale
arrivals, which are analyzed using normal-mode models. One
of the difficulties in using any of these arrivals for tomogra-
phy is the fluctuations caused by internal waves. The internal
wave effects on the rays have been studied extensively using
the path-integral theoretical framework, summarized in the
monograph by Flatte´ et al.1 By comparison, the energetic
late arrivals associated with the low-order modes have re-
ceived much less attention. Some theoretical aspects of mode
propagation in a fluctuating ocean have been developed in
the literature. Dozier and Tappert’s seminal work2,3 describes
a theoretical analysis of mode intensity statistics. They used
numerical simulations to verify their predictions. In several
papers4,5 Sazontov and others studied the impact of internal
waves on mode coherence. Their theoretical work focuses on
how mode coherence affects signal processing techniques
such as matched filtering6 and beamforming.7–9 In terms of
experimental results, Colosiet al.10 analyzed the reception
finale at 1000-km range using the SLICE89 data set. They
showed that the broadening of the transmission finale is due
to internal wave effects. Later, Colosi and Flatte´11 studied
mode coupling for megameter range propagation using para-
bolic equation~PE! simulations.

The Acoustic Thermometry of Ocean Climate~ATOC!
experiment provided a unique opportunity to study long-

range propagation in the North Pacific. In a series of
papers12–14ATOC researchers used the resolved ray arrivals
at ranges of greater than 3 Mm for tomographic inversions.
Others considered the problem of source localization at
megameter ranges using ATOC transmissions.15 Several in-
vestigators have studied different aspects of the reception
finale. Dzieciuchet al.16 developed the turning-point filter to
analyze the transition between the ray-like and mode-like
arrivals in basin-scale transmissions. Colosiet al.17,18 used
data from the ATOC Engineering Test~AET! to analyze in-
tensity fluctuations in the late arrivals. In this issue, Colosi19

considers the statistics of the acoustic field in the finale re-
gion of the ATOC receptions. Wageet al.20 analyzed the
mode arrivals in the ATOC vertical array receptions at
3515-km range using short-time Fourier transform~STFT!
processing. The STFT analysis showed that the lowest ten
modes have complicated multipath arrival patterns character-
ized by frequency-selective fading and a high degree of tem-
poral variability. Based on the ATOC measurements at 3515
km, Wageet al.20 concluded that the lowest ten modes have
roughly equal power and are incoherent, which agrees with
Dozier and Tappert’s theoretical predictions. Coherence
times of the peak mode arrivals were estimated to be on the
order of 5.5 min.

This paper extends the previous mode analysis by mak-
ing use of the extensive data set compiled by the ATOC
project. In addition to the 3515-km range receptions dis-
cussed above, the ATOC experiment also recorded receptions
at a range of 5171 km using a second vertical line array
~VLA !. The two VLAs recorded 9 months’ worth of recep-
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tions from the ATOC 75-Hz source located on Pioneer Sea-
mount off the California coast. In conjunction with ATOC,
another experiment called the Alternate Source Test~AST!
transmitted signals at two carrier frequencies simultaneously
over a period of 9 days.21 The ATOC VLAs recorded these
28-Hz and 84-Hz AST transmissions, facilitating a study of
mode fluctuations at different carrier frequencies. Since the
AST source was deployed close to the ATOC source, the
transmission ranges are comparable. One key difference be-
tween the two sources is that the ATOC source was bottom-
mounted, while the AST source was deployed in the water
column in deeper water. The two sources excited the low-
order modes differently.

The ATOC and AST experiments provide a wealth of
data with which to study the low-order mode arrivals for
different ranges, carrier frequencies, and source excitations.
Using these data sets, this paper characterizes the statistics of
the low-mode arrivals. Specifically, the analysis has three
objectives: ~1! to investigate how well the conclusions20

from the 3515-km range receptions apply to the receptions at
5171 km;~2! to examine the dependence of the mode statis-
tics on source frequency by comparing the ATOC and AST
transmissions;~3! to assess whether there are measurable dif-
ferences in the low-mode arrival patterns due to using
bottom-mounted vs suspended sources. Along with offering
some new insights into the nature of mode fluctuations at
megameter ranges, this paper presents a set of experimen-
tally determined statistics that may be useful in designing
better signal processing for the finale and for evaluating sto-
chastic models of mode scattering.

The outline of this article is as follows. Section II de-
scribes the relevant details of the ATOC and AST experi-
ments and presents examples of receptions at each range and
carrier frequency. This section also discusses the observed
differences between receptions from the bottom-mounted
ATOC source and the suspended AST source. Simulations
indicate that these differences are due to bathymetric inter-
actions near the seamount source. Section III describes the
mode-filtering techniques used for the ATOC and AST data
sets and illustrates them with examples of the mode 1 esti-
mates for a set of sample receptions. The final part of Sec. III
discusses the source and receiver motion corrections that
must be applied to the data prior to mode coherence calcu-
lations. Section IV presents the mode statistics estimated
from the data and compares them to simulation results. Sec-
tion V concludes the paper with a summary of results and a
discussion of how they might be applied in future research.

II. EXPERIMENT DESCRIPTION

In 1995–1996 low-frequency sources located off the
California coast transmitted broadband pulses that were re-
corded by a network of receivers in the North Pacific, includ-
ing two VLAs and a number of U.S. Navy Sound Surveil-
lance System~SOSUS! arrays.22 This paper focuses on the
VLA data sets since those are the most appropriate for ana-
lyzing the axial mode arrivals. Figure 1 shows the geodesic
paths to the two 40-element VLAs, which were located near
Hawaii and Kiritimati. The following sections review the

relevant details of the ATOC and AST transmissions and de-
scribe the receptions used in the mode analysis.

A. Transmissions

The ATOC source was located on Pioneer Seamount~in-
dicated in Fig. 1! at a depth of approximately 939 m. Ranges
from the ATOC source to the Hawaii and Kiritimati VLAs
were 3515 and 5171 km, respectively. The Pioneer source
transmitted phase-encoded pseudorandom sequences at a
center frequency of 75 Hz, with a 3-dB bandwidth of 37.5
Hz. With 2 cycles/digit, the 1023-digit M-sequence provided
a time resolution of 26.67 ms. Each transmission consisted of
44 repetitions of the 27.28-s M-sequence. The ATOC Marine
Mammal Research Program determined the transmission
schedule. During specified periods, the source transmitted for
20 min every 4 h.

Transmissions from Pioneer Seamount were temporarily
discontinued during the AST, which took place in late June
and early July of 1996. A source was deployed from the M/V
INDEPENDENCEto a depth of 652 m at a position 7 nm south-
west of the ATOC Pioneer source. Ranges from the AST
source to the Hawaii and Kiritimati VLAs were 3502 and
5157 km, respectively. This suspended source transmitted
pseudorandom sequences at two carrier frequencies simulta-
neously: 28.0425 Hz~fundamental! and 84.1276 Hz~third
harmonic!. Each had a 3-dB bandwidth of approximately 10
Hz. With 3 and 9 cycles/digit, respectively, these signals pro-
vided a travel-time resolution of 106.98 ms. Similar to the
ATOC Pioneer transmissions, each M-sequence was 27.28 s
long. Most transmissions were for 20 min, occurring at in-
tervals of 4 h, but there were five longer~40-min! transmis-
sions over the course of the experiment. See Worcester
et al.21 for additional details about the AST transmissions.

B. Receptions

The VLAs at Hawaii and Kiritimati each consisted of 40
hydrophones with 35-m spacing. To conserve disk space over
the long deployment, the hardware computed four-period av-

FIG. 1. Geodesic paths from the Pioneer seamount source to the ATOC
vertical line arrays at Hawaii and Kiritimati.
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erages of the M-sequences broadcast by the sources. The
VLAs recorded ten of these four-period averages~spanning
18.2 min! for each regular ATOC/AST transmission and re-
corded 20 four-period averages for the long transmissions
from the AST source. The position of the VLAs was tracked
using a long-baseline acoustic navigation system. Navigation
data were recorded immediately before and after each trans-
mission, and the mooring motion for each sensor was de-
rived from these measurements. For additional information
on the ATOC receiver hardware, see the paper by Howe
et al.22

After the arrays were recovered, the time series for each
of the four-period averages was complex demodulated and
matched filtered. Preprocessing for all the receptions dis-
cussed in this paper consists of demodulation and pulse com-
pression, followed by application of the mooring corrections
~assuming a nominal wave number!. Figure 2 shows repre-
sentative examples of receptions at the Hawaii array during
the ATOC and AST experiments. The top plot shows the
received pressure field as a function of time and depth for
one of the four-period averages of an ATOC 75-Hz source
transmission. The bottom two plots show examples of four-
period averages for the 84- and 28-Hz signals from the AST

source at the same array. Since the bottom half of the Hawaii
VLA failed after approximately 5 months, the AST transmis-
sions were recorded only on the top half of this array. In
addition, hydrophone 10 at the Hawaii VLA appears to have
failed prior to AST. Note that the starting time for the ATOC
reception plot is different from that of the AST plots, due to
the fact that the path to Hawaii from the ATOC source is
slightly longer than for the AST source. All three of the plots
in Fig. 2 display a 6-s time interval.

The time series in Fig. 2 are characteristic of receptions
at megameter ranges. The familiar ‘‘accordion’’ pattern vis-
ible in the early part~2371.5 to 2373 s! of the 75-Hz recep-
tion shown in Fig. 2 is due to the constructive interference of
the higher-order modes, which travel faster than the lower
modes in deep water. The diffuse finale region~2373.5 to
2375.5 s! consists of the lower-order mode arrivals. The AST
receptions at 84 and 28 Hz exhibit similar features, with a
few notable differences. First, the difference in the time reso-
lution ~bandwidth! of the ATOC and AST sources, 26.67 vs
106.98 ms, is evident in the plots. Second, comparing the
three plots in Fig. 2 indicates that the AST receptions have a
sharper final cutoff, which appears to be tapered in depth,
i.e., the shallower hydrophones have earlier cutoffs than the
deeper hydrophones. The following section postulates an ex-
planation for this feature. Third, the 28-Hz AST reception is
dominated by a strong arrival with spatial characteristics
similar to mode 1, whereas the finale regions of the 75- and
84-Hz receptions are characterized by much more compli-
cated interference patterns.

Figure 3 shows representative examples of receptions at
the Kiritimati array during the ATOC and AST experiments.
For this VLA the tenth hydrophone from the surface appears
to have calibration problems, at least for the 75- and 84-Hz
receptions. Unlike at the Hawaii array, the 75-Hz reception at
Kiritimati is very similar to the 84-Hz reception. Both the
75-Hz data and the 84-Hz data show a sudden cutoff, with
little tapering in depth, i.e., the shallow and deep sensors cut
off almost simultaneously. Similar to Hawaii, the 28-Hz re-
ception shown in Fig. 3 has a strong arrival with spatial
characteristics similar to mode 1.

The ATOC and AST data sets are extensive, including
receptions over a 9-month period from late December 1995
until the VLAs were recovered in September 1996. Table I
summarizes important information about the receptions in
the data sets for each of the experiments. The receptions
from the Pioneer source at the Hawaii and Kiritimati arrays
are denoted by HVLA75 and KVLA75, respectively. For this
analysis the HVLA and KVLA data sets were divided into
groups of receptions, clustered over 2- to 4-day periods. Dur-
ing these periods the Pioneer source nominally transmitted
for approximately 20 min every 4 h. The Kiritimati data set
includes more groups than Hawaii because this study ignores
HVLA75 receptions after yearday 509, which is when the
lower half of the Hawaii VLA failed, making mode filtering
much more difficult.

The AST experiment took place over 9 days from 30
June 1996 to 8 July 1996. During this time period 34 good
receptions were recorded on each of the arrays. Of those, five
were for the longer 40-min transmissions; the remaining

FIG. 2. Receptions at the Hawaii array during the ATOC and AST experi-
ments. Each plot represents one four-period average recorded by the receiv-
ers. The top plot shows a reception of a 75-Hz ATOC source transmission.
The bottom two plots are examples of AST receptions at the 84- and 28-Hz
center frequencies. Although the plots have different starting times, the time-
width of all plots is 6 s. Note that the bottom half of the Hawaii array failed
prior to the AST experiment; thus, the AST signals were received by only
the top half of the VLA. In addition, the tenth hydrophone from the surface
on the Hawaii VLA failed prior to the AST experiment.
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were recordings of standard 20-min transmissions. The
28-Hz carrier frequency receptions at each of the arrays are
denoted by HVLA28 and KVLA28, and the 84-Hz transmis-
sions by HVLA84 and KVLA84, respectively.

C. Comparison of receptions from bottom-mounted
and suspended sources

As noted above, the AST receptions at Hawaii exhibit a
much sharper cutoff as compared to the ATOC 75-Hz recep-
tions. This effect is even more pronounced when the signal is
averaged over the entire recording period~'18.2 min or 40
M-sequences!. Figure 4 shows the 40-period average for an
ATOC reception and an AST reception. The ATOC reception
from the Pioneer source clearly shows between 0.5 to 1.0 s
of weaker arrivals following the most energetic axial arriv-
als, whereas the AST reception has a very sharp cutoff. Since
the source frequencies and ranges of these two receptions are
quite similar, the primary difference is the bathymetry at the
source. Heaney23 attributes the weaker arrivals in the ATOC
finale to bathymetric interaction near the seamount source.
The following simulations support this theory and predict the
effects that should be evident in the low order mode esti-
mates for the ATOC and AST HVLA receptions.

Figure 5 shows the actual bathymetry along the path
from Pioneer to the Hawaii VLA. At its steepest, the slope of
the Pioneer-Hawaii path is approximately 20 deg. To exam-
ine the effects of the source bathymetry on long-range propa-
gation, consider two broadband simulations implemented us-
ing the RAM PE code.24 The first simulation places the
source on the seamount, using the sloping bathymetry shown
in Fig. 5. The second simulation keeps the source at the same
depth, but removes the seamount, i.e., the bathymetry is as
shown by the dashed line in Fig. 5. In both simulations the
background sound speed is taken from temperature and sa-
linity profiles for winter, derived from theWorld Ocean
Atlas.25,26The background environment in both cases is per-
turbed by internal wave fluctuations at12 Garrett-Munk
strength, generated using the method of Colosi and Brown.27

The center frequency for these simulations is 75 Hz.
The upper set of plots in Fig. 6 shows the results for the

simulation using the measured Pioneer seamount bathymetry.
The top plot in this set is the synthesized pressure time series
at Hawaii. Note that the finale region is not clearly defined
by a sharp cutoff, similar to the ATOC reception discussed
above. Below the pressure time series is the modal time se-
ries obtained by projecting the field~finely sampled in depth!
onto the mode functions at the receiver. In the seamount
simulation, modes 1–5 have strong arrivals around 2375 s,
followed by almost 1 s of weaker arrivals. The bottom set of
plots in Fig. 6 shows the results of the simulation with the
seamount removed. In contrast with the seamount simula-
tion, the time series for the suspended source exhibits a very
sharp cutoff. Modes 1–5 again have strong arrivals around
2375 s, but they are not followed by any weaker arrivals.
Note that the finale region of the suspended source simula-
tion resembles the finale of the AST reception shown in Fig.
2. While more accurate modeling of the near-source bathy-
metric interaction could be done using a propagation code
that incorporates shear effects~such as the study by Sperry
et al.28!, these simulations provide strong evidence that the
more diffuse finale region seen in the ATOC Hawaii recep-
tions is due to bottom interaction near the Pioneer seamount
source.

III. MODE PROCESSING

This section describes the mode-filtering methods used
to analyze the ATOC and AST data sets. Mode estimation is
a well-known problem that numerous authors have
addressed.29–32The mode processor designed for the ATOC/
AST receptions uses a standard pseudoinverse solution for
the spatial filter, coupled with a Fourier decomposition to
facilitate broadband processing. Section III A summarizes the
parameters for each of the mode filters~designed for the six
data sets! and discusses other implementation details. Sec-
tion III B presents the results of mode processing for each of
the sample receptions given in Sec. II. These examples illus-
trate some of the essential characteristics of the mode arriv-
als at the three source frequencies and two ranges. Finally,
Sec. III C describes how the source motion and mooring mo-

FIG. 3. Receptions at the Kiritimati array during the ATOC and AST ex-
periments. Each plot represents one four-period average recorded by the
receivers. The top plot shows a reception of a 75-Hz ATOC source trans-
mission. The bottom two plots are examples of AST receptions at Kiritimati
for the 84- and 28-Hz center frequencies. Note that the top plot has a dif-
ferent starting time than the bottom two plots; the timewidth of all three
plots is 6 s.
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tion corrections were applied. These corrections are crucial
for the estimation of mode coherence statistics, as discussed
in Sec. IV.

A. Broadband mode processors for ATOC and AST
signals

Mode processing assumes the pressure measured by an
array consists of a weighted sum of modes plus noise, i.e.,
for a vertical array

p~r ,V!5F~r ,V!a~r ,V!1n~V!, ~1!

wherep is the pressure vector at frequencyV and ranger, F
is the matrix of sampled mode shapes,a is the vector of
narrow-band mode amplitudes, andn is the vector of obser-
vation noise. For a broadband source, the measured vector
time seriesC(r ,t) can be written as the Fourier synthesis of
the narrow-band components defined in Eq.~1!

C~r ,t!5E
V

~F~r ,V!a~r ,V!1n~V!!ej VtdV. ~2!

The goal of mode filtering is to determine estimates of the
Fourier mode amplitudes,a(r ,V), or the corresponding
mode time seriesa~t!

a~r ,t!5E
V

a~r ,V!ej VtdV. ~3!

In general the mode shapes vary as a function of fre-
quency, meaning that mode filtering requires a Fourier de-
composition prior to the spatial processing to avoid problems
with mode shape mismatch.33 The simplest solution34–36 to
the broadband mode filtering problem is to take a fast Fou-
rier transform~FFT! of the entire reception, do narrow-band
spatial processing in each FFT bin, and inverse transform to
obtain the estimated modal time series. An alternative
approach20 is to use short-time Fourier transform~STFT!

TABLE I. Summary of the ATOC and AST data sets. Yeardays are referenced to 1995.

Data set Group Yeardays Month

No. receptions

No. hydrophones20 min 40 min

HVLA75 1 362–366 Dec. 20 40
2 370–372 Jan. 10 40
3 376–377 Jan. 10 40
4 394–396 Jan. 16 40
5 407–409 Feb. 9 40
6 427–428 Mar. 11 40
7 432–436 Mar. 20 40
8 465–467 Apr. 14 40
9 470–473 Apr. 14 40

10 477–481 Apr. 24 40
11 485–489 Apr.–May 14 40
12 499–502 May 13 40
13 506–509 May 13 40

KVLA75 1 362–366 Dec. 20 39
2 370–372 Jan. 11 39
3 376–377 Jan. 6 39
4 394–396 Jan. 9 39
5 407–409 Feb. 11 39
6 427–428 Mar. 11 39
7 432–436 Mar. 0 39
8 465–467 Apr. 2 39
9 470–473 Apr. 14 39

10 477–481 Apr. 19 39
11 485–489 Apr.–May 15 39
12 499–502 May 18 39
13 506–509 May 16 39
14 534–537 Jun. 13 39
15 540–542 Jun. 8 39
16 566–568 Jul. 11 39
17 581–584 Aug. 19 39
18 590–593 Aug. 23 39
19 597–598 Aug. 11 39
20 604–606 Aug. 12 39
21 612–612 Sep. 5 39

HVLA28 547–556 Jun.–Jul. 29 5 19

KVLA28 547–556 Jun.–Jul. 29 5 39

HVLA84 547–556 Jun.–Jul. 29 5 19

KVLA84 547–556 Jun.–Jul. 29 5 39
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processing, where the signals are bandpass filtered and mode
filtering is done for each band. The result is time-varying
spectra for each of the modes. Each approach has its advan-
tages. The FFT processor produces a single broadband time
series for each mode that is useful for analyzing the multi-
path arrival patterns. Each individual FFT bin is comparable
to the output of a narrow-band PE run, which facilitates com-
parisons between experiment and predication without requir-
ing computationally intensive broadband simulations. The
main advantage of the short-time Fourier approach is that it
permits a study of the characteristics of individual arrivals
within a multipath pattern~rather than combining all the
paths together!, provided they are temporally separable by
the STFT processor. The ATOC and AST analysis relies on
both techniques.

Once the signal is separated into bins, mode estimation
reduces to a classical linear inverse problem. The pseudoin-
verse~PI! filter31 is a standard solution where the estimated
mode amplitudes are defined to be the product of pseudoin-
verse of the sampled modeshape matrix and the measured
pressure vector. A more general form37 allows for diagonal
loading of the pseudoinverse to accommodate ill-

conditioning due to inadequate spatial sampling of the
modes, i.e.,

â5~FTF1gI !21FTp, ~4!

whereâ is the vector of estimated mode amplitudes andI is
the identity matrix. The parameterg controls the amount of
diagonal loading.

The spatial resolution of the PI mode filter is determined
by how well the array samples the modes. Figure 7 shows
plots of the mode shapes38 at the Hawaii and Kiritimati ar-
rays, respectively. Each plot shows the shapes at two fre-
quencies: 75 Hz~ATOC center frequency! and 28 Hz~lower
AST center frequency!. The plots also indicate the hydro-
phone depths for each array. Note that the arrays span more
of the first 10 modes at 75 Hz than they do at 28 Hz.

Although the continuous modeshape functions are or-
thogonal, the sampled modeshapes may not be. The sampled
mode shape correlation matrix, defined byFTF, indicates
how orthogonal the sampled modes are and predicts how
well the array can separate them. Figure 8 shows the sampled
mode shape correlation matrices at 28- and 75 Hz for the two
array locations. Each of the 40-element VLAs was designed
to estimate the first 10 modes at 75 Hz. The mode shape
correlation matrix for HVLA75 confirms that the sampled
mode shapes up to mode 10 are effectively orthogonal;
above mode 10, neighboring modes are correlated. This is in
sharp contrast to the 28-Hz results for the Hawaii array,

FIG. 4. Forty-period averages for receptions at the Hawaii VLA. The top
plot shows an ATOC 75-Hz reception and the bottom plot shows an AST
84-Hz reception.

FIG. 5. Bathymetry for the PE simulations. The solid line is the measured
bathymetry along the track from Pioneer seamount to the Hawaii VLA. The
dashed line is the bathymetry used in the suspended source simulations~the
seamount is removed!. A large dot indicates the source location.

FIG. 6. Broadband PE simulations for winter environment perturbed by
1
2

Garrett–Munk-strength internal waves. The seamount simulation uses the
measured bathymetry for the Pioneer seamount ATOC source. The mid-
water column simulation uses a source at the same depth as Pioneer sea-
mount, but the seamount is not included in the bathymetry. Top plot for each
simulation is the pressure time series: 20 log10up(t)u; the bottom plot is the
associated time series for the first 20 modes.
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which indicate a high degree of correlation between neigh-
boring modes. The correlation is caused by inadequate sam-
pling, due to the fact that only 19 hydrophones were opera-
tional during the AST experiment. For the Kiritimati array,
the 75-Hz results are similar to those at Hawaii, with modes
up to 10 being largely uncorrelated. The small amount of
crosstalk between modes 3, 4, and 5 is due to the nonuniform
sampling caused by the failure of hydrophone 10. At 28 Hz
the figure shows that modes up to 4 are approximately or-
thogonal, as sampled by the 39-element Kiritimati VLA.

As Fig. 8 indicates, modes 1–10 of the ATOC 75-Hz
signal are effectively orthogonal as sampled by both of the
arrays; thus, they can be estimated with a standard PI filter
with no diagonal loading. Some diagonal loading is required
to process the Kiritimati 28-Hz data set since the VLA does
not sample these lower-frequency modes as well. In addition,
diagonal loading is required to stabilize the mode filters de-
signed for the degraded Hawaii VLA in order to compensate
for the failure of 21 of the 40 hydrophones. Table II summa-
rizes the parameters for the PI mode filters designed for the
ATOC and AST data sets. The rationale for including modes
higher than 10~which the VLAs were designed for! in the
filters for the KVLA28 and HVLA84 data sets is that this
forces more of the crosstalk from modes not included in the
estimate into the higher-order modes. See the article by Wage
et al.20 for a more thorough discussion of mode filter design

in the context of the ATOC experiment. The fourth column of
Table II lists which modes are expected to be reliably esti-
mated by these filters, i.e., which modes have low crosstalk
from other modes. The estimates of the number of ‘‘good’’
modes are somewhat conservative. For instance, the table
indicates that only mode 1 can be estimated for the Hawaii
AST receptions~HVLA28 and HVLA84!. This is due to the
large amount of nearest-neighbor crosstalk for the degraded
~19-phone! Hawaii VLA. Modes higher than 1 could be es-
timated in groups, e.g., mode 2 and 3 together, but this study
focuses only on the mode 1 signals, which are better sepa-
rated.

B. Mode 1 processing examples

As an example of the processing techniques described
above, consider the mode 1 estimates derived from the six
sample receptions discussed in Sec. II. Figures 9 and 10
show the estimates for the Hawaii and Kiritimati receptions
at the three carrier frequencies. In each plot the short-time
Fourier mode spectrum is shown above the time series de-
rived from the FFT processor. Short-time Fourier mode esti-
mates consist of a time series for each of the frequency bins
contained in the processor. The STFT processor uses the de-
sign parameters selected for the previous analysis20 of the
ATOC Hawaii data. Specifically, the processor uses a 0.4-s

FIG. 7. Mode shapes at 75- and 28 Hz for the Hawaii and Kiritimati VLAs.
The hydrophone depths are shown at the far right. The ‘‘1’’ symbols indi-
cate phones that remained operational throughout the experiment, and the
‘‘ * ’’ symbols indicate phones that failed prior to the AST part of the experi-
ment.

FIG. 8. Sampled mode shape correlation matrices for the Hawaii and Kir-
itimati VLAs. Color scale is in dB. The Hawaii VLA 75-Hz results are for
the full 40-element array, whereas the 28-Hz results are for the 19 elements
that were operational during the AST experiment. The Kiritimati VLA re-
sults are for the 39-element VLA~i.e., a 40-element VLA with one bad
phone!.

TABLE II. Mode filter parameters for ATOC and AST analyses.

Data set Modes in PI Diagonal loading ‘‘Good’’ modes

HVLA75 1–10 None 1–10
KVLA75 1–10 None 1–10
HVLA28 1–5 5% 1
KVLA28 1–20 10% 1–4
HVLA84 1–20 10% 1
KVLA84 1–10 None 1–10
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Hanning window, which provides a frequency resolution of
approximately62.5 Hz. With this window, the processor can
begin to temporally resolve arrivals that are 0.2 s apart. Note
that for the plots in Figs. 9 and 10, the bin spacing is 1.25
Hz; thus, neighboring frequency bins are highly correlated.
Oversampling by a factor of 2 merely improves the appear-
ance of the plots, but does not change the underlying fre-
quency resolution of the STFT processor. The color scale for
the STFT plots is set so that the 0-dB level corresponds to
the predicted noise floor.

Figure 9 illustrates several general characteristics of the
mode estimates for the ATOC and AST data sets. As noted in
a previous article,20 the HVLA75 results indicate that there is
no dominant arrival in mode 1 at 3515-km range. Instead
there is a complicated multipath arrival pattern, attributed to
internal wave-induced scattering. The short-time Fourier es-
timates show significant frequency-selective fading, which
occurs when two signals with different phase characteristics
arrive at the same time~within the 0.2-s resolution of the
processor!. The constructive and destructive interference of
multipath arrivals can produce large peaks and deep fades in
the arrivals. As expected from the discussion of receptions
for the bottom-mounted source, the mode 1 estimate does not

have a sharp cutoff; rather, it trails off with approximately
0.5 s of weaker arrivals.

Figure 10 demonstrates that the mode estimates at
5171-km range are comparable to those at 3515-km range.
The KVLA75 mode 1 estimate exhibits frequency-selective
fading that is quite similar to the HVLA75 estimate. The
arrivals are spread over approximately 1.5 s, which is almost
identical to the HVLA75 result, assuming that the 0.5 s of
weak arrivals at the end of the HVLA75 estimate are ig-
nored.

Figures 9 and 10 show that the 84-Hz estimates are simi-
lar to the 75-Hz estimates, though they have sharper cutoffs,
as expected for the suspended AST source. It is important to
note that the STFT bins for the ATOC arrivals span a 20-Hz
bandwidth from 65 to 85 Hz, whereas the STFT bins for the
AST arrivals span half that bandwidth~79 to 89 Hz!. The
frequency-selective fading in the 84-Hz results is comparable
to that observed at 75 Hz, i.e., arrivals consistent over band-
widths of approximately 5 Hz.

The 28-Hz mode 1 estimates shown in Figs. 9 and 10
contrast sharply with the higher-frequency results. At 28 Hz,
mode 1 is dominated by a single large arrival. The HVLA28
plot in Fig. 9 shows a strong unfaded final arrival, i.e., an
arrival that is consistent across the entire source band. The

FIG. 9. Mode 1 estimates for the Hawaii receptions shown in Fig. 2. The
color images are the short-time Fourier estimates, and the line plots are the
time-series output of the FFT processor. The 0-dB level in the color plots
corresponds to the predicted noise floor.

FIG. 10. Mode 1 estimates for the Kiritimati receptions shown in Fig. 3. The
color images are the short-time Fourier estimates, and the line plots are the
time-series output of the FFT processor. The 0-dB level in the color plots
corresponds to the predicted noise floor.
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lack of frequency-selective fading indicates that this arrival
is temporally separable from the earlier multipaths~within
the resolution of the STFT processor!. The KVLA28 plot in
Fig. 10 also shows a large final mode 1 arrival, but it fades a
bit toward the upper edge of the band.

C. Source and VLA motion compensation

The results in Figs. 9 and 10 are for single receptions,
i.e., one 4-period average of the received M-sequence. In
order to study the temporal variations across multiple recep-
tions, the mode processing algorithm must account for any
source and receiver motion. This section describes how mo-
tion compensation was implemented for the ATOC and AST
data sets.

Since the ATOC source was bottom-mounted, those re-
ceptions require no source correction. The AST source was
deployed from the M/VINDEPENDENCE; thus, the AST recep-
tions must be corrected for fluctuations due to source motion.
During the experiment the ship was dynamically positioned
using P-code GPS and maintained its station to within about
20 m.21 Since the acoustic tracking of the suspended source
failed, the only available information about source motion is
the ship GPS record. To see how well the observed fluctua-
tions match the predicted fluctuations due to source motion,
consider an example for the Kiritimati VLA. Figure 11
shows the short-time Fourier estimates in the 28-Hz bin for
successive 4-period averages within a single 20-min source
transmission. The black3’s on the plot mark the location of
peaks in the first 4-period average that are at least 12 dB
above the estimated noise floor. The black lines track those
peak arrival times through the estimates at successive lag
times. The peak arrivals appear fairly consistent for this re-
ception, though the amplitudes do vary across the 20 min.
Figure 12 shows how the phases of the six peak arrivals vary
as a function of lag time. Phases are relative to the phase of
the first 4-period average for each peak~which has been
subtracted out!. In this reception, all of the peaks show a
sharp negative phase trend, with an overall phase shift of
approximatelyp/2 radians within the first 5 min.

Given a change in range, it is possible to predict the
phase changes in mode 1 as a function of the lag timet, i.e.,

Du~ t !5k1Dr ~ t !, ~5!

where k1 is the range-averaged wave number for mode 1,
and Dr (t) is the change in range along the geodesic path.
The source GPS data provide an estimate of the range
changes as a function of time. To account for the 4-period
averaging that is inherent in the ATOC processing, the GPS
prediction of the phase changes is defined as

DuGPS~ t !5argS (
n51

4

ej k1Dr n~ t !D , ~6!

whereDr n(t) corresponds to the range associated with the
nth M-sequence in the 4-period average. Figure 12 shows the
GPS phase prediction for the KVLA28 reception described
above. The plot shows six identical copies of the GPS pre-
diction as dashed lines with circle markers alongside the
phase data~solid lines! for each of the six peaks. Over the
first 5 min where the steepest phase transition occurs, the
GPS prediction and the observed data are in close agreement.
After that, the fourth peak appears to track the GPS predic-
tion, but the other peaks show an additional phase trend that
is not in the prediction.

The above example is typical of results for other recep-
tions. Since the GPS data appear to predict a significant com-
ponent of the observed phase fluctuations, they are used to
apply a source motion correction to the AST receptions dur-
ing mode processing. There will be a residual error due to the
fact that the true source motion is not exactly represented by
the GPS for the source ship. Some of this error may be
removed by the procedure used to correct for the VLA moor-
ing motion, as discussed below.

As indicated in Sec. II, long-baseline navigation systems
tracked each VLA during the experiment. Navigation mea-
surements taken immediately before and after each reception
yield good estimates of hydrophone depths and their posi-
tions relative to the anchor reference point at the beginning
of the reception. The velocity of the mooring is expected to
be low, on the order of 1 cm/s maximum.39 In previous
work,20 Wageet al. used an approximate mooring velocity
estimated from the navigation data to correct for motion of
the VLA during the 20-min transmission. While the results
appeared reasonable, it is not clear that all of the effects of
mooring motion were removed by that correction procedure.
Motivated by Colosi’s use of linear phase corrections to re-

FIG. 11. Plot of short-time Fourier mode estimates in the 28-Hz bin for ten
successive 4-period averages in a single reception at the Kiritimati VLA.
The x axis represents arrival time within a single four-period average, and
the y axis represents lag time over the approximately 20-min source trans-
mission. The black3’s mark the peak arrival times in the first four-period
average.

FIG. 12. Relative phase as a function of lag time for the six peak arrivals
shown in Fig. 11. Each peak is offset byp radians along thex axis, e.g., the
curve starting at 2p corresponds to the second peak from the left in Fig. 11.
Solid lines correspond to the measured peak phases. The dashed lines
marked with circles correspond to the phase changes predicted by the ship
GPS record.
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move residual mooring motion in his analysis19 of the pres-
sure field, this paper considers a similar approach for the
mode analysis.

To understand how the VLA motion was estimated, con-
sider Fig. 13, which shows the relative phases of the peaks in
KVLA28 example reception~discussed above! after the
source correction has been applied. Five out of the six peaks
have phases that decrease approximately linearly as a func-
tion of lag time. The dashed line marked with circles plotted
next to each peak represents a linear least-squares fit to the
phase associated with the third peak. The third peak was
chosen because it has the most consistent amplitude across
all the lag times. The linear approximation appears to fit all
the peaks reasonably well, with the exception of peak 4.
Note that peak 4 shows the most fading in amplitude across
the 20-min transmission~see Fig. 11!. Assuming that the
linear trend in phase corresponds to mooring motion, the
slope is directly related to the mooring velocity. For ex-
ample, the velocity inferred from Fig. 13 is21 cm/s, which
is reasonable given prior expectations about the ATOC moor-
ings.

This example suggests a simple procedure for imple-
menting mooring corrections. First, estimate the linear phase
trend of the peak mode 1 arrival at the center frequency that
has the most consistent amplitude across all lags. Use this to
infer the velocity of the mooring. Then, given the mooring
velocity and the initial VLA location, determine the position
of the array elements at the lag times corresponding to each
4-period average. Finally, use the estimated array positions
~hydrophone depths and ranges! to implement the mode pro-
cessing for each 4-period average. Applying this procedure
to all of the 28-Hz AST data yields good results. During the
AST experiment, the estimated mooring velocities for the
Hawaii VLA are between22 and12 cm/s, while the veloci-
ties of the Kiritimati VLA are between21.5 and11.5 cm/s.
Since the 28- and 84-Hz transmissions were simultaneous,
the mooring velocities obtained from the 28-Hz data can be
used to compensate the 84-Hz receptions.

A similar approach can be applied to determine the
mooring corrections for the ATOC receptions, though the
amount of fading at 75 Hz makes it more difficult to find

arrivals that are consistent across the extent of a 20-min
transmission. The algorithm searches for peak arrivals that
fade by less than 3 dB in amplitude over 20 min to use for
the velocity estimation. The search begins with mode 1 in the
75-Hz bin. If no peaks in mode 1 meet the criteria, the pro-
gram looks for peaks in modes 2 and 3. If no suitable peaks
are found at 75 Hz, the search expands to the 72.5-, 70-, and
77.5-Hz bins. This procedure produced reasonable VLA mo-
tion estimates for both the Hawaii and Kiritimati arrays. Fig-
ure 14 shows a histogram of the mooring velocity estimates
for the 188 good receptions in the HVLA75 data set. The
estimates are concentrated between11 and21 cm/s.

While this approach to the VLA motion corrections isad
hoc and does not satisfy any optimality criteria, it does pro-
duce good results. In particular, as will be shown in the next
section, this motion compensation algorithm leads to longer
coherence times for the modes than were observed in previ-
ous work40 with the same data sets.

IV. MODE STATISTICS

As the examples in the previous section illustrate, the
low-mode signals are quite complicated at megameter ranges
away from a broadband source. The frequency-selective fad-
ing observed in the mode arrivals is typical for propagation
through time-varying multipath channels. In the communica-
tions literature, fading multipath channels are characterized
by their statistics. The texts by Van Trees41 and Proakis42

provide useful introductions to statistical models for such
channels. The purpose of this section is to compute the sta-
tistics of the ATOC and AST mode arrivals that are relevant
to the future development of a channel model. Specifically,
the following sections present estimates of the multipath
time spread, coherence bandwidth, cross-mode coherence,
and temporal coherence. Experimental results are compared
to PE simulations.

A. Time spread

At megameter ranges, the low-mode signals consist of
multiple arrivals spread over time. To quantify the multipath
time spread, consider the average power as a function of
arrival time, i.e.,

Km~t!5E @am~t!* am~t!#, ~7!

whereE is the expectation operator,am(t) is the time series
for the mth mode, and* indicates complex conjugation.
Proakis42 calls this quantity the multipath intensity profile of

FIG. 13. Relative phase as a function of lag time for the six peak arrivals in
Fig. 11 after application of the source motion correction. Each peak is offset
by p radians along thex axis, e.g., the curve starting at 2p corresponds to
the second peak from the left in Fig. 11. Solid lines correspond to the
measured peak phases. Dashed lines marked by circles correspond to a
linear fit to the estimated phase trend for the reception.

FIG. 14. Histogram of mooring velocity estimates for the 188 good ATOC
receptions at the Hawaii VLA.
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the channel. Assuming that the channel is relatively station-
ary over a period of days,Km(t) can be estimated by aver-
aging over the FFT-processed mode estimates for a reception
group~as defined in Table I!. Figure 15 shows the multipath
intensity profiles for the first 10 modes of reception group 1
in the HVLA75 data set. This plot highlights several charac-
teristics of the low-mode arrivals at 3515-km range. First, the
arrivals in modes 1–10 are spread over several seconds, with
the higher modes having slightly larger time spreads than the
lower modes within that group of 10. Second, the average
arrival time is a function of mode number, e.g., the mean
arrival time for mode 10 is smaller than that for mode 1.
Third, the plot shows that the main arrivals in each mode are
followed by the approximately 0.5 s of weaker arrivals that
Sec. II attributes to bathymetric interaction near the Pioneer
source.

To compare the 3515-km results with those at 5171 km,
Fig. 16 shows the multipath intensity profile for the first 10
modes in reception group 1 of the KVLA75 data set. The
plot shows that, similar to the Hawaii results, the arrivals in
modes 1 through 10 are spread over several seconds. At Kir-
itimati the first 10 modes are more tightly grouped in arrival
time than at Hawaii, i.e., there is less dispersion between the
modes. Worcesteret al.21 note that the Pioneer-Kiritimati
path is more oceanographically complex, particularly near
the equator. Additional mode-to-mode scattering would tend
to erase the mode-dependent trends in arrival time. Note that
in this reception group, there appear to be a set of weaker

arrivals trailing the main arrivals, particularly in modes 1 and
2. Interestingly, this is not a consistent feature in the
KVLA75 data set. Many of the other reception groups show
a much sharper cutoff. It is not clear whether these late ar-
rivals can be attributed to bathymetric interaction near the
source.

Figures 17 and 18 show how the multipath intensity pro-
files for mode 1 vary over the course of the ATOC experi-
ment. A particularly strong shift in arrival time is evident
between the first and second reception groups in each plot.
These shifts are likely due to mesoscale activity since they
are not in agreement with the predicted seasonal trends.12,20

Figure 19 shows the multipath intensity profiles for
mode 1 measured at Hawaii and Kiritimati during the AST
experiment. The plots contrast the results for the two AST
source frequencies. In the Hawaii data there is a significant
difference between the profiles for the 28-Hz source and the
84-Hz source. At 28 Hz, one arrival appears to dominate,
whereas at 84 Hz the arrivals are much more spread out. At
Kiritimati, the overall spread is roughly the same for the 28-
and 84-Hz profiles, but the 28-Hz result indicates some dis-
tinct individual arrivals rather than the blur of arrivals seen
in the 84-Hz profile.

The leading and falling edges for each mode can be
defined as the minimum and maximum times, respectively,
that the multipath intensity profiles exceed a threshold. To
see how to pick the threshold, consider the example shown in
Fig. 20. The plot shows the profile for mode 1 in group 13 of

FIG. 15. Multipath intensity profiles for modes 1–10 at Hawaii computed
using data from the first group of ATOC receptions.

FIG. 16. Multipath intensity profiles for modes 1–10 at Kiritimati computed
using data from the first group of ATOC receptions.
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the HVLA75 data set. Dashed lines indicate the estimated
noise floor, and the 3- and 8-dB thresholds above the noise
floor. Note that the 8-dB threshold is high enough to avoid
detecting the weaker arrivals that follow the primary arrivals
in mode 1. A review of all reception groups indicates that an
8-dB threshold works reasonably well to detect the main
arrivals and ignore the weaker trailing arrivals.

Figure 21 shows the mode time spreads, which are de-
fined as the difference between the leading and falling edges
determined by the 8-dB threshold. The HVLA75 and
KVLA75 results shown in the plot represent the mean over
all reception groups. For modes 1–10 in the HVLA75 data,
the standard deviations of mean time spread lie between 0.13
and 0.3 s. The highest variance is associated with mode 1,
which is due to the fact that the 8-dB threshold does not
always suppress all of the weaker trailing arrivals. For the
KVLA75 data, the standard deviations are somewhat smaller,
with a minimum of 0.07 s and a maximum of 0.19 s.

Figure 21 shows that the average time spreads observed
in ATOC and AST are on the order of 1.3 to 1.8 s. The
spreads at the two ATOC receiver ranges~3515 and 5171
km! are quite comparable. Spread is a function of mode
number, with the lowest modes showing somewhat less
spread than the higher modes. Mode 1 in the HVLA28 data
set shows the least amount of time spread, which is not sur-
prising given that at 28 Hz the Hawaii mode 1 receptions are

FIG. 17. Multipath intensity profiles for mode 1 for reception groups in the
HVLA75 data set.

FIG. 18. Multipath intensity profiles for mode 1 for reception groups in the
KVLA75 data set. Note that there are no good receptions at the Kiritimati
VLA for reception group 7~see Table I!.

FIG. 19. Multipath intensity profiles for mode 1 at Hawaii and Kiritimati
during the AST experiment. Both plots show a 4-s interval, but have differ-
ent starting points.
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dominated by one arrival. Mode 1 for the HVLA84 data set
shows the most spread, but it is possible that this an artifact
due to crosstalk in the processor designed for the degraded
Hawaii VLA.

The multipath spread is a measure of the coherence
bandwidth41,42 of the channel, i.e., a time spread ofTm s
implies a coherence bandwidth of 1/Tm Hz. With time
spreads on the order of 1.5 s, the coherence bandwidth for
the low modes is on the order of 0.67 Hz. This relatively
short coherence bandwidth is consistent with the frequency-
selective fading observed in the STFT mode estimates. The
exception is the 28-Hz mode estimates, which show signifi-
cantly less frequency-selective fading, even though their
time spreads aren’t substantially different. This indicates that
at 28 Hz mode 1 is dominated by a few multipath arrivals
that are temporally resolvable by the STFT processor~which
has a resolution of 0.2 s!.

B. Cross-mode coherence

In two seminal papers,2,3 Dozier and Tappert predicted
that scattering due to internal waves decorrelates the modes
and results in an equipartitioning of energy at long ranges.
Using the HVLA75 data, Wageet al.20 showed that these

predictions are valid for the lowest 10 modes at 3515 km. As
discussed below, data from the Kiritimati array confirm that
this result holds for a second, longer path.

A useful coherence metric is the magnitude-squared co-
herence~MSC!, defined as:

MSC~v!5
uSmn~v!u2

Smm~v!Snn~v!
, ~8!

whereSmn is the cross-power spectral density andSmm and
Snn are the auto power spectral densities. By definition the
MSC lies between 0 and 1. Carter43 provides a thorough
discussion of the statistical properties of the MSC. For the
modes the cross-power spectrum can be estimated by aver-
aging overL measurements in each STFT bin, e.g., an esti-
mate of the cross spectrum for modesm andn is

Ŝmn~v!5
1

L (
l 51

L

âm~v,l !ân* ~v,l !, ~9!

where âm and ân are the amplitude estimates for modesm
andn. Settingm5n in Eq. ~9! produces auto spectrum esti-
mates. For the ATOC and AST data sets, the series of mea-
surements needed to estimate the auto- and cross spectra are
obtained by subsampling the output of the STFT processor.
Specifically, samples are taken every 0.15 s, which corre-
sponds to a 62.5% overlap of the 0.4-s processing window
used in the STFT. The sampling interval is determined by the
leading and falling edges defined by the 8-dB threshold, as
discussed in Sec. IV A.

Using the HVLA75 data, Wageet al.20 showed that the
average power in modes 1–10 is approximately constant.
Figure 22 demonstrates that this conclusion is also true for
the Kiritimati propagation path. The plot shows the average
power estimates (10 log10uŜmmu) for the center frequency bin
in the HVLA75 ~group 1!, KVLA75 ~group 1!, and KVLA84
data sets. The average powers for the first 10 modes are
equal within about 1 dB. Other bins and other reception
groups show similar behavior. Dozier and Tappert’s predic-
tion of equipartioning of energy appears to be approximately
true for the lowest 10 modes at megameter ranges.

Dozier and Tappert also predict that internal wave scat-
tering will cause the modes to decorrelate. Again, the ATOC
and AST data sets support this conclusion. For the HVLA75,
KVLA75, and KVLA84 data sets, the maximum MSC be-
tween the low-order modes is 0.06. These results were ob-
tained by averaging across all reception groups in each data

FIG. 20. Closeup of the multipath intensity profile for mode 1 in reception
group 13 of the HVLA75 data set. Dashed lines mark the level of the noise
floor, and the 3- and 8-dB thresholds above the noise floor.

FIG. 21. Mode time spread for the ATOC and AST experiments. The
HVLA75 and KVLA75 data represent the means over all reception groups
in the experiment.

FIG. 22. Average power in the center frequency bin for modes 1–10 for the
HVLA75, KVLA75, and KVLA84 data sets. The HVLA75 and KVLA75
results are for reception group 1.

1577J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 Wage et al.: Mode coherence at megameter ranges



set. Note that the HVLA28, HVLA84, and KVLA28 data are
excluded from this analysis because the diagonal loading re-
quired for mode processing introduces mode crosstalk, mak-
ing mode cross-coherence estimation difficult. A set of PE
simulations, which will be discussed more in the following
section, also confirms that mode signals at 3.5 Mm or greater
ranges are incoherent. The maximum cross-mode coherence
for modes 1–10 estimated from narrow-band simulations at
both 28- and 75 Hz is less than 0.1.

C. Temporal coherence

In previous work Wageet al.20,40 demonstrated that the
mode signals fluctuate significantly over time. Quantifying
the temporal variability of these signals is an important pre-
requisite to developing a stochastic model for the mode ar-
rivals. This section computes the coherence times of the low
modes in the ATOC and AST data sets and compares them to
estimates obtained from narrow-band PE simulations. Recall
that each ATOC and AST transmission consisted of 40
M-sequences. The receiver recorded 10 four-period averages
for each transmission. One way to quantify the temporal
variability is to compute the MSC between the first four-
period average in each transmission and successive four-
period averages. In this study the MSC was estimated two
ways:~1! using one bin of an FFT of the entire mode signal
~between the leading and the falling edges!, and ~2! using
samples from the desired bin of the STFT mode estimates
~similar to how the cross-mode coherence estimation was
implemented!. Since the two approaches yield very similar
results, only the STFT estimates are presented below. Note
that in the following discussion the coherence time is defined
as the lag time at which the MSC reaches 0.5. This threshold
is somewhat arbitrary and may not be appropriate for all
applications. Figures 23–26, which display the MSC as a
function of lag time, can be used to determine the coherence
time associated with any desired threshold.

Figure 23 shows the temporal coherence as a function of
lag time for the 75-, 84-, and 28-Hz receptions at the two
VLAs. The HVLA75 and KVLA75 results were obtained by
averaging over all the reception groups listed in Table I. At
75- and 84 Hz, mode 1 decorrelates rather rapidly. The
HVLA75 result shows the longest coherence time, reaching
an MSC of 0.5 at approximately 8 min. Note that this is a
slightly longer coherence time than previously reported; the
previous result20,40 was an MSC of 0.5 at 4.5 min. The dif-
ference is due to the revised mooring motion corrections dis-
cussed in Sec. III C. The new approach should do a better job
of compensating for mooring-related phase changes. In addi-
tion, it is possible that this technique is removing a linear
phase component associated with the internal wave fluctua-
tions. The simulations discussed below shed more light on
this issue.

Figure 23 also indicates that at 75 Hz the mode 1 signal
at Kiritimati ~5171-km range! is less coherent than at Hawaii
~3515-km range!. The MSC decays to 0.5 in approximately 6
min instead of 8 min. Both of the AST 84-Hz data sets show
somewhat less coherence in mode 1 than the corresponding
ATOC data sets. While this may be due to the increase in
center frequency, it seems highly likely that residual source

motion ~not removed by the GPS-based correction! is a con-
tributing factor. It is also important to remember that the
mooring motion corrections for the 84-Hz receptions were
derived from the peaks in the simultaneous 28-Hz receptions
~since the lower frequency peaks are easier to track!. Assum-
ing that the temporal fluctuations at 28 Hz are independent of
those at 84 Hz, the phase corrections derived from the 28-Hz
data would not remove any of the internal-wave-induced
variability at 84 Hz.

By comparison, the mode 1 signals at 28 Hz are much
more coherent than at 75 Hz. Figure 23 also shows the MSC

FIG. 23. Temporal coherence estimates for mode 1 in the ATOC and AST
data sets. The ATOC results represent averages over all reception groups.

FIG. 24. Comparison of temporal coherence estimates for modes 1, 5, and
10 in the HVLA75 data set. Results are averages over all reception groups.
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as a function of lag time for the HVLA28 and KVLA28 data
sets. As with the 75-Hz data, mode 1 appears to be slightly
more coherent at the shorter~3515-km! range than at the
longer range. At the maximum lag, the coherence is 0.77 for
Hawaii and 0.64 for Kiritimati.

Figure 24 illustrates the general trend in coherence time
as a function of mode number using the results for the
HVLA75 data set. The plot shows the MSC for modes 1, 5,
and 10. Mode 1 is the most coherent. The two higher-order
modes decay to an MSC of 0.5 a few minutes earlier. This
may be another consequence of how the mooring motion
corrections were computed. The phase corrections were usu-
ally derived from mode 1~assuming it had a peak that was
trackable across all the four-period averages!. Thus, it is pos-
sible that some of the internal wave variability associated
with mode 1 is being removed, while this is not true for the
other modes.

It is instructive to compare the experimental results to
PE simulations of propagation through time-varying internal
waves. The background environment for these simulations is
identical to the one used in Sec. II C, and the suspended
source is used. For this analysis, 30 realizations of sound-
speed perturbations were generated for nine different lag
times over a 20-min interval using the method of Colosi and
Brown.27 Using the perturbed environments, theRAM PE
code24 generated realizations of the narrow-band pressure

field at 28- and 75 Hz for a range of 3515 km. Projecting the
pressure field onto the mode functions yields the Fourier
coefficient for each mode. These were averaged to obtain the
auto- and cross spectra and finally the temporal coherence
estimates.

Figure 25 shows the time coherence at 75 Hz for mode
1, derived from simulations using three different energy lev-
els for the Garrett–Munk~GM! spectrum. As expected, the
higher the GM strength, the lower the temporal coherence.
Comparing Fig. 25 to the 75-Hz experimental results shown
in Fig. 23 indicates that the measured mode 1 signals are
more coherent than the simulations. Interestingly, the simu-
lation results are comparable to the measured coherence for
mode 1 obtained prior to applying the revised mooring cor-
rections~shown as a dashed line in the figure!. This suggests
that these corrections, which are estimated by tracking ar-
rival peaks, are removing more than just mooring motion.

Figure 25 also shows the simulation results for 28 Hz.
As for the 75-Hz case, the temporal coherence for 28-Hz
signals propagating through internal waves at 1 GM strength
is lower than for those propagating through1

2 GM or 1
4 GM

internal waves. Also similar to 75 Hz, the 28-Hz simulations
in Fig. 25 appear to be less coherent than the real data in Fig.
23. The dashed line in Fig. 25 indicates that if the mooring
correction is not applied to the 28-Hz experimental data, the

FIG. 25. Comparison of mode 1 coherence times for narrow-band PE simu-
lations at 75- and 28 Hz with three GM levels: 1, 0.5, and 0.25 GM. The
dashed line in each plot shows the Hawaii experimental results prior to the
application of mooring corrections.

FIG. 26. Mode 1 coherence time for PE simulations at three GM levels after
application of a linear phase correction. Subplots show results for 75- and 28
Hz. The dashed line in each plot shows the Hawaii experimental results after
the application of mooring corrections.

1579J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 Wage et al.: Mode coherence at megameter ranges



estimated temporal coherence lies between the1
4 and 1

2 GM
simulation results.

The discrepancy between experimental and simulation
results raises the possibility that the revised mooring correc-
tions could be removing more than just mooring motion. To
make a fairer comparison between experiment and simula-
tion, a similar phase correction should be applied to the
simulation data prior to coherence estimation. Since the
simulations are narrow band, it is not possible to incorporate
exactly the same type of phase correction as for the real data.
Instead of using a linear fit to the phases of the detectable
peaks in the STFT mode estimates, the phase correction for
the simulated data is derived from a linear fit to the phase
trend ~across time! in the single frequency bin generated by
the PE code. This removal of the linear trend is similar to
what Colosi does for the finale coherence calculations.19 Fig-
ure 26 shows the MSC estimates at 75- and 28 Hz, respec-
tively, after the linear phase correction has been incorporated
into the coherence calculation. For reference, the plots also
include the results for the mooring-corrected experimental
data.

At 28 Hz, there is good agreement between the phase-
corrected simulations and the mooring-corrected data. The
experimental data lies between the 0.5- and 1-GM results. At
75 Hz, the experimental measurement falls between the 0.25-
and 0.5-GM results for most lag times; however, the trends
in the simulated and experimental data don’t really match.
With the incorporation of the phase correction, the MSC is
not monotonically decreasing. This is due to the fact that a
linear fit to a nonlinear phase characteristic is being used for
the correction. For many of the PE realizations, the least-
squares solution for the phase trend results in a better fit near
the endpoints than in the middle. Thus, the coherence de-
creases initially and then increases. The real data do not ex-
hibit this behavior, but this is not surprising given that the
phase corrections were implemented differently.

V. CONCLUSION

This article presented a detailed study of the mode ar-
rivals observed in the ATOC and AST experiments. The
analysis confirmed that the receptions at 5171 km share
many of the same characteristics as the receptions at 3515
km analyzed previously. This study noted the difference in
the cutoff of the ATOC and AST receptions. The simulations
presented here suggest that bathymetric interaction near the
Pioneer Seamount source is responsible for the generation of
the weak, late arrivals observed in the ATOC receptions.
Mode processing was implemented using both FFT and
STFT techniques. The new approach to correcting for VLA
motion worked well, resulting in longer mode coherence
times than estimated in previous work. Simulations indicated
that the simple phase correction for mooring motion likely
removed some of the internal wave variability. Section IV
provided a detailed set of mode statistics for the ATOC and
AST data sets, including multipath intensity profiles, cross-
mode coherence, and temporal coherence. At 75 Hz the
mode time spreads are on the order of 1.5 s, giving a coher-
ence bandwidth of 0.67 Hz. This explains the high degree of
frequency-selective fading observed in short-time Fourier

mode estimates. The time spread of the 28-Hz signals is
somewhat lower, but these signals show significantly less
frequency-selective fading. This suggests that at the lower
frequency, the multipaths are temporally resolvable. At these
ranges, the experimental analysis indicates that modes 1–10
have equal powers and that the coherence between these
modes is effectively zero. Coherence times for mode 1 at 75
Hz are on the order of 8 min for the 3515-km range and 6
min for 5171-km range. At 28 Hz mode 1 is much more
stable, with a magnitude-squared coherence of greater than
0.6 for the 20-min ATOC/AST transmission period.

This investigation raises several interesting issues for
future study. First, Colosiet al.19 computed similar coher-
ence statistics for the total acoustic field~rather than splitting
the signal into modes!. A key question is, how do the mode
statistics derived in this paper relate to the statistics of the
overall field? The temporal coherence trends are quite
similar,44 but further work is needed to understand the rela-
tionship between these results. Second, it is intriguing that a
simple correction designed to remove mooring motion also
removed a nontrivial portion of the ocean variability, particu-
larly in the 28-Hz case. This raises the question of whether
more sophisticated signal processing can be designed to
equalize the mode signals and produce observables for to-
mography.
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Acoustic wave fields propagating long ranges through the ocean are refracted by the
inhomogeneities in the ocean’s sound speed profile. Intuitively, for a given acoustic source
frequency, the inhomogeneities become ineffective at refracting the field beyond a certain fine scale
determined by the acoustic wavelength. On the other hand, ray methods are sensitive to infinitely
fine features. Thus, it is possible to complicate arbitrarily the ray dynamics, and yet have the wave
field propagate unchanged. This feature raises doubts about the ray/wave correspondence. Given the
importance of various analyses relying on ray methods, a proper model should, at a minimum,
exclude all of the fine structure that does not significantly alter the propagated wave field when the
correspondence to the ray dynamics is integral. We develop a simple, efficient, smoothing technique
to be applied to the inhomogeneities—a low pass filtering performed in the spatial domain—and
give a characterization of its necessary extent as a function of acoustic source frequency. We
indicate how the smoothing improves the ray/wave correspondence, and show that the so-called
‘‘ray chaos’’ problem remains above a very low frequency (;15– 25 Hz). © 2005 Acoustical
Society of America.@DOI: 10.1121/1.1854842#
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I. INTRODUCTION

As acoustic waves propagate long ranges through the
deep ocean, they are refracted by inhomogeneities in the
ocean’s sound speed profile. Roughly speaking, in the earth’s
mid-latitudes, temperature and pressure effectively combine
to form a wave guide in the depth coordinate that vertically
confines the propagation.1 In addition to this overall struc-
ture, the ocean behaves as a weakly turbulent medium2 that
multiply scatters the acoustic waves mainly in the forward
direction. Whether one is intrinsically interested in waves
propagating through weak turbulence or in the state of the
ocean through tomography,1 ray methods are relied upon at
various stages and levels of complexity in the resulting ex-
perimental analyses.3–5 It is therefore critical to understand
the applicability and limits of these ray methods.

Ray methods can only capture the physics of refraction
and reflection, unless a geometric theory of diffraction is
explicitly added.6,7 Intuitively, one expects refractive effects
to dominate diffraction when sound speed inhomogeneities
are larger than the acoustic wavelength of the source. On the
other hand, due to their pointlike nature, rays are sensitive to
structures at all scales. Thus, one should be suspicious of
~nondiffractive! ray methods for models that have significant
fine scale structures that are ineffective in refracting waves,
but that fundamentally alter the rays themselves. Hence, cer-
tain fine scale structures in the model can be thought of as
being physically irrelevant, i.e., having no influence on the
wave propagation, and should be eliminated before applying
a ray method analysis. The possibility of diffraction is very
important, but should be dealt with separately and we do not
discuss it further in this article.

Another serious challenge for the applicability of ray
methods that has been recognized in the past fifteen years or
so is the existence of ray chaos;8 see also earlier work in the

field of quantum chaos.9–12 One typical argument goes that
chaos introduces caustics, i.e., singularities in ray methods,
at an exponentially increasing rate with propagation time
~range!. Ray methods must therefore break down on a loga-
rithmically short propagation scale, which renders them es-
sentially useless. A significant body of work has shown that
this need not be the case, and methods can be developed
which are accurate to much longer propagation scales.13,14

Even so, detailed ray methods tend to become rather burden-
some with the exponential proliferation of rays. Thus, resort-
ing to statistical methods based on the chaotic properties of
the rays is often attractive.

These two reservations about ray methods, the inclusion
of physically irrelevant fine structures in the sound speed
profile and ray chaos, have often been co-mingled. For ex-
ample, it is possible to add very fine structure to a sound
speed model that has no effect on propagating waves and yet
generates chaotic rays as unstable as one wishes. Our point
of view is that the two issues should be disentangled, neces-
sarily beginning with the removal of the physically irrelevant
fine structures, whose characterization depends on the acous-
tic wavelength. We will come back to the ray chaos question,
but leave a more detailed and complete analysis for
follow-up work to this paper.

Our purpose is, thus, to create a practical and easily
implemented technique for smoothing inhomogeneities in a
sound speed model, and to give prescriptions for the extent
of smoothing needed as a function of source frequency. To-
ward these ends, it is not necessary to mimic a realistic ocean
accurately with the model, but rather to include certain key
features, such as a simple form for the waveguide confine-
ment and the fluctuations due to the weak turbulence. It is
more than sufficient to include scattering solely in the verti-
cal spatial plane, to make the parabolic approximation15 and
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to neglect larger mesoscale structures. A simple ocean sound
speed model uses Munk’s canonical model16 to account for
large scale effects due to temperature, pressure and salinity,
and an efficient implementation scheme by Colosi and
Brown17 to generate much smaller inhomogeneities due to
the ocean’s internal waves. Using their approach, the inho-
mogeneities have the statistics of the Garrett–Munk
spectrum.18 These features, though leading to a simplified
model of the ocean, are more than adequate for investigating
the length scale at which fluctuation features become impor-
tant. Increased realism will be included in a future compan-
ion paper.19

The outline is as follows. In Sec. II, the ocean sound
speed model and the method for acoustic propagation are
presented. In the following section, we consider theoretical
issues such as the convergence of the propagated wave field
by asking the following question: ‘‘does adding more modes
in the internal wave expansion cease altering the propagation
beyond some maximum mode number?’’ In Sec. IV, a
smoothing of the expression for the internal wave sound
speed model is introduced. This smoothing is very similar to
the application of a low-pass filter—it removes most of the
structures in the sound speed model that are shorter than a
certain scale—but it is done directly in the spatial domain so
that ray methods can easily be applied. Sensibly, the optimal
amount of smoothing necessary is a function of source fre-
quency. We demonstrate the effects of smoothing on both the
wave field propagation and on the phase space structures
associated with the underlying ensemble of rays. This does
not, in general, eliminate the consideration of ray chaos as
the Lyapunov exponents are still positive, but it does remove
a significant amount of the so-called ‘‘microfolding’’20 of
the phase space structures. We discuss how this can mark-
edly improve the ray/wave correspondence.

II. THE ACOUSTIC PROPAGATION MODEL

In a medium such as the ocean where density fluctua-
tions are small, the wave equation accurately describes the
acoustic waves in which we are interested. The governing
equation is

]2

]t2 F~rW,t !5c2~rW,t !¹2F~rW,t !, ~1!

where Re$F(rW,t)% is the acoustic pressure andc(rW,t) is the
sound speed at a locationrW and time t. The mean sound
speed is roughly 1.5 km/s and if we consider a water parcel,
the sound passes through it far faster than any variation in
c(rW,t) due to the internal waves; i.e. the internal waves travel
several orders of magnitude more slowly than the acoustic
waves. Hence, it is reasonable to ‘freeze’ the state of the
ocean and letc(rW,t)5c(rW).

In anticipation of treating long range propagation, we
assume that the scattering in the azimuthal direction is neg-
ligible and the important components of the acoustic wave
field propagation take place in two spatial dimensions with
rW5(z,r ), wherez is depth in the ocean andr is range from
the source. Consider a constant frequency source, i.e., a pure
sinusoidal source of angular frequencyv52p f with fre-

quency f , whose amplitude is constant in time. Then, the
wave field has a frequency response,Fv(z,r ), where
F(z,r ,t)5Fv(z,r )e2 ivt. With this assumption, the wave
equation reduces to the Helmholtz equation in cylindrical
coordinates

¹2Fv~z,r !1k2~z,r !Fv~z,r !50, ~2!

where the wave numberk(z,r )5v/c(z,r ).

A. The parabolic equation

For long range propagation, waves that propagate too
steeply with respect to the horizontal strike the ocean bottom
and are strongly attenuated. Since the surviving waves
propagate at small angles with respect to the horizontal, a
Fresnel approximation15 is possible which expresses the
acoustic frequency response as the product of an outgoing
cylindrical wave,eik0r /Ar and a slowly varying envelope
function, Cv(z,r ), where the horizontal wave numberk0

'v/c0 . Thus,

Fv~z,r !5Cv~z,r !
eik0(v)r

Ar
. ~3!

Substituting Eq.~3! into Eq. ~2! and dropping two small
terms gives the parabolic equation

i

k0

]

]r
Cv~z,r !52

1

2k0
2

]2

]z2 Cv~z,r !1V~z,r !Cv~z,r !.

~4!

Since the sound speed can be decomposed into the reference
sound speed,c0 , and fluctuations,dc, about the reference:
c(z,r )5c01dc(z,r ) with dc(z,r )!c0 , the potential is ap-
proximated as follows:

V~z,r !5
1

2 S 12S c0

c~z,r ! D
2D'

dc~z,r !

c0
. ~5!

In our calculations, we use the last form of Eq.~5! for sim-
plicity. Notice that there is a direct analogy between this
parabolic equation and the quantum mechanical Schro¨dinger
equation through the substitutions:t→r , m→1, and \
→1/k0 . We use a symmetric split-operator, fast-Fourier-
transform method to propagate the wave field;21,22 see Ap-
pendix A.

The two terms neglected on the right side of Eq.~4! are

1

8k0
2r 2 Cv~z,r !1

1

2k0
2

]2

]r 2 Cv~z,r !. ~6!

The first term falls off rapidly with range sincek0r @1. The
second term is dropped due to the parabolic approximation
which assumes that for a slowly varying envelope function,
the curvature is weak. Note that up to this point, we have
also dropped other terms from the propagation equation in
assuming negligible azimuthal scattering and negligible time
dependence of the internal waves. See the discussion in Ref.
23 for more details on all of the terms that have been
dropped and an order of magnitude estimate for the size of
the various contributions.
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B. Ocean sound speed model

A simple model for the speed of sound in the ocean
consists of two main components. The first component of the
model is an adiabatic, large scale behavior which is respon-
sible for creating the ocean’s ‘‘sound channel’’—an effective
wave guide for acoustic propagation in the deep ocean. This
general behavior has a minimum sound speed at the sound
channel axis, and varies slowly with latitude and season,
with the sound channel axis moving toward the surface for
higher latitudes and colder seasons. Mesoscale variability is
neglected in this study. The second component of the model
is local fluctuations in the sound speed due to the ocean’s
internal waves. These fluctuations are much smaller in mag-
nitude than the wave guide confining behavior, but describe
the range dependence. The model potentialV(z,r ) takes the
form

V~z,r !5
dc~z,r !

c0
5

dcwg~z!

c0
1

dciw~z,r !

c0
, ~7!

wheredcwg represents the change of the sound speed due to
the wave guide, which we take to be range independent, and
dciw represents the fluctuations due to internal waves.

1. The confinement Õwave guide

In the ocean, the main effects of pressure, temperature,
and salinity create a minimum in the sound speed. Since
sound bends toward regions of lower velocity, the shape of
the sound speed profile refracts propagating waves toward
the sound channel axis. This effect is captured in a smooth,
average model proposed by Munk16 and is known as Munk’s
canonical model,

dcwg

c0
5

Bg

2
@e2h(z)211h~z!#, ~8!

whereh(z)52@z2za#/B, za is the sound channel axis,B is
the thermocline depth scale giving the approximate width of
the sound channel, andg is a constant representing the over-
all strength of the confinement. This model has its minimum
speed atz5za and captures the right exponential and linear
trends near the surface and bottom. The parameters are cho-
sen to beB51.0 km, za51.0 km, c051.49 km/s andg
50.0113 km21, which are roughly consistent with the well
known environmental measurements performed in the
SLICE89 experiment.24,25

2. Internal wave sound speed fluctuations

Internal wave fluctuations perturb the sound speed in the
ocean through the resultant vertical motions of water parcels.
They are responsible for multiple, weak, forward scattering
of acoustic waves. A numerical scheme has been introduced
by Colosi and Brown,17 which allows the efficient computa-
tion of a random ensemble of individual realizations of the
typical sound speed fluctuations. This scheme conforms to
the Garrett–Munk spectral and statistical phenomenological
description of the internal waves18,26 and has the form

dciw

c0
5 (

j 51

Jmax

(
kr

ej ,kr
expS 2

3z

2BD sin„j pj~z!…, ~9!

where we tookj(z)5e2z/B2e2H/B with H the depth of the
ocean. The prefactorej ,kr

includes a random phase and mag-
nitude factor for eachj andkr in the sum; see Appendix B
for further details and to infer a definition ofej ,kr

. Since the
frequency of vertical motions lie between the inertial fre-
quency~due to the earth’s rotation! and the buoyancy fre-
quency~due to the local stratification!, the sum over the hori-
zontal wave vector kr has terms representing the
superposition of internal waves with wavelengths in the
range of 1–100 km. A maximum for thej -summation has
been chosen asJmax5180, which gives structure down to the
scale of roughly a meter. The modes, sin„j pj(z)…, are con-
nected to the buoyancy profile which is assumed to have an
exponential form. Although the form given in the text above
for j(z) does not vanish precisely at the surface, it is suffi-
cient for our purposes.

The model should enforce that both the functiondciw

and its derivative vanish sufficiently smoothly at the surface.
Thus, a surface filter is introduced which consists of multi-
plying Eq. ~9! by a continuous function of depth with the
properties that it vanishes above the ocean’s surface, is unity
below 200 m, and has continuous first and second deriva-
tives. In this way,dciw /c0 and its derivative vanish at the
surface and are fully, smoothly restored below 200 m. Since
the upper 200 m of the ocean can be quite complex with
storms, seasonal fluctuations and latitudinal variability, there
is no simple, general sound speed model near the surface; the
surface filter is adequate for our purposes. We will propagate
waves for which very little energy will enter this region, and
thus, little effect of this surface smoothing will be relevant.
The specific form we have chosen for the surface filter is

g~z;zst,tst!5H 0 for z8<21/2

h~z8! for uz8u<1/2

1 for z8>1/2

, ~10!

wherez85(z2zst)/tst, the width istst5200 m, the center is
zst5tst/25100 m, and the smooth function in between is

h~z!5
1

2
1

9

16
sin~pz!1

1

16
sin~3pz!. ~11!

C. Initial wave field

The parabolic equation requires an initial wave field
Cv(z,r 50) as input, which can then be propagated to the
desired range of interest. It is important to understand the
connection between the initial wave field and the localized,
continuous wave source. Typical sources can be thought of
as point sources whose acoustic energy disperses broadly.
However, due to the previously mentioned fact that all the
steeply propagating waves are strongly attenuated, we can
instead propagate only that wave energy moving sufficiently
close to the horizontal~within a spread of angles from the
sound channel axis! that would have avoided the ocean’s
surface and bottom. Restricting the propagation angles limits
the size of the vertical wave vector and necessarily creates
‘‘uncertainty’’ in the location of the point source. For our
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zpurposes, it is appropriate to chooseCv(z,0) to be a mini-
mum uncertainty wave packet. This implies using a normal-
ized Gaussian wave packet of the form

Cv~z,0!5S 1

2psz
2D 1/4

expS 2
~z2z0!2

4sz
2 1 ik0z~z2z0! D ,

~12!

wherez0 centers the field,sz is the standard deviation of the
Gaussian intensity andk0z gives the propagating field an
initial wave number in thez-direction. In all our calculations,
we setk0z50, which maximizes the horizontally propagating
energy, andz05za , which centers the energy on the sound
channel axis.

A Fourier transform of Eq.~12! yields a complex Gauss-
ian distribution of initial vertical wave numbers,kz , centered
at k0z with standard deviation in intensity,sk . Sincesz

2 and
sk

2 are the variances of the intensity and not the amplitude of
the wave, their relation issz

251/4sk
2 . By a simple geometri-

cal argument, a vertical wave number can be related to the
horizontal wave number bykz5k0 tanu, whereu is the angle
with respect to the sound channel axis. In the next subsec-
tion, it is seen thatp5tanu is a generalized momentum for a
classical ray corresponding to the wave. Classical rays with
the maximum angleumax just barely graze the surface or
bottom, and thus, rays are limited in their vertical wave num-
bers. Yet, for Gaussian wave packets, all wave numbers are
in principle present, though most are weighted negligibly by
the tails. It is the width,sk , which determines if the wave
contains wave numbers large enough for a substantial
amount of the wave to hit the surface or the ocean floor. One
can determine a proper Gaussian width, in order for only the
Gaussian tails to pass the surface or bottom, in analogy with
the limiting classical rays by letting the maximum classical
wave numberk0 tanumax correspond to three standard devia-
tions out in the initial Gaussian wave number distribution,
i.e., set 3sk5k0 tanumax. Then

sz
25

9

4k0
2 tan2 umax

. ~13!

The explicit dependence ofsz on the angular frequency,v,
of the continuous wave source is realized using the approxi-
mate relationk0'v/c0 .

The specific choice ofumax depends on the vertical con-
finement. For the background confinement in Eq.~8!, those
rays departing the sound channel axis with an angle ofu
5p/18 (10°) come within 150 m of the surface, and those
with u5p/15 (12°) come within 30 m. The addition of in-
ternal waves to the sound speed model causes some rays to
have a closer approach to the surface, so we will most often
useumax510° in this paper.

D. The classical rays

From the parabolic equation, one can derive a Hamil-
tonian system of equations for the position,z, and general-
ized momentum,p, of the collection of rays corresponding
to the wave propagation. The Hamiltonian is given byH
5p2/21V(z,r ) and the potential isV(z,r )5dc(z,r )/c0 .
The equations are

dz

dr
5

]H

]p
5p,

~14!
dp

dr
52

]H

]z
52

]V~z,r !

]z
.

Since dz/dr'Dz/Dr 5tanu, the generalized momentum is
p5tanu. The classical actionT is calculated by imposing the
initial condition T050 and using the relationship

dT

dr
5p

dz

dr
2H. ~15!

Through the parabolic approximation, the classical action is
directly related to the travel time,t, of the acoustic waves,
whereT5c0t2r .

The relevant rays to the wave propagation are those ap-
propriate for a Gaussian wave packet,14,27 which implies ini-
tial conditions in the neighborhood of (z0 ,p0). Since k0z

5k0p050 for the wave packet in Eq.~12!, ray calculations
are done in a neighborhood ofp050. However,z0 is taken to
be on the sound channel axis,za .

The addition of range dependent internal wave effects to
the sound speed model causes the classical rays to be
chaotic.8 The stability matrix contains the information about
whether the rays are unstable~chaotic! or not.28 At a fixed r ,
one has

S dpr

dzr
D5Qr S dp0

dz0
D , ~16!

where the stability matrix,

Qr5S q11 q12

q21 q22
D 5S ]pr

]p0
U

z0

]pr

]z0
U

p0

]zr

]p0
U

z0

]zr

]z0
U

p0

D . ~17!

Elements of this matrix evolve according to

d

dr
Qr5KrQr , ~18!

whereQr at r 50 is the identity matrix, and

Kr5S 2
]2H

]zr]pr
2

]2H

]zr
2

]2H

]pr
2

]2H

]zr]pr

D . ~19!

The system of differential equations, Eqs.~14!, ~15! and
~18!, are solved using a 4th order Runge–Kutta method
~where we have takenDr 5100 m in all calculations!.

The Lyapunov exponent,m, is a measure of the rate at
which the rays are deviating under small perturbations. The
relationship between the Lyapunov exponent and the matrix
Qr comes through the trace~sum of the diagonal elements!
of Qr ,

m[ lim
r→`

1

r
lnuTr~Qr !u. ~20!
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If uTr(Qr)u grows exponentially, the Lyapunov exponent is
nonvanishing and positive, and the corresponding trajectory
is chaotic.

III. THEORETICAL CONSIDERATIONS

Wave propagation should become increasingly insensi-
tive to smooth perturbations as the scale of the perturbations
decreases to the order of the smallest wavelength in the
source and beyond. This issue does not arise in the horizontal
coordinate of the internal wave model in Eq.~9!, since the
fluctuation scales are much longer than the horizontal projec-
tions of typical source wavelengths. However, this is an issue
for the vertical fluctuations since Eq.~9! is a weighted su-
perposition of a large number of vertical internal wave
modes and presumably contains more detail than is neces-
sary for accurate wave propagation. There comes a point in
the summation beyond which the vertical modes begin to add
physically irrelevant features to the sound speed inhomoge-
neities for a given source frequency. To determine the tran-
sition point where this occurs requires an understanding of
the minimum wavelength structure in the propagating wave
field, and an understanding of the power spectrum of indi-
vidual vertical internal wave modes. The transition point,
though, is not the only issue since higher modes contain a
mix of physically relevant and irrelevant structures. These
issues as well as their interplay are discussed here.

A. The vertical mode number transition

Intuitively, the vertical structures in the sound speed
model responsible for refracting the wave are those that are
larger than the minimum vertical wavelength,lmin , in the
initial wave packet. Expressions forlmin can be obtained by
usingl52p/k and the previously noted geometrical relation
kz5k0 tanu,

lmin5
2p

k0 tanumax
5

l0

tanumax
5

c0

f tanumax
. ~21!

Recall that the ocean waveguide forcesumax to be small so
that the minimum vertical wavelength is always enhanced
over the source wavelength,l0 . For umax510°, this en-
hancement is roughly a factor of 6. As a practical example,
we note that some of the experiments conducted by the
Acoustic Engineering Test~AET!3,4 use a broadband 75 Hz
source. A pure 75 Hz source has a 20 m source wavelength.
Thus, if the energy stripping due to the ocean surface and
bottom is consistent withumax510°, then the wave propaga-
tion would have a minimum vertical wavelength scale of
roughly 110 m.

The vertical structures in the sound speed model in Eq.
~9! arise through the superposition of vertical modes of the
form e23z/2B sin„j p(e2z/B2e2H/B)…. Since the argument of
the sine is nonlinear, each vertical mode contributes different
oscillation lengths at different depths. The monotonicity of
the argument illustrates that each mode has a ‘‘chirped’’
structure, i.e., each mode oscillates more and more rapidly as
the surface is approached. To make this more precise, an
expansion of the argument of the sine reveals that the local
oscillation length as function of depth is

l iw~z, j !5
2Bez/B

j
. ~22!

Therefore, thej th internal wave mode contributes its shortest
length contribution of 2B/ j near the surface, with longer
length scales at increasing depth. Each mode gives contribu-
tions to the sound speed fluctuations over a broad range of
scales.

Figure 1 illustrates the depth dependence and power
spectrum of an internal wave mode. The power spectrum has
a fairly sharp high frequency~short length scale! cutoff from
the structures added near the ocean surface and a slowly
decaying tail for the lower frequencies~longer length scales!.
The broad tail for an individual mode indicates that many
different modes contribute to a particular size feature in the
internal wave model.

The transition vertical mode numberJtrans can be iden-
tified as that point where the vertical modes begin to intro-
duce structure smaller thanlmin . Thus, setting Eqs.~21! and
~22! equal to each other and solving forj gives

Jtrans5
2B tanumax

l0
5

2B f tanumax

c0
. ~23!

FIG. 1. Example of the single vertical internal wave mode forj 525.
The upper plot illustrates its depth dependence,Vj

5g(z;zst ,tst)e
23z/2B sin(jp(e2z/B2e2H/B)), whereg is the surface filter de-

fined in Eq.~10! and the lower plot is the power spectrum,P, of Vj .
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The calculation ofJtrans does not reflect that each verti-
cal mode is weighted in Eq.~9! by the coefficientsej ,kr

,
which we numerically found to have root mean square decay
A(kr

uej ,kr
u2; j 21.1 for large j . Thus, the higher vertical

modes have a slowly decreasing weighting. The acid test of
the effects of both the diminishing amplitudes and the detect-
ability of features by the wave is to look at the sensitivity of
the wave field to variations in the value for thej -summation
cutoff in Eq. ~9!.

B. Wave field convergence

We can investigate the convergence of the wave field
propagation by using different values for thej -summation
cutoff in Eq.~9! to generate various sound speed media. The
value of the cutoff leading to a converged wave field, de-
noted byJv , is the minimum number such that by including
higher modes there is relatively little change in the wave
propagation. We do not have a simple intuitive argument that
gives an expression forJv , but instead rely on numerical
simulations to determine reasonable values.

In order to discuss quantitatively what is meant by ‘little
change to the wave propagation’, it is necessary to have a
measure of the similarity of two wave fields. An ideal mea-
sure is the absolute value squared of the overlap~inner prod-
uct!. For two sound speed potentials that differ byDV, the
quantityCDV is defined as

CDV~r !5U E dzCv*
DV~z,r !Cv~z,r !U2

, ~24!

where Cv(z,r ) is understood to be the wave field propa-
gated to ranger with the full potential andCv*

DV(z,r ) is the
same initial state propagated using the potential which differs
from the full potential byDV. It is convenient to normalize
the propagating wave fields to unity since this is preserved
under the unitary propagation of the parabolic equation. With
this choice, the measure gives unity only if the two wave
fields are identical. The greater the reduction from unity, the
greater the differences between the two propagations, i.e. the
lower the faithfulness or fidelity of the propagations.

The full wave propagation is compared to wave propa-
gation for various values of mode number cutoffJ<Jmax.
Thus,DV is the internal wave sum forj in the interval@J
11,Jmax#. Since deviations ofCDV(r ) from unity indicate
that features in the modes@J11,Jmax# were detectable by the
wave propagation, the value ofJ whereCDV(r ) breaks ap-
preciably from unity determinesJv .

Sound waves with source frequencies of 25, 75, 150,
and 250 Hz were propagated tor 51000 km; see Appendix
A for details regarding the propagation. Figure 2 demon-
strates the dependence ofCDV(r ) on J. To interpret this fig-
ure, consider the curve for 75 Hz. AboveJ550, CDV(r )
>0.99 and remains near unity. Thus, we can say that here
Jv'50. Using higher internal wave modes adds no more
realism, and only slows down the calculations. A similar ar-
gument for the other frequencies gives the values ofJv listed
in Table I. Note thatJv increases just a little more slowly
than linear in source frequency due, in part, to the decreasing
weightings.

Since CDV is inherently range dependent, determining
Jv from a plot ofCDV for a single range is potentially inap-
propriate for longer ranges. Yet, Fig. 3 illustrates that the
range dependence ofCDV is fairly weak for a frequency of
75 Hz. Increasing the range from 1000 km to 4000 km for
Jv550 decreasesCDV very little from 0.99 to 0.96. Thus,

FIG. 2. CDV(r ) as a function ofJ for the source frequencies of 25, 75, 150,
and 250 Hz~corresponding to the curves from left to right, respectively! at
a range of 1000 km.

FIG. 3. CDV(r ), as a function ofJ for the ranges of 1000, 2000, 3000, and
4000 km~corresponding to the curves from left to right, respectively! for a
frequency of 75 Hz.

TABLE I. A comparison of key parameters for a few viable long range
propagation frequencies. BothJv andls

opt ~see the next section! were deter-
mined using a conservative 0.99 criterion for the value of theCDV at 1000
km in Figs. 2 and 6. Other choices for the criterion, propagation range, etc.
could lead to somewhat greater differences; however the dependences are
rather weak. For each calculation,umax510°. Note the minimum wave-
length feature,lmin , in the initial wave packet is extremely close tols

opt .

Frequency
~Hz! Jtrans Jv

l0

~km!
lmin

~km!
ls

opt

~km!

25 6 20 0.060 0.340 0.308
75 18 50 0.020 0.113 0.106
150 36 90 0.010 0.056 0.060
250 60 145 0.006 0.034 0.034
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Jv550 is a conservative choice even for ranges up to 4000
km.

For reasonable source frequencies, it is clear that even
an optimal choice forJv will leave a significant amount of
oscillations in the model on a scale much smaller thanlmin

~sinceJv@Jtrans). Presumably, these oscillations are physi-
cally irrelevant for the wave propagation, but it is worth-
while studying more precisely where the cutoff lies within
the context of long range propagation.

IV. FILTERING THE PHYSICALLY IRRELEVANT
FEATURES

Since we have taken a smooth background sound speed
model, the physically irrelevant features of the sound speed
model can be removed by filtering the high frequency com-
ponents from the internal wave sound speed model,
dciw(z,r ). The ideal approach would be through the applica-
tion of a low pass filter: Fourier transformdciw(z,r ) for a
fixed range to a frequency domain, apply a filter that re-
moves the high frequencies and Fourier transform back to
give the physically relevant portion ofdciw(z,r ). There are
several drawbacks with respect to proceeding this way. The
Fourier transforming back and forth is computationally ex-
pensive, creates a problematic ocean surface, and severely
complicates the ray correspondence; the same would be true
using a convolution technique. Instead, we develop a
smoothing that can be directly applied to each vertical mode
in the spatialz domain and serves as a very good approxi-
mation to a low-pass filtering in the frequency domain. It
takes advantage of the monotonicity of the chirped structure
of the individual internal wave modes. The spatial filtering
method simplifies the ray equations enormously and allows
first and second derivatives to be evaluated exactly, as op-
posed to numerically, which is an unstable operation.

A. The smoothing

Due to the precise oscillatory nature of each vertical
mode, a good approximation to a low-pass filter can be ac-
complished by removing the upper portion of the vertical

mode that contains oscillations that are smaller than the
smoothing parameter,ls . This involves multiplying each
vertical mode by the functiong(z;zsm,tsm) defined in Eq.
~10!. This filter is centered at the depth such that the local
length scale isls , which by inversion of Eq.~22!, gives the
mode-dependent depthzsm5B ln(jls/2B). Note that j must
exceed 2B/ls in order for the filter to be below the ocean
surface, which is where it begins to have an effect. This is
consistent with the shortest length contribution of each mode
being 2B/ j at the surface. The width of the filter is carefully
chosen to betsm52.0ls so that it does not cut off too
sharply thereby introducing high frequency components into
the model. If the width were chosen much greater, ampli-
tudes of physically relevant length scales would be reduced.

Figure 4 shows the power spectrum of the sound speed
model with and without smoothing; it is illustrated with a
value, ls50.2 km. The power spectrum remains relatively
unchanged for length scales greater than 0.2 km, but the
length scales below 0.2 km are significantly dampened out of
the model. This is evidence that a smoothing parameter of
ls50.2 km is doing exactly what it was designed to do: it is
filtering out features on scales below 0.2 km, but leaving
features above 0.2 km in the model. Figure 5 shows the

FIG. 4. Effects of the amount of smoothing on the power spectrum,P, of
dciw /c0 . The dashed line is the power spectrum of the unsmoothed full
potential and the solid line is the power spectrum of the smoothed full
potential forls50.20 km.

FIG. 5. Effects of the amount of smoothing on the full potential,dciw /c0 .
In the upper panel, the dashed line is the unsmoothed potential and the solid
line is the smoothed potential forls50.20 km. In the lower panel, the
difference,DV, between the smoothed and unsmoothed potential is dis-
played.
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smoothed sound speed potential and the portion of the po-
tential,DV, filtered by the smoothing. It is clear from these
figures that the oscillations in the unsmoothed potential
which have a length scale of less than 0.2 km have been
removed, while larger oscillations have been preserved.

B. Estimating the optimal smoothing parameter

The optimal smoothing parameter,ls
opt, would be such

that only those features in the model that are not detectable
by the wave would be removed. Intuitively,ls

opt would be
very close tolmin of Eq. ~21!. In order to test this intuition,
we again useCDV(r ) defined in Eq.~24!, where hereDV is
the high frequency portion of the internal wave sum, which
the smoothing removes, and the other potential is the full
unsmoothed sound speed model.ls

opt is determined to be the
maximum value ofls up to whichCDV remains nearly unity
but deviates significantly beyond.

As in the previous section, source frequencies of 25, 75,
150, and 250 Hz were propagated tor 51000 km with J
chosen for each frequency to be that value ofJv in Table I.
Figure 6 demonstrates the dependence ofCDV(r ) on differ-
ent values ofls and its interpretation is similar to that done
for Fig. 2. Consider the curve for 75 Hz. Abovels

'0.1 km, CDV breaks significantly from unity giving the
optimal smoothing of the sound speed model for a 75 Hz
source to bels

opt'0.1 km. Smoothing less than this allows
high frequency features to remain in the model which have
no effect on the wave propagation. Table I summarizes the
results which all agree closely with the intuitive idea that
ls

opt'lmin5l0 /tanumax.
For a fixedls , the higher source frequencies lead to a

reduced value ofCDV . This indicates that the high frequency
components ofDV are more detectable by a high frequency
source than by a low frequency source. This fully supports
the age-old intuitive concept that high frequency waves can
detect smaller features than low frequency waves, and that
the appropriate detection scale is a wavelength. A long range
propagation experiment utilizing a source frequencyf only
detects that portion of the internal wave power spectrum with
features longer than the length scalelmin5c0 /f tanumax.

C. Effects of smoothing on phase space structures

Classical ray methods can be used to reconstruct propa-
gating wave fields in detail through the use of semiclassical
Greens functions.29 The semiclassical approximation to the
wave field is

Csc~z,r ;k0!5(
j

Aj~z,r !exp@ ik0Tj~z,r !2 ipn j /2#,

~25!

where the sum is over all ray paths labeled byj that begin at
the source and end at a depthz for a given ranger . The
phase contribution of a path is related to its classical action,
Tj , the source wave number,k0 , and the number of caustics,
n j . The amplitude contribution of a path,Aj , is related to its
stability matrix elements; see Ref. 30 for a readable account.
This discrete set of paths becomes continuous if we consider
all z. Thus, there is a continuous set of rays that underlies the
full construction ofCsc(z,r ;k0) at a given range. A powerful
analysis of the properties of this set comes by considering
the rays in the phase space formed by all allowable points
given by position and conjugate momentum. Viewed in
phase space, the continuous set of rays underlying the wave
field propagation~in the single degree of freedom problem
being discussed here! forms a continuous, self-avoiding line
which is called a manifold. As the range increases, the mani-
fold evolves into a rather wild-looking ‘‘spaghetti’’. The
more chaotic the system, the wilder the appearance of the
manifold.

The construction of Eq.~25! relies on the use of station-
ary phase approximations, which can only be applied reliably
when the phase between successive stationary phase points is
greater than order unity. Care must be taken in defining the
meaning of successive in this context. Thus, Eq.~25! breaks
down when@Tj (z,r )2Tj 8(z,r )#,k0

215l0/2p where j and
j 8 are the classical paths/rays corresponding to successive
stationary phase points. We term this the ‘‘area-(l0/2p)

FIG. 6. CDV(r ) as a function ofls for source frequencies of 25, 75, 150,
and 250 Hz~corresponding to the curves from right to left, respectively! at
a range of 1000 km.

FIG. 7. Smoothed phase space manifold. The solid line is the phase space
plot for a dense set of trajectories with launch angleuP@4°,8°# propagated
for 50 km in the unsmoothed ocean model. The dashed line is for the same
set of trajectories, but for a smoothing parameter ofls50.10 km. All the
trajectories started on the sound channel axis. The hatched rectangle is a
reference area for physically irrelevant microfolds and has an areal0/2p,
which corresponds to a 75 Hz source.
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rule’’ ~the translation to this problem of the area-\ rule of
Refs. 9 and 10!. See Refs. 13 and 14 for a detailed presen-
tation of the breakdown of the stationary phase approxima-
tion in quantum chaotic systems.

The breakdown of stationary phase is intimately related
to how the manifold winds and folds its way through phase
space. The difference in the classical action for two rays is
related to the areas in phase space between the folds of the
evolving manifold and the vertical line of the final depth,z,
whose intersections with the manifold specify the rays. If
these areas become smaller thanl0/2p, then stationary
phase breaks down for that pair of rays and we say that the
two stationary phase points are coalescing. By drawing the
manifold and filling in areas ofl0/2p in the folds, one can
immediately see where problems, such as caustics which
produce infinite amplitudes, will be occurring in the semi-
classical construction. In the simplest case of two coalescing
points, an Airy function uniformization is possible. However,
if so many coalescing pairs occur that they cannot be isolated
from each other, uniformization effectively is no longer pos-
sible, and the semiclassical approximation has broken down.

In the work of Simmen, Flatte´, and Wang,20 they show
how the fine features in the internal wave field lead to a
phenomenon they termed ‘‘microfolding’’ in which tiny folds
are densely found along the manifold. Clearly, for typical
source frequencies in long range propagation, the neighbor-
hoods of the microfolds violating the area-(l0/2p) rule over-
lap everywhere with each other. Thus, one anticipates a
dense set of singularities in the semiclassical approximation
rendering the approach useless.

Herein lies the advantage of smoothing the ocean sound
speed model of physically irrelevant features before making
the ray correspondence. Presumably, the bulk of the micro-
folding is related to fine features which are ignored by the
wave propagation. The smoothed system contains only that
structure necessary to describe the wave propagation so it
should have fewer microfolds. Figure 7 illustrates the effects

of smoothing on a set of trajectories. One can see that the
smoothed manifold tracks the unsmoothed manifold along its
length very well. A more detailed example of microfolding is
illustrated in Fig. 8 for a range of 100 km. Notice how the
smoothed manifold completely eliminates this particular mi-
crofolded structure for a smoothing parameter ofls

50.1 km ~appropriate for 75 Hz!. Eleven, nonisolated pairs
of coalescing stationary phase points were eliminated by the
smoothing. Only a well behaved piece of the manifold with
no coalescing pairs remains. Thus, there are fewer locations
leading to singularities and breakdown in the semiclassical
construction for the smoothed system, yet it is describing the
same propagated wave. We leave the full semiclassical re-
construction for future work.

D. Effects of smoothing on Lyapunov exponent

The following question naturally poses itself from the
results of the previous section, ‘‘if smoothing the inhomoge-
neities reduces the number of folds, perhaps it is eliminating
the ray chaos that was discovered in Ref. 8?’’ This turns out
not to be the case. The Lyapunov exponents for smoothed
systems do not vanish. The Lyapunov exponent,m, as de-
fined in Eq.~20!, requires the infinite range limit, which due
to the maximum range of the ocean, is not very sensible.
Instead, it is much more relevant to work with finite-range
Lyapunov exponents.31,32 The stability matrix,Qr , as de-
fined in Eq.~17!, is calculated for a classical ray starting on
the sound channel axis with an initial angleu and propagated
for a ranger . If uTrQr u is growing exponentially with range,
then the ray is unstable or chaotic and the following relation-
ship can be inverted to obtain the finite-range Lyapunov ex-
ponent:

uTrQr u5emr1e2mr . ~26!

Excluding a few highly abstract systems, thism fluctuates as
a function of range and from one ray to the next. In fact, for

FIG. 8. Smoothing of the microfolds. The solid line is the phase space plot
for a dense set of trajectories with launch angleuP@7°,8°# propagated for
100 km in the unsmoothed ocean model. The dashed line is for the same set
of trajectories, but for a smoothing parameter ofls50.10 km. All the tra-
jectories started on the sound channel axis. The hatched rectangle is a ref-
erence area for physically irrelevant microfolds and has an areal0/2p,
corresponding to a 75 Hz source.

FIG. 9. Probability distribution of finite-range Lyapunov exponents. The
range of propagation is 1000 km and each probability distribution consists
of 4000 trajectories within a uniform distribution of launch angles. For the
solid line, uuuP@0°,2°#, for the dashed line,uuuP@4°,6°#, and for the dot-
ted line, uuuP@8°,10°#. Each probability distribution was obtained by av-
eraging over a Gaussian window of the corresponding histogram. The
smoothing parameter isls50.10 km and all the trajectories started on the
sound channel axis.
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typical chaotic systems and the internal wave problem here,
uTrQr u is close to being lognormally distributed, or from a
different point of view, the finite-range Lyapunov exponents
give something close to a Gaussian density.31,32 The finite-
range Lyapunov exponents are launch angle dependent.33

Figure 9 shows histograms of the finite-range Lyapunov ex-
ponents for a range of 1000 km for a range of ray angles.

It turns out that the mean of the finite-range Lyapunov
exponents is the usual infinite-limit Lyapunov exponent~as
long as one has propagated beyond a transient range of a few
Lyapunov lengths!. Letting the bracketŝ & denote averaging
over many rays,

m05
1

r
^ lnuTrQr u&. ~27!

If one averages before taking the natural logarithm, one gets
a second stability exponent which is not the Lyapunov expo-
nent, but rather a related one:

m̄5
1

2r
ln~^uTrQr u2&!. ~28!

The relationship betweenm0 andm̄ for a Gaussian density is
through the variance of the distribution of the finite-range
Lyapunov exponents,

sm
2 5

m̄2m0

r
. ~29!

These two stability exponents fix the Gaussian density com-
pletely. Figure 10 illustrates the dependence ofm0 , m̄ and
the distribution on the smoothing parameterls .

Although, there is still ray chaos, the Lyapunov expo-
nent is monotonically decreasing with increased smoothing,
but unless a smoothing greater than 0.10 km is applied,m0

does not decrease appreciably. At some point, beyond a
smoothing somewhere in the neighborhood of 0.3–0.5 km, a
large fraction of the rays behave stably. Note in Fig. 10 that
for ls50.30 km, a significant fraction of the rays have be-
come stable, i.e., they have a Lyapunov exponent equal to
zero. Using the relation between frequency and optimal
smoothing, for source frequencies in the neighborhood of
15–25 Hz, there is a transition below which the ray chaos
problem due to the internal wave inhomogeneities effectively
disappears and above which it remains important over ocean
basin scale propagation ranges. Though the background pro-
file used for this study is somewhat simplistic, surprisingly
these results seem to be consistent with some very low fre-
quency experiments. In particular, data from the Alternate
Source Test~AST! clearly shows that 28 Hz receptions have
a more stable arrival pattern than the 84 Hz receptions for
transmission over a 5000 km range.34

V. DISCUSSION

In probing the state of the ocean, it is important to un-
derstand what information is carried in the wave propagation
for a given source frequency. Intuitively, fluctuations in the
ocean sound speed on scales shorter than an acoustic wave-
length should be ineffective sources of refraction for a sound
wave in the ocean. Though, parabolic equation simulations
are unaffected by the inclusion of physically irrelevant fine
scale fluctuations in the sound speed model~except for the
resulting slower computation time!, this inclusion worsens
the correspondence of ray methods to the wave propagation.
On the other hand, ray methods are sensitive to infinitely fine
scale structures. Those fine structures that are not detectable
by the wave propagation lead to physically irrelevant micro-
folds in the phase space manifolds for the rays. These folds
lead to unwanted singularities and the breakdown of semi-
classical approximations. Smoothing of the internal wave
sound speed model allows a significant reduction in the ex-
tent of microfolding and this must lead to a better ray/wave
correspondence.

In our study, we noted that the chirped structure of each
of the internal wave modes gives contributions to the sound
speed fluctuations over a broad range of scales. Thus, limit-
ing the number of vertical modes used in an internal wave
sound speed model does not fully resolve the issue of physi-
cally irrelevant fine structure. For the specific construction of

FIG. 10. Average Lyapunov exponents,m0 and m̄, and the probability dis-
tribution as a function of the smoothing parameter,ls . Both plots are for a
range of propagation of 1000 km. The upper plot is an average of 2000
trajectories within a uniform distribution of launch angleuP@210°,10°#.
The solid line ism0 and the dashed line ism̄. The lower plot is the same as
the previous plot except thatuuuP@8°,10°# in both curves and the smooth-
ing parameter is varied. The solid line is for a smoothing parameter ofls

50.10 km and the dashed line is for a smoothing parameter ofls

50.30 km. A narrow peak near the origin exists in the dashed curve, which
indicates a non-negligible fraction of stable trajectories.
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Colosi and Brown, our calculations gave frequency depen-
dent values for the number of vertical modesJv necessary in
the model. For frequencies of$25,75,150,250% Hz, we found
that the wave field propagation is essentially converged for
Jv5$20,50,90,145%, respectively. However, for the same set
of frequencies, modes greater than the transition modes
Jtrans5$6,18,36,60%, respectively, add structures on a finer
scale thanlmin . Hence, each mode contains a large spread of
frequency contributions so that a low-pass filtering of each
vertical mode is needed.

In order to remove physically irrelevant structures, we
constructed an approximation in the position domain to a
low-pass filter by taking advantage of the monotonicity of
the chirped structure of each mode. The accuracy of this
approximation~though not shown in this paper! was very
good for individual modes. The spatial filtering method that
we developed gives three main advantages: reducing re-
quired computations, better behavior in the neighborhood of
the ocean’s surface, and simplicity with respect to making
the ray correspondence. With this study, it was found that the
vertical scale of interest for the vertical fluctuations is not the
source wavelength,l05c0 / f , but rather the minimum ver-
tical wavelength present in the wave field, which contains
the additional projection factor (tanumax)

21; see Eq.~21!.
umax is the largest angle with respect to the horizontal that
waves can propagate without being stripped out by bottom
interactions and is typically in the neighborhood of 10° – 12°
in the ocean’s mid-latitudes. For these values ofumax the
minimum vertical wavelength is roughly 5–6 timesl0 ; i.e.,
relevant vertical structures are much larger than that implied
by l0 .

Additionally, from the results in Table I,Jv scales more
slowly with increasing frequency thanJtrans. This appears to
be due to the decreasing weighting of the terms in Eq.~9!,
which directly influences the convergence of the wave field
propagation and the value ofJv . If this trend were to con-
tinue, then at a sufficiently high frequency,Jtranswould over-
take Jv in value. Beyond this frequency, low-pass filtering
would no longer serve any purpose; one could simply choose
an appropriateJv . We do not attempt to extrapolate to that
point here using our calculations and model, but note that
wherever it is, the frequency would be so high that very
long-range acoustic propagation would not be possible due
to dissipation. However, it may be useful in the context of
short range acoustic experiments using much higher frequen-
cies to establish a cross-over frequency with a more realistic
model.

We found that smoothing the internal wave sound speed
fluctuations does not, in general, eliminate the problems as-
sociated with ray chaos. The Lyapunov exponents are posi-
tive and significant unless the smoothing scale exceeds 300–
500 m. Thus, in this simplified model, ray chaos continues to
be an important issue for source frequencies above the
15–25 Hz range.

A number of difficulties arise in the study of chaotic
systems. For example, the exponential prolification of rays,
makes it impractical to carry out ray methods. A common
technique to overcome these difficulties is to apply various
statistical methods whose justification derives from the chaos

itself. However, even if you wish to apply these statistical
methods, the validity of semiclassical techniques is still an
issue.

Though it is known in the literature that the background
sound speed profile can dramatically affect the complexity of
the ray dynamics, it is still a question for investigation as to
how significant these effects are on the wave propagation.
Here we use Munk’s canonical model as a simple, smooth
background profile, which is sufficient for a study of the
removal of physically irrelevant structures. However, before
inferring detailed properties of long range experimental data,
it would be good to employ a more realistic background
sound speed wave guide. In fact, this would require a method
for removing fine scale structures from the background in
addition to the internal wave model and would not likely be
subject to as simple a spatial filtering scheme as we used for
the internal waves. We will address these issue in a forth-
coming paper.

A number of interesting questions remain or emerge
from our results. Our computations did not use pulsed
sources, which can be expressed as an integral over a range
of frequencies. It would seem reasonable to assume that the
dynamics should be smoothed less for higher frequencies
than for appreciably lower frequencies. How much attention
must be paid to this issue? Can one make the crude approxi-
mation of using smoothing for the center frequency of a
pulse?

In pulsed experiments, the early arrivals form branches
which correspond to wave energy propagating at the larger
angles nearumax. Depending on the range of propagation,
the late arrival portion of the signal may be constrained to a
narrower range of propagation angles. Is more smoothing
appropriate for this portion due to theumax factor in lmin?

The measureCDV is quite generally a function of range.
Yet, we mainly used 1000 km propagation in our calculations
to determine the optimal amount of smoothing and neglected
the range dependence; we did note however a weak range
dependence. Recall that several approximations are made in
order to arrive at the parabolic equation or other one-way
approximation variants. The neglected terms may also put
range dependence in the propagation, and it would not make
sense to try to be more accurate with the smoothing than the
level of these other approximations. A more detailed under-
standing of the effects of neglected terms would be desirable.

Although there is significantly less microfolding for the
smoothed than for the unsmoothed potentials, there is still
uncertainty as to how much improvement is gained for the
optimal smoothing. This could be made clear by carrying out
the full detailed semiclassical construction and comparing it
to the wave field propagation; we will carry this out in Ref.
19. A much deeper understanding would come from a full
theory based on applying the area-(l0/2p) rule discussed in
Sec. IV C. It would give the most precise answers possible to
questions of which structures are physically irrelevant and
which method removes them in the most optimal way. We
are pursuing this investigation because only by separating
out the physically irrelevant fine structures can we begin to
fully address the ray chaos conundrum and know whether it
can be overcome.
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APPENDIX A: THE SPLIT-OPERATOR, FAST FOURIER
TRANSFORM METHOD

The parabolic equation in Eq.~4! describes the propaga-
tion of an acoustic wave with HamiltonianH5p2/21V,
wherep2/2 andV denote the kinetic and potential energies. A
wave field can be advanced exactly through the application
of the unitary propagation operator exp(2ik0*Hdr). The
split-operator Fourier transform method22 approximates this
operator usingeA1B'eA/2eBeA/2, where A is taken to be
2 ik0*(p2/2)dr52( i /k0)*(k2/2)dr and B is taken to be
2 ik0*V(z,r )dr. Inserting a Fourier transform identity and
rearranging terms before integrating gives a formula for the
propagation of a wave field,Cv(z,r ), at a ranger to a wave
field, Cv(z,r 8), at a ranger 85r 1Dr ,

Cv~z,r 8!5F21@eA/2F@eBF21
†eA/2F@Cv~z,r !#‡##,

~A1!

where F and F21 are the forward and backward Fourier
transforms, respectively. This equation has error
O„(k0 Dr )3

… due to the operator approximation. We approxi-

mate the integral* r
r 8V(z,r )dr'Dr @V(z,r )1V(z,r 8)#/2 and

perform the integration* r
r 8(k2/4)dr5Drk2/4.

The wave fields in this paper are calculated over a ver-
tical grid of zP@22,7# km. The reflection boundary condi-
tion at the surface is not enforced in favor of the wave ex-
periencing a soft reflection from the potential rather than a
hard reflection from the surface. Wave energy which is re-
flected from the surface is eventually absorbed by the bottom
in long range propagations so that this energy is negligible at
a receiver. The soft reflections of the wave are due only to
the background portion of the potential@Munk’s canonical
model in Eq.~8!# whose effects have been extended above
the surface,z,0. The internal wave fluctuations from Eq.~9!
are cut off by the surface filter in Eq.~10! so that they do not
have an effect on the wave above the surface.

The grid size for the propagation is chosen to be depen-
dent on the source frequency~to ensure proper sampling of
the source in the horizontal and vertical directions! and the
maximum number of vertical modes,J ~to ensure proper
sampling of the smallest wavelengths in each vertical mode!.
The grid number in the depth direction is purposely chosen
to be a power of 2 to allow the use of a fast Fourier transform
for the split-operator Fourier method. Specifically, for the
source frequencies 25,75,150,250 Hz, we choseDr
50.01,0.01,0.005,0.0025 km andDz59/N km, where N
51024,2048,2048,2048, respectively. These values are large
enough to guarantee proper convergence of the split-operator
method for the propagation.

APPENDIX B: IMPLEMENTATION OF INTERNAL
WAVE SOUND SPEED MODEL

The efficient numerical scheme devised by Colosi and
Brown17 generates a random ensemble of internal wave ef-
fects for the sound speed model,dciw(z,r )/c0 , through the
following equation:

dciw~z,r !

c0
5

24.5

g

2B

p
N0

2AEDkr

M
exp~23z/2B!

3 (
j 51

Jmax

(
kr5kmin

kmax

sin„j pj~z!…

3A I j ,kr

j 21 j
*
2 cos~f j ,kr

1krr ! ~B1!

where

kj I j ,kr
5

1

b211
1

1

2

b2

~b211!3/2lnS Ab21111

Ab21121
D . ~B2!

A single random seed generates the random phases,f j ,kr

P@0,2p), for each internal wave with vertical mode,j , and
horizontal wave number,kr . These random phases give the
ocean a different internal wave realization for each random
seed. All calculations in this paper were done with a single
realization of the internal wave field, but all results are simi-
lar for averages over an ensemble of internal wave fields as
well. Each internal wave in the superposition has the statis-
tics of the Garrett–Munk spectrum. The full Garrett–Munk
energy ofE56.331025 has been used in all calculations.
Our calculations are done for a latitude of 30° so that the
inertial frequency isf i51 cycle per day. The buoyancy pro-
file is assumed to have the formN(z)5N0e2z/B, whereN0

51 cycle per 10 min is the buoyancy frequency at the sur-
face. We considered the depth of the ocean to beH55.0 km,
even though we extended the propagation range to the region
@22,7# km for the reasons described in Appendix A.

The particular functional forms and constants used in
this paper are as used by Colosi and Brown. Some of these
forms and constants have already been identified in the body
of the paper@i.e., near Eq.~9!#, while the others are listed
here. We took the gravitational accelerationg59.81 m/s2,
M5(p j * 21)/2j

*
2 and the principle mode numberj * 53.

We took 512 horizontal internal wave numbers equally
spaced byDkr for krP2p@0.01,1.0# cycles per km. In the
expression forI j ,kr

, we tookkj5 f ip j /N0B and the ratiob
5kr /kj .
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Using a model of underwater acoustic waveguide with a periodic range dependence, travel times of
chaotic rays at long-range sound propagation in the ocean are studied. It is shown that the travel time
as a function of the initial momentum and propagation range in the unperturbed~range-independent!
waveguide displays a scaling law. Some properties predicted by this law still persist in periodically
nonuniform waveguides with chaotic ray trajectories. Ray tracing has demonstrated that the
coexistence of chaotic and regular rays causes an appearance of a gap in the timefront, representing
ray arrivals in the time–depth plane. Besides the gap, a ‘‘focusing’’ of ray travel times has been
found within a comparatively small temporal interval preceding the gap. In numerical simulation of
a sound pulse propagation this phenomenon reveals itself in the appearance of a bright spot in the
distribution of acoustic energy in the time–depth plane. It has been shown that the effect of focusing
is a manifestation of the so-called stickiness, i.e., the presence of such parts of the chaotic trajectory
where the latter exhibits an almost regular behavior. ©2005 Acoustical Society of America.
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I. INTRODUCTION

In the past two decades it has been realized that ray
chaos—analog to dynamical chaos in mechanics—is an im-
portant factor determining properties of sound fields at long-
range propagation in the ocean. This has been demonstrated
for idealized propagation models with mainly periodic range
dependences,1–9 as well as for more realistic models includ-
ing mesoscale inhomogeneities or that induced by internal
waves.10–15Special attention has been given to studying cha-
otic properties of the ray travel times representing arrival
times of sound pulses coming to the receiver through indi-
vidual rays.11,12,16–21The ray travel time has been the main
signal parameter in the underwater acoustics experiments
from which inversions have been performed to reconstruct
ocean temperature field.22,23

An environmental model widely used in studies of the
chaotic ray motion represents a superposition of a smooth
range-independent~or slowly varying with range! sound-
speed field and a weak range-dependent perturbation induced
by internal waves.11,12 The perturbation gives rise to ray
chaos. Numerical ray tracing has demonstrated that there ex-
ists a remarkable connection between travel times and shapes
~topologies! of ray trajectories. It turns out that travel times
of chaotic eigenrays, that is, rays arriving at a fixed observa-
tion point, usually form rather compact clusters.16,21 Each
cluster is formed by eigenrays with equal identifiers6M ,
whereM is the number of ray turning points and6 is the
sign of the launch angle. Clusters formed by steep rays may
be resolved even at very long ranges~up to a few thousand

kilometers!. This phenomenon sheds new light on the sur-
prising stability of the early portion of the arrival pattern
observed in both numerical simulations and field
experiments.24–29The point is that the center of each cluster
is close to the travel time of an unperturbed eigenray whose
identifier is equal to that associated with the cluster. It is
important to note that, having the same topology and close
travel times, trajectories of rays forming the cluster may sig-
nificantly deviate from each other.

In a series of recent papers19,30,31~see also Ref. 32! we
further investigated connections between travel times of cha-
otic rays and topologies of their trajectories. This was done
for a waveguide with a periodic range dependence, and the
emphasis was given to effects caused by the coexistence of
chaotic and regular rays. Although an environmental model
exploited in Refs. 19, 30, and 31~this model was borrowed
from Ref. 3! is somewhat artificial, it provides a good start-
ing point for a ray-based analysis of an irregular structure of
the wave field. The fact is, the properties of ray chaos in a
periodic waveguide are identical to extensively studied prop-
erties of chaotic dynamics of a nonlinear oscillator driven by
an external periodic force.33,34Therefore, in order to investi-
gate the chaotic ray motion one can apply methods derived
in mechanics. In particular, the use of the Poincare´ map al-
lows one to find areas in the phase space visited by predomi-
nantly chaotic ~‘‘chaotic sea’’! or predominantly regular
~‘‘stable islands’’! rays.1–3 On the other hand, a counterpart
of the ray travel time in classical mechanics is the Hamilton
principal function~the action integral!, i.e., such a character-
istic of dynamical systems that is, typically, not measured
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experimentally and for this reason has not received much
attention in theory of dynamical chaos.

In this paper we present a brief review of results ob-
tained in Refs. 19, 30, and 31 that concern properties of ray
travel times at long-range sound propagation. For simplicity
it is assumed that the wave propagation can be described in
the parabolic equation approximation.11,35,36The analysis of
the ray motion will be performed in the scope of the Hamil-
tonian formalism.1,11,12One of our objectives is to investigate
the dependence of the ray travel timeT on the starting mo-
mentump05tanx0 (x0 is the launch angle!. It is shown that
in the unperturbed~range-independent! waveguide the evo-
lution of this dependence with range is governed by a scaling
law. It turns out that some features of functionT(p0) estab-
lished in the unperturbed waveguide remain valid in the pres-
ence of perturbation giving rise to ray chaos.

We also investigate a chaotic structure of the timefront,
representing ray arrivals in the time–depth plane. Our atten-
tion is restricted to two phenomena caused by the coexist-
ence of chaotic and regular rays. One of them is the appear-
ance of a gap in the timefront with a very low density of
arrivals. Another phenomenon consists of focusing of ray
travel times within some area of the time–depth plane near
the gap. It is shown that this effect is associated with the
so-called stickiness, i.e., the presence of such parts of the
chaotic trajectory where the latter exhibit an almost regular
behavior.37 This occurs when, after wandering in the phase
space, the trajectory approaches a stable island and ‘‘sticks’’
to its border for some time that may be fairly long. We dem-
onstrate that the effect of focusing clearly manifests itself at
finite wavelength in the appearance of a bright spot in the
distribution of acoustic energy in the time–depth plane.

In numerical simulation we have applied standard meth-
ods routinely used for modeling wave fields in inhomoge-
neous underwater sound channels.11,36 Ray equations have
been solved using the fourth-order Runge–Kutta method. In
order to compute the wave field at finite wavelength, we
have solved the parabolic equation with the codeMMPE.38

This code, created by Smith and Tappert for solving a wide-
angle parabolic equation, was slightly modified for treating
the standard parabolic equation considered in our work. All
numerical computations were done in double precision to
insure minimal effects of roundoff.

The paper is organized as follows. In Sec. II we give a
brief description of ray theory in the small-angle approxima-
tion. Properties of ray travel times in the range-independent
~unperturbed! waveguide are examined in Sec. III. Here, we
analyzeT(p0) curves representing the travel time,T, versus
starting momentum,p0 . Simple relations characterizing in-
dividual segments of this curve are derived. A scaling law
describing the evolution of the segment with range is estab-
lished.

In Sec. IV we study ray travel times in the perturbed
waveguide. This is done with an example of a propagation
model representing a deep ocean acoustic waveguide with a
range-dependent perturbation giving rise to ray chaos. A
phase portrait of our system is constructed using the Poincare´
map. By means of numerical ray tracing we investigate
stable features of the travel time dependence on starting mo-

mentum. In this section we demonstrate the presence of areas
in the time–depth plane with abnormally low~gap! and ab-
normally high~focusing of ray travel times! densities of ar-
rivals. The role of stickiness and chaotic jets in focusing of
ray travel times is discussed. The manifestation of this phe-
nomenon at finite wavelength is illustrated with a numerical
example. In Sec. V the results of this work are summarized.

II. PARABOLIC EQUATION APPROXIMATION

Consider a two-dimensional underwater acoustic wave-
guide with the sound speedc being a function of depth,z,
and range,r . The sound wave fieldu as a function ofr , z,
and time,t, may be represented as

u~r ,z,t !5E dvũ~r ,z,v!e2 ivt, ~1!

with ũ governed by the Helmholtz equation35,36

]2ũ

]r 2 1
]2ũ

]z2 1k2n2ũ50, ~2!

wherek5v/c0 , n5c0 /c(r ,z), andc0 is a reference sound
speed. In the small-angle approximation, when sound waves
propagate at small grazing angles with respect to the hori-
zontal, the Helmholtz equation may be approximated by the
standard parabolic equation.11,35,36Presentũ as

ũ~r ,z,v!5 ṽ~r ,z,v! eikr , ~3!

and substitute this expression into Eq.~2!. On neglecting the
second derivative ofṽ with respect tor , we arrive at the
parabolic equation

2ik
] ṽ
]r

1
]2ṽ
]z2 1k2~n221!ṽ50, ~4!

which formally coincides with the time-dependent Schro¨-
dinger equation. In this analogyr plays a role of time and
k21 is associated with the Planck constant.

The solution to Eq.~4! in the geometrical optics~semi-
classical! approximation is expressed through parameters of
ray trajectories governed by the Hamilton equation1,11,39

dz

dr
5

]H

]p
,

dp

dr
52

]H

]z
, ~5!

with the Hamiltonian

H5
p2

2
1U~r ,z!, ~6!

where

U~r ,z!5
12n2~r ,z!

2
. ~7!

The variablep is an analog to the mechanical momentum. It
relates to the ray-grazing anglex by p5tanx.

In deep-water acoustic waveguides the sound-speed pro-
file at any cross section (r 5const) usually has a minimum at
a depth of about 1 km.35 Correspondingly, the ‘‘potential’’U
in Eq. ~7! represents a potential well whose parameters may
vary with ranger . Sincer is a time-like variable, our Hamil-
tonian system formally coincides with that describing a me-
chanical particle oscillating in a time-dependent potential
well.
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For the point source located atr 50 andz5z0

ṽ5(
n

An~zr ,z0 ,r ,v!eikSn(zr ,z0 ,r ), ~8!

where each term represents a contribution to the total wave
field from an eigenray. The sum goes over all the eigenrays
contributing at a particular receiver position (r ,zr). In the
above formula the superscriptn numbers the eigenrays,An

andSn are the amplitude and the eikonal of thenth eigenray,
respectively. The eikonal—analog to the Hamilton principal
function in mechanics—is defined by the integral11,39

S5E ~p dz2Hdr ![E p dz2E Hdr, ~9!

over the ray trajectory from (0,z0) to (r ,zr). It satisfies the
well-known relations39

]S~zr ,z0 ,r !

]zr
5pr ,

]S~zr ,z0 ,r !

]z0
52p0 , ~10!

wherep0 andpr are starting and final momenta, respectively.
The amplitudeA(zr ,z0 ,r ) is given by40

A5C~v!AU ]2S

]zr]z0
U5C~v!A 1

u]zr /]p0u
, ~11!

where C(v) is a function determined by the time depen-
dence of the radiated signal, and the derivative]zr /]p0 is
taken at the ranger .

Substituting Eqs.~3! and ~8! into Eq. ~1! yields

u~r ,zr ,t !5(
n
E dvAn~zr ,z0 ,r ,v!

3expS ivS r

c0
1

1

c0
Sn~zr ,z0 ,r !2t D D . ~12!

Each term in this sum represents a sound pulse coming to the
observation point through a particular eigenray. The quantity

T5
r

c0
1

1

c0
S~zr ,z0 ,r !, ~13!

determines a delay of the pulse relative to an initially radi-
ated signal and is called the ray travel time. Note that for the
point source Eq.~12! translates to

u~r ,zr ,t !5(
n
A k0

2p i u]zr /]p0up05p0,n

s~Tn~r ,zr !2t !,

~14!

where k05v0 /c0 with v0 being a central frequency, and
s(t) represents the shape of an emitted pulse.

Our main task in this paper is to study general properties
of ray travel times in acoustic waveguides. This problem is
equivalent to studying properties of the principal Hamilton
function S of a mechanical particle oscillating in a potential
well.

III. RAY TRAVEL TIMES IN A RANGE-INDEPENDENT
WAVEGUIDE

A. Environmental model

In what follows we consider the sound-speed field

c~r ,z!5 c̄~z!1dc~r ,z!, ~15!

representing a superposition of a smooth range-independent
profile c̄(z) and a weak perturbationdc(r ,z) giving rise to
ray chaos. In numerical simulationc̄(z) has been taken in the
form of the Munk profile35,41

c̄~z!5c0~11«~eh2h21!!, h52~z2za!/B, ~16!

wherec051.5 km/s, za521 km is the sound-channel axis
~depth corresponding to the minimum of sound speed!, «
50.0057, andB51 km. It is assumed that thez axis is di-
rected upward andz50 corresponds to a water surface.

Following Refs. 3, 17, 19, and 30, we choose a pertur-
bation

dc~r ,z!52gc0

z

B
e2z/B cos~2pr /l!, ~17!

whereg50.01 and the spatial periodl510 km. The ampli-
tude ofdc takes its maximum value of about 5 m/s at 500-m
depth. The total sound-speed profile and an amplitude of its
variations are shown in Fig. 1. Although this perturbation is
highly idealized, it gives rise to a chaotic ray motion whose
properties resemble that observed in more realistic environ-
mental models.11,12,21 For example, travel times of chaotic
rays with equal identifiers in a waveguide determined by
Eqs.~15!–~17! form rather compact clusters.30 It also should
be mentioned that the Lyapunov exponents characterizing
stochastic instability of chaotic ray paths in our model are
approximately the same@about 0.01 km21 ~Ref. 19!# as in a
typical deep-water waveguide with internal wave-induced
inhomogeneities.11,21 Besides, the expression~17! is so
simple that it can be used not only in numerical simulations
but even in obtaining analytical estimates~e.g., as it was
done in Ref. 31!. An important advantage of our perturbation
is its periodic range dependence, which allows one to apply
the Poincare´ map for investigating the structure of the phase
space. This option will be used in Sec. IV A.

FIG. 1. Solid curve represents the unperturbed sound-speed profile. Two
dashed curves show maximum deviations due to the perturbation.
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B. Description of a ray trajectory

Let us begin with a simple case of a range-independent
sound-speed profilec(r ,z)5 c̄(z). Then, Snell’s law35 has
the form analogous to the energy conservation law in classi-
cal mechanics.39 Along the ray path

H~p,z!5E, ~18!

with E being a constant.39 The ray trajectory is a periodic
curve whose momentum as a function of depthz and ‘‘en-
ergy’’ E is

p~z,E!56A2@E2U~z!#. ~19!

Let us introduce the action variableI connected toE via1,39

I 5
1

p E
zmin

zmax
dzA2@E2U~z!#, ~20!

wherezmin and zmax are the lower and upper turning points
satisfying an equation

U~z!5E. ~21!

Equations~20! and~21! define the functionE(I ). They also
definezmin andzmax as functions ofI .

According to the first of Eqs.~5! and Eq.~6!, dz/dr
5p. This relation, combined with Eq.~19!, gives a simple
formula for a range between a minimum of the ray trajectory
and a closest point at which the ray takes coordinatez

g~z,I !5E
zmin

z

dz/p~z,E~ I !!. ~22!

Notice that g(zmax,I)5L(I)/2, whereL is a period ~cycle
length! of the ray path. Differentiating Eq.~20! with respect
to E yields a well-known relation for the spatial frequency of
ray path oscillations1,39

V~ I !5
2p

L~ I !
5

dE~ I !

dI
. ~23!

Note that, in the vicinity of the lower turning point, i.e.,
at z close tozmin

g~ I ,z!5
2

Q
~z2zmin!

1/2, ~24!

where

Q5A22U8~zmin!, U8[dU/dz. ~25!

By definition

g<L/2. ~26!

The general expression determining the ray trajectory con-
necting points (0,z0) and (r ,z) is given by

r 5R~z0 ,z,I !, ~27!

with

R~z0 ,z,I !5ag~z0 ,I !1N L~ I !1bg~z,I !. ~28!

Here,N is the number of trajectory cycles, and coefficientsa
and b are defined by signs of starting and final momenta,
respectively:a52sgnp0, b5sgnp. For brevity, we do not
indicate explicitly the argumentsa, b, andN of the function
R.

C. Ray travel time as a function of starting momentum

Two curves shown in Fig. 2 graph dependencies of the
ray travel timeT on the starting momentump0 at ranges of
1500 and 3000 km~in modern experiments on long-range
sound propagation, acoustic paths typically are on the order
of a few thousand kilometers24–26!. Here and in what fol-
lows, we present numerical results obtained for a case when
the wave field is excited by a point source set at a depth of 1
km, i.e., on the axis of the sound channel. Only positivep0

are considered in Fig. 2. For negativep0 the results are simi-
lar. For each curve the ray travel time is figured fromT(0),
arrival time of a pulse coming through a ray starting hori-
zontally ~with p050).

Note that bothT(p0) curves in Fig. 2 have an important
common feature: each curve has ‘‘shelves’’ where its slopes
with respect to the horizontal are small. At intervals of start-
ing momenta corresponding to these shelves, the ray travel
time T is most stable~least sensitive! with respect to small
variations inp0 . Using the first of Eqs.~10! and Eq.~13!, it
is easy to see that

]T

]p0
5

1

c0
p

]z

]p0
. ~29!

The derivative]T/]p0 vanishes at ranges where the ray
passes through caustics (]z/]p050) and at ranges corre-
sponding to ray turning points (p50). Although the ray es-
caping a point source does not encounter caustics at turning
points, it is well-known that at long ranges each caustic is
located in the vicinity of a turning point.42 So, zeros of
]T/]p0 should come in closely spaced pairs, determining
positions of centers of the shelves.

This result means that theT(p0) curve may be divided
into elementary segments so that each segment connects cen-

FIG. 2. Ray travel time as a function of starting momentum at ranges of
1500 km ~upper curve! and 3000 km~lower curve!. Rays escape a point
source set at a depth of 1 km. Travel times are figured from arrival times of
axial rays with starting momentap050. Segmentsa andb marked by thick
lines are formed by rays with identifiers162 ~1500-km curve! and 1124
~3000-km curve!, respectively. Starting momenta of both segments are close
to p050.14. Inset: Segmentsa andb ~solid lines! shown on the same plot
with travel times figured from their earliest points. A dashed line represents
segmentb extended along thep0 axis by a factor of 2 and shifted along this
axis.
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ters of neighboring shelves and is formed by a ray with:~i!
the same number of cycles;~ii ! starting momenta of the same
sign; and~iii ! final momenta of the same sign. All such rays
have the same values of constantsa, b, andN @see Eqs.~27!
and~28!#. In other words, all rays forming the segment have
the same identifier6M . At long ranges, where the condition

N@1 ~30!

is met, the shape of the segment can be analytically de-
scribed. Let us consider this issue in detail.

Take a segment of theT(p0) curve at the ranger formed
by rays starting from the point (0,z0) with initial momenta
p0 belonging to an interval

p0* <p0<p0** . ~31!

Assume that the limiting valuesp0* and p0** correspond to
rays that have at the ranger the lower and upper turning
points, respectively. The difference

DT5T~p0!2T~p0* !, ~32!

with p0 satisfying the condition~31!, determines the shape of
the segment. Our task is to derive an approximate analytical
expression for the functionDT(Dp), where

Dp5p02p0* . ~33!

If the condition~30! is met, then an approximate relation
following from Eqs.~27! and ~28!

g~z,I !52NLp0
Dp, ~34!

with Lp0
[]L/]p0 , is valid. Since the value ofg is restricted

@see~26!# Dp decreases with range asL/r 5O(1/N). This
means that the interval ofp0 , and, hence, the interval of
actionI , corresponding to the segment decreases with range.
Neglecting the difference between actions of rays forming
the segment, we can approximately integrate the first of Eqs.
~10! arriving at

DT5
1

c0
G~z,I !, ~35!

where

G~z,I !5E
zmin

z

dzA2~E2U~z!. ~36!

To find DT(Dp) one should substitute in Eq.~35! the coor-
dinatez and the actionI of the ray with starting momentum
p05p0* 1Dp. Note that the total time spread corresponding
to the segment~given by the maximum value ofDT) is

DTmax5p Ī /c0 , ~37!

where Ī is the mean action of the segment.
An explicit dependence ofDT on Dp can be easily de-

rived for rays with small final momenta. Consider rays
whose coordinatesz at the ranger are close to their lower
turning points. For such rays Eq.~24! gives a simple connec-
tion betweeng andz. A similar result forG(z,I ) is given by

G~z,I !5Q 2
3 ~z2zmin!

3/2. ~38!

Substituting Eq.~34! into Eq. ~24! and exploiting Eqs.~35!
and~38! yields that, in the vicinity of the lower turning point

DT52
1

12c0
Q4Lp0

3 ~NDp!3, ~39!

which explicitly describes the shape of the shelf correspond-
ing to the lower turning point. A similar expression is valid
in the neighborhood of the upper turning point.

Equation~39! may be used for estimation of the ‘‘shelf’’
width, Dp. Defining Dp as a value ofDp corresponding to
DT5DTmax/12, we get from Eq.~39!

Dp5
1

N

~pI !1/3

Lp0
Q4/3. ~40!

It should be pointed out that Eqs.~35! and ~36! as well
as Eq.~39! do not take into account the presence of a caustic
near the ray turning point. These equations predict only one
zero of the derivative]T/]p0 on the shelf, namely, that at the
turning point wherep50. Making use of Eqs.~24!, ~28!, and
~34!, we find that the value ofDp5Dpc corresponding to a
ray passing through a caustic at the ranger can be estimated
as

Dpc5
1

N2

8pp0*

Q4Lp0

2 L
. ~41!

Thus, we haveDp5O(1/N) and Dpc5O(1/N2), i.e., at
long ranges

Dpc!Dp.

This means that our approach based on Eqs.~35!, ~36!, and
~39! provides an analytical description of the whole segment,
excluding only small parts formed by rays withp0 close to
p0* andp0** . At these parts of the segment the value ofDT
is either very small (DT!DTmax) or close toTmax (DTmax

2DT!DTmax).

D. Scaling law

Let us apply the above analytical results for investiga-
tion of general properties of theT(p0) curve in a range-
independent waveguide. Notice that the rays reflecting off
the surface have a nonzero momentum at its upper turning
point, and the derivative]T/]p0 does not tend to zero when
the ray approaches the upper turning point. Therefore,
surface-bounce rays do not form shelves corresponding to
upper turning points unless they strike the surface at small
grazing angles. In what follows we restrict our attention to
purely refracted rays.

Both curves shown in Fig. 2 are formed by rays that do
not reflect off any surface. Each segment of these curves
connects two shelves corresponding to the lower and upper
turning points. The temporal interval between neighboring
shelves,DTmax, is given by Eq.~37!.

Equations~35!–~37! describing the shape of the segment
can be applied for studying how theT(p0) curve evolves
with range. As earlier, we consider only long enough ranges
and assume that the condition~30! is met. Note that Eq.~37!
does not depend explicitly on the ranger . It means that if we
select some starting momentump̄0 and take segments of
T(p0) curves embracing thisp̄0 at different ranges, then all
such segments have approximately thesame time spread.

1599J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 Smirnov et al.: Travel times of chaotic rays



This conservation law may be generalized if we take into
account that, according to Eq.~34!, the coordinatez is a
function of the productNDp. SinceN for a ray with some
fixed starting momentum is proportional tor , Eq. ~35! leads
to a scaling law determining the range dependence of the
segment shape. ConsiderDT defined by Eq.~32! as a func-
tion of three arguments:Dp, r , and p̄0 . The latter defines a
particular segment: it determines the interval~31!. Then, the
range variation of the segment is given by

DT~Dp,r ,p̄0!5DT~Dp/m,mr ,p̄0!, ~42!

wherem is a positive constant. In particular, this result means
that a segment determined by a fixed starting momentump̄0

has a fixed~range-independent! time spread, and an interval
of starting momenta corresponding to this segment is in-
versely proportional to range, i.e.,

p0** 2p0* 5const/r . ~43!

To illustrate the scaling law~42!, take two segments in
Fig. 2 marked with symbolsa ~at 1500 km! andb ~at 3000
km!. Both are formed by rays with starting momenta close to
p050.14. In agreement with Eq.~43!, the number of seg-
ments on the lower curve is two times greater than that on
the upper one. We use segmentsa andb to check Eq.~42!.
This is done in the inset. The segments are shown here on the
same time scale with travel timesDT figured from their
minima. In agreement with Eq.~42!, both segments span
almost the same temporal interval, while the interval of start-
ing momentump0 for b is two times smaller compared to
that for a. Furthermore, the segmentb extended by a factor
of 2 along thep0 axis ~dashed curve! after an appropriate
shift along this axis almost coincides with the segmenta.

E. Timefront

In the lower panel of Fig. 3 the distribution of ray travel
times is presented in an alternative form. Each point depicts
a ray arrival in a time–depth plane. This is the so-called
timefront consisting of segments of smooth curves. Every

segment is formed by rays with the same identifier6M .
Therefore, each segment of the timefront has a counterpart in
the correspondingT(p0) curve ~see Sec. III C!. Using Eq.
~37! a period of the broken line—time delay between two
consecutive minima—at long ranges can be estimated as

t52p Ī /c0 . ~44!

Here, we have taken into account that at long ranges rays
forming neighboring segments have close actions, and de-
note the mean value of these actions byĪ . This formula
representing a particular case of Eq.~35! is a known result. It
was derived and discussed in Refs. 43–46.

The upper panel in Fig. 3 shows the amplitude of a short
pulse as a function of time and depth. This function has been
computed at a range of 3000 km for a case when an initial
pulse emitted by the point source has a shape

s~ t !5expS 2
t2

2t2D cosv0t, ~45!

determined by two parameters: a central frequencyv0/2p
575 Hz and an effective pulse durationt50.02 s. It is seen
that the timefront properly predicts distinctive features in the
distribution of acoustic energy in the time–depth plane.

IV. TRAVEL TIMES OF CHAOTIC RAYS

A. Phase portrait of the ray system

The ray motion in the environmental model defined by
Eqs. ~15!–~17! was studied in Refs. 3, 17, 19, and 30. The
phase portrait of the ray system is shown in Fig. 4. It has
been plotted using the Poincare´ map1–5

~pn11 ,zn11!5T̂~pn ,zn!, ~46!

where a symbolT̂ denotes transformation of the momentum
and coordinate of a ray trajectory taken at a rangenl to that
at a range (n11)l. Thus, Fig. 4 shows ray positions in
phase space at ranges spaced apart byl. Only rays that do
not reflect off the bottom~set at a 6-km depth! have been
considered. We see a typical picture of stable islands filled
with regular curves surrounded by a chaotic sea filled with
randomly scattered points.

FIG. 3. Upper panel: Pulse signal in the unperturbed waveguide at range
3000 km. Amplitude of the acoustic wave field is shown as a function of
travel time and depth. Lower panel: Timefront in the unperturbed waveguide
at the range 3000 km.

FIG. 4. Phase portrait of the ray system constructed using the Poincare´ map.
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Rays leaving our point source have initial conditions at
the straight linez521 km. In Fig. 4 it is seen that the
central part of this line corresponding to interval of starting
momenta

20.131,p0,0.131, ~47!

belongs to the central stable island. This means that flat rays
are predominantly regular while steep rays withup0u
.0.131 are predominantly chaotic. Note that in more realis-
tic environmental models steep rays are, on the contrary,
more stable than flat ones.12,21

B. Stable features in the travel-time dependence on
the starting momentum

Ray dynamics in the environmental model defined by
Eqs. ~16! and ~17! has been studied in Refs. 3, 17, 19, and
31. Numerical simulations demonstrate that the ray chaos in
this model at ranges of a few thousand km is well developed
and ray paths at such ranges practically ‘‘forget’’ their start-
ing parameters. Therefore, it might be expected that travel
times of chaotic rays also become practically random and
their dependences on starting momenta are completely dif-
ferent from that in the range-independent waveguide. How-
ever, it turns out that travel times of chaotic rays retain some
properties observed in range-independent waveguides. In
Sec. III C we have noticed the following features of the un-
perturbedT(p0) curve.

~i! The curve has shelves where the derivative]T/]p0

vanishes. Correspondingly, the density of points de-
picting ray arrivals at shelves is larger than at other
parts of theT(p0) curve.

~ii ! Each segment of the curves connecting neighboring
shelves is formed by rays with the same identifiers.

~iii ! A range variation of theT(p0) curve exhibits a scal-
ing law.

We argue that these features have analogs for chaotic rays. In
the dependence of the ray travel time on the starting momen-

tum shown in Fig. 5, we see that in the perturbed waveguide
the density of arrivals has local maxima at times close to that
of unperturbed shelves. Figure 6 demonstrates that arrival
times of chaotic rays with the given identifier occupy ap-
proximately the same temporal interval as that spanned by
unperturbed rays with this identifier. It can be said that in the
presence of perturbation, the segment ofT(p) curve turns
into a strip that covers approximately the same interval of
times. Widths of intervals of starting momenta corresponding
to such strips grow inversely proportional to range, and in
this sense the scaling law remains valid in the perturbed
waveguide.

C. Gap between travel times of chaotic and regular
rays

In a similar way the stability of ray travel times reveals
itself in the perturbed timefront shown in Fig. 7. A remark-
able property of the ray travel time is that even under con-
ditions of ray chaos this characteristic, to a considerable ex-
tent, is determined by the ray identifier, i.e., by the topology
of a ray trajectory. Ray tracing demonstrates that travel times
of chaotic rays with the same identifier form surprisingly
compact clusters.21 In the presence of perturbation giving
rise to ray chaos, perturbed rays with the given identifier
produce a fuzzy version of the unperturbed segment.19,21,46

Some of these fuzzy segments do not overlap and the corre-
sponding part of the timefront looks similar to its counterpart
in the unperturbed waveguide. Six fuzzy segments formed by
rays with identifiers6105, 6106, and6107 are indicated.
These are the same arrivals that form strips shown in two
lower plots in Fig. 6~each strip corresponds to two fuzzy
segments with identifiers1M and 2M ). Consistent with
our expectation, most stable are segments formed by flat rays
belonging to the central stable island in Fig. 4. These seg-
ments are well resolved in the rear part of the arrival pattern
in Fig. 7.

In Refs. 19 and 30 it has been shown that in our envi-
ronmental model the coexistence of chaotic and regular rays
causes an appearance of the gap in the timefront. In the upper
panel of Fig. 7 this gap is observed in the interval of times
between 1998 and 1998.5 s. In order to explain this phenom-
enon, we turn our attention to Fig. 8, where a distribution of
numbers of turning pointsM at range 3000 km is shown for
rays with negative starting momenta. The distribution has a
gap atM5121, 122, and 123. For rays with positive starting
momenta there is a similar gap for the same values ofM . So,
the percentage of rays with identifiers6121, 6122, and
6123 is comparatively small.

In Ref. 30 we argue that this is due to the chain of five
stable islands within a chaotic sea~see Fig. 2!. The point is
that chaotic and regular~unperturbed! rays with equal iden-
tifiers have equal mean cycle lengths and, as a consequence,
close values of mean actions. Therefore, trajectories of these
rays in the phase space should be more or less close. A nu-
merical ray tracing shows that unperturbed rays with identi-
fiers6121, 6122, and6123 intersect areas occupied by the
five stable islands seen in Fig. 4. Since chaotic rays cannot
‘‘penetrate’’ into the islands, this fact qualitatively explains

FIG. 5. Ray travel time versus starting momentum in the unperturbed~thick
solid lines! and perturbed~points! waveguides at ranges of 1500 km~a! and
3000 km~b!.
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the lack of rays with the aforementioned identifiers in the
presence of perturbation.

Even in the presence of perturbation the spread of travel
times for rays with the same identifier is comparatively
small. Therefore, a gap in the distribution of ray turning
points leads to an appearance of a gap in the timefront.
Moreover, since travel times of perturbed and unperturbed
rays with the same identifier are rather close,46 the width of
the gap in travel times can be roughly estimated using Eq.
~44!. According to this formula the difference in travel times
of rays with identifiers 6M and 6(M1DM ) can be
roughly estimated asDt'pIDM /c0 . A width of an interval
of missing identifiers—a width of the gap in Fig. 8—can be
estimated asDM54. Mean values of actions for rays with
M close to 120 are about 0.06 km. This yieldsDt50.5 s, a
reasonable prediction for a width of the gap in the perturbed
timefront seen in the lower panel of Fig. 7.

The density of dots in the timefront is approximately

proportional to the acoustic field intensity. Comparing the
upper and lower panels in Fig. 7 we see that, due to effects of
diffraction, the gap, so clearly seen in the timefront, is to a
considerable extent ‘‘filled’’~in both space and time! in the
arrival pattern computed at a finite wavelength.

D. ‘‘Focusing’’ of ray travel times

Numerical simulation demonstrates another interesting
feature in the distribution of sound energy in the time–depth
plane. We mean a bright spot clearly seen in the lower panel
of Fig. 7 at times between 1997 and 1997.3 s. Its appearance
is another manifestation of the coexistence of chaotic and
regular rays. In order to investigate this phenomenon, we
return to Fig. 8 and note the presence of a large maximum at
M5120. A similar maximum exists in a similar plot~not
shown! constructed for rays with positive starting momenta.
Thus, a percentage of rays with identifiers6120 is much
greater than that for any other identifier. Figure 9 shows that
the bright spot lies at the intersection of two fuzzy segments
of the perturbed timefront formed by contributions from rays
with identifiers 6120. Comparison with unperturbed seg-
ments with the same identifiers shown in the figure demon-
strates that the perturbation causes the shift of ray arrivals
toward early times.

Another important thing about the rays withM5120 is
that they are relatively stable. In order to characterize quan-
titatively the sensitivity of ray paths to small variations in
initial conditions, we have followed Ref. 11 and computed
the absolute difference,dz5uz12z2u, in arrival depths,z1

and z2 , of two rays with starting momenta that differ by
dp051027. In Fig. 10~a! this difference is shown as a func-
tion of starting momentump0 at the range 3000 km. The plot
has been constructed by tracing 80 000 pairs of fan rays es-
caping the point source. A segment of this line within the
interval up0u,0.131 belongs to the large central island. Since
rays with such initial conditions are predominantly regular,
the smallness ofdz in this interval is not surprising. Much
less expected are intervals of smalldz corresponding to val-
ues ofp0 belonging to the chaotic sea. Two~most discern-
ible! of these intervals are marked with symbolsA andB. A
detailed analysis shows that they are formed by rays with
identifiers6120. In Fig. 10~b! we present values ofdz for
all fan rays with identifiers2120. Figure 10~c! zooms in on
a small fraction of Fig. 10~b!, and Fig. 10~d! in turn provides
a magnified view of a small fraction of Fig. 10~c!. Results
presented in Figs. 10~b!, ~c!, and~d! look similar, suggesting
that the dependence ofdz on p0 has a fractal structure. All
plots consist of intervals filled with randomly scattered
points interspersed with intervals of very smalldz. At such
intervals the dependences ofdz on p0 look like segments of
straight lines. Similar results have been obtained for rays
with identifiers1120.

E. Role of stickiness and chaotic jets in focusing of
ray travel times

In Fig. 4 we can see that the straight linez521 km that
determines initial conditions for rays escaping our point
source intersects none of the five islands forming the chain.

FIG. 6. Ray travel time versus starting momentum in the unperturbed~thick
solid lines! and perturbed~points! waveguides at ranges of 1500 km~upper
row of plots! and 3000 km~lower row of plots!. In the upper plots randomly
scattered points depict arrivals of rays withM554 turning points~left plot!
and withM553 and 55~right plot!. Similarly, the lower row of plots depict
arrivals of rays withM5106 turning~left plot! andM5105 and 107~right
plot!.

FIG. 7. The same as in Fig. 3 but for the perturbed waveguide. Identifiers
6105, 6106, and6107 are shown next to corresponding fuzzy segments.
These segments are formed by the same rays that make up the strips present
in two lower plots in Fig. 6.
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However, this does not mean that all fan rays with starting
momenta outside the central island are chaotic. A more de-
tailed analysis show that each of the five islands is sur-
rounded by six smaller islands graphed in Fig. 11. Two of
these islands are intersected by the linez521 km. Seg-
ments of this line within the two islands form central parts of
intervalsA andB shown in Fig. 10~a! @intervalA is also seen
in Fig. 10~b!#.

Our ray tracing has demonstrated that most parts of rays
with identifiers 6120, including those that form segments
with small dz in Fig. 10, are chaotic. Their relative stability
is caused by the so-called stickiness, i.e., the presence of
such parts in chaotic trajectories where the latter exhibit an
almost regular behavior. This occurs when, after wandering

in the phase space, the trajectory approaches a stable island
and ‘‘sticks’’ to its border for some time that may be fairly
long.37 The point is that regular rays belonging to any of the
islands shown in Fig. 11 at the range 3000 km have identi-
fiers 1120 or2120. A significant part of rays starting from
points in the phase plane close to these islands sticks to their
borders and stays near the borders at long enough range in-
terval. At this interval the sticky rays exhibit almost regular
behavior, mimicking that of regular rays forming the islands.
Therefore, the sticky rays have the same identifiers as their
regular counterparts from the islands.

This statement is illustrated in Fig. 12. In the left column
we see two Poincare´ maps for a typical ray with starting
momentum from intervalC in Fig. 10~c!. The trajectory has
been computed up to a range of 30 000 km. In the upper plot
we use only the first 3000 km of this trajectory. The lower
plot has been constructed using the whole ray path. By com-
paring the upper and lower panels we conclude that while up
to 3000 km the trajectory sticks to the islands, at longer
ranges it begins to break away. In the central column of Fig.
12 we see two analogous Poincare´ maps computed for a ray
with the starting momentum from an intervalD in Fig. 10~d!.
Although up to 3000 km the ray adheres to the islands, the
remaining part of its 30 000-km trajectory passes through
different portions of the chaotic sea. In the right column we
have presented Poincare´ maps constructed for a ray from an
interval E @see Fig. 10~d!# filled with randomly scattered
points. Even this ray, which can hardly be identified as a
sticky one, does not deviate significantly from the stable is-
lands at the first 3000 km.

The phenomenon of stickiness is a consequence of an
extremely complicated structure of the phase space in the
neighborhood of the island. Besides comparatively big is-
lands seen in Figs. 4 and 11, there exist an infinite number of
smaller islands indiscernible in our plots. Imbedding of such
islands in the stochastic sea creates a fractal pattern of the

FIG. 8. Percentage of rays as a function ofM , the number of turning points,
at the range of 3000 km. Plot is constructed for rays with negative starting
momenta.

FIG. 9. Left panel: A magnified view of the portion of the arrival pattern
containing the bright spot. Right panel: A part of the timefront in the per-
turbed waveguide formed by rays with identifiers1120 ~red points! and
2120 ~green points!. Two intersecting smooth curves represent segments of
the unperturbed timefront formed by rays with identifiers1120 ~red! and
2120 ~green!.

FIG. 10. Depth differences at 3000-km range for pairs of rays with infini-
tesimally close starting momenta. Each point represents the absolute differ-
ence in arrival depth for two rays: a ray with original momentum and one
with a slightly perturbed momentum~which is the original plus 1027). The
differences are shown for all fan rays whose starting momenta belong to
interval20.24,p0,0.24~a! and for rays with identifier2120 and starting
momenta from intervals20.17,p0,20.125~b!, 20.152,p0,20.15~c!,
and20.152,p0,20.1518~d!.
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phase space~its manifestation we see in Fig. 10!. A fractal
system of islands generates a corresponding system of traps.
A ray trajectory approaching this system will be trapped for
some time. For detailed discussion of this issue, see Refs. 37
and 47.

Beside the stickiness, we encounter another important
phenomenon of the chaotic motion. This is the existence of
chaotic jets, i.e., bunches of chaotic trajectories that do not
diverge at a long enough range interval. As it has been pre-
dicted in Ref. 47, the chaotic jet is formed by rays with
initial conditions localized at a special area of the phase
space near the border of a stable island. This is exactly what
we see in our numerical simulation. Each interval of the
starting momentump0 at which the dependence ofdz on p0

looks like a segment of a straight linedz50 can be associ-
ated with a chaotic jet. Typical examples are intervalsC @in
Fig. 10~c!# andD @in Fig. 10~d!#.

F. Smoothed intensity of pulse signal

It is clear that extreme sensitivity of chaotic trajectories
to initial conditions and variations of environmental param-
eters should impose severe limitations on the predictability
of underwater sound fields in the scope of the geometrical
optics approximation. On the other hand, it is known that
even under conditions of ray chaos the geometrical optics
can properly predict intensities of some large-scale features
of the wave field.15 We have seen that the large bright spot in
the arrival pattern is formed by rays with relatively stable
trajectories. This suggests that the ray theory may predict a
coarse-grained intensity in a corresponding part of the re-
ceived signal.

In order to confirm this conjecture, we consider a
smoothed intensity defined as

J~r ,t !5
1

A2pD t
E dz8dt8uu~r ,z8,t8!u2

3expS 2
~ t2t8!2

2D t
2 D , ~48!

whereD t is a smoothing scale and the integration over the
vertical coordinatez8 goes along the whole cross section of
the waveguide.

Assuming that the smoothing scale is greater than the
duration of an initial pulse, i.e.,

D t.t, ~49!

substituting Eq.~14! into Eq. ~48! and neglecting small con-
tributions from rapidly oscillating terms representing prod-
ucts of pulses coming to the observation point through dif-
ferent eigenrays, we arrive at

J~r ,z,t !5
k0t

~2p!3/2D t

3(
n
E dz8

1

u]z/]p0up05p0,n

3expS 2
~ t2tn~r ,z8!!2

2D t
2 D

5
k0t

2pD t
E dp0

3expS 2
~ t2t~r ,p0 ,z0!!2

2D t
2 D , ~50!

where the symbolt(r ,p0 ,z0) denotes the travel time of a ray
with starting momentum and coordinate equal top0 andz0 ,
respectively, at ranger . The last integral can be evaluated as
a sum over a dense enough fan of rays escaping a point
source. In our calculation we have considered a fan of 80 000
rays with initial grazing angles within the interval
612.5 deg. In Fig. 13 we compare a ray-based prediction of
the smoothed intensity predicted by Eq.~50! with the
smoothing scaleD t50.04 s to a result obtained by direct
solving of the parabolic equation. The comparison demon-
strates that the ray-based approach provides a good predic-
tion for both maxima of the smoothed intensity formed by
contributions from predominantly stable rays. On the other
hand, there is a significant discrepancy between the ray-
based and PE-based results in the temporal interval from
1998 to 1998.5 s. As it was already noticed at the end of Sec.
IV C, the ray-based approach is unable to describe ‘‘filling’’
the gap in the timefront due to effects of diffraction.

V. CONCLUSION

The main objective of the present study has been to
investigate how the coexistence of chaotic and regular rays
reveals itself in the distribution of ray travel times. We have
considered a deep ocean propagation model with a smooth
background sound speed profile perturbed by an inhomoge-
neity with a periodic range dependence.

When studying ray travel times in the unperturbed
waveguide, we focus mainly on the functionT(p0) repre-
senting the arrival time of a pulse coming through a given
ray path as a function of the starting momentum. It is shown
that theT(p0) curve consists of segments formed by rays
with the same identifier. A most striking feature of this curve

FIG. 11. Small islands~depicted by thick points! that surround a chain of
five bigger islands~thin points!. The small islands shown here are indiscern-
ible in Fig. 5.
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is the presence of shelves centered atp0 corresponding to
zeros of the derivativedT/dp0 . A surprisingly simple scal-
ing law determining how the segment evolves with range is
established. In the presence of a weak perturbation giving
rise to ray chaos, the ray trajectory becomes extremely sen-
sitive to the starting momentum. Nevertheless, the depen-
dence of the ray travel time on the identifier remains close to
that in the unperturbed waveguide. In particular, it has been
shown that temporal intervals covered by travel times of rays
with the same identifier in the perturbed and unperturbed
waveguides almost coincide. Moreover, the shelves in the
unperturbed waveguide have analogs in the perturbed one:
the density of points depicting arrivals of chaotic rays in the
T–p0 plane has maxima close to travel times corresponding
to the shelves in the unperturbed functionT(p0).

Another topic addressed in our study is the presence of
areas in the time–depth plane where the density of points
depicting ray arrivals is~i! abnormally low or~ii ! abnormally
high. The first effect means the presence of a gap between
travel times of chaotic and regular rays. It has been found
that this gap is associated with the gap in ray distribution
over identifiers, i.e., with the lack of rays with particular
identifiers. The latter phenomenon, in turn, is associated with
a chain of ‘‘stable islands’’ seen in the phase portrait of our
Hamiltonian system that blocks~for chaotic rays! a part of
phase space.

The second effect corresponds to focusing of ray travel
times within a comparatively small temporal interval preced-
ing the gap. Numerical simulation shows that this phenom-
enon manifests itself in the appearance of a bright spot in the
distribution of acoustic energy in the time–depth plane. We
have found this bright spot when modeling a long-range
propagation of a short sound pulse. A ray tracing has shown
that the bright spot is formed by sticky rays whose trajecto-
ries have identifiers6120. Since the ray travel time to a
significant extent is determined by the ray identifier,21,30 ray
paths with similar topologies have close times. The sticky
rays mimic regular ray paths belonging to the chain of five

stable islands in the phase portrait. Thus, a large percentage
of rays with the identifiers1120 and2120 is caused by the
stickiness. In turn, the presence of a large number of rays
with similar topologies leads to a high concentration of ray
travel times within a small temporal interval.

The ray tracing has also demonstrated another important
phenomenon caused by the stickiness. It turns out that most
stable rays from those that contribute to the bright spot come
in chaotic jets first predicted in Ref. 47.

For now it is unclear whether the effects of gap and
focusing may have analogs in more realistic environmental
models. This issue requires a further investigation.
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FIG. 12. Poincare´ maps constructed using ray trajecto-
ries with 3000-km lengths~upper row of plots! and
30 000-km lengths~lower row of plots!.

FIG. 13. Smoothed pulse intensityJ(r ,t) defined by Eq.~48!. Solid line:
result obtained by direct solution of the parabolic equation. Dashed line:
ray-based prediction provided by Eq.~50!.
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I. INTRODUCTION

In recent work1–6 on sound propagation in the ray limit
in weakly range-dependent ocean environments it has been
shown that both ray amplitude and phase~travel time! distri-
butions are largely controlled by a property—described by
the stability parametera—of the background sound speed
profile. Other investigators7–18 making use of a modal de-
scription of the wavefield in both range-independent environ-
ments and range-independent environments on which weak
perturbations are superimposed have shown that many wave-
field properties are controlled by a property—thewaveguide
invariant b—which is defined using mode-based quantities
in the background environment. In this Letter it is shown that
when b is evaluated using asymptotic mode-theoretical re-
sults,b5a.

In the two sections that followa andb, respectively, are
defined and briefly discussed. In the final section those prop-
erties of wavefields that are known to be controlled bya or
b are briefly reviewed. To keep our presentation brief we
show only equations required to derive the resultb;a or
those that provide insight into wavefield properties discussed
in the final section.

II. RAYS: a

We consider underwater acoustic wavefields in three
space dimensions that are excited by a point source. We as-
sume that the environment consists of a depth-dependent
background on which a weak perturbation is superimposed,
so the sound speed is written asc(z,r )5C(z)1dc(z,r ).
Here2z is depth and the ranger is the horizontal distance
from the source. WhendcÞ0 it is assumed that azimuthal
coupling of the wavefield is negligible, so that one need only
consider propagation in the (r ,z) plane. To make our discus-
sion concrete we will assume thatC(z) has a single mini-
mum, but this assumption is not necessary.

It is well known ~see e.g., Refs. 5, 6! that substitution of
the geometric ansatz,

ū~z,r ,s!5a~z,r !eisT~z,r !, ~1!

whereū(z,r ,s) is the Fourier transform of the acoustic pres-
sureu(z,r ,t) ands52p f is the acoustic frequency, into the
Helmholtz equation and collecting terms in descending pow-
ers of s yields the eikonal and transport equations. The ei-
konal equation can be solved for the travel timeT by inte-
grating the ray equations,

dpz

dr
52

]H

]z
,

dz

dr
5

]H

]pz
,

dT

dr
5pz

dz

dr
2H ~2!

where

H~pz ,z,r !52Ac22~z,r !2pz
2. ~3!

It follows from these equations and the relationship dz/dr
5tanw, wherew is the ray angle with respect to the horizon-
tal, that cpz5sinw, so the vertical slownesspz can be
thought of as a scaled angle variable. For a point source it is
convenient to label rays by theirpz value at (z,r )5(z0,0),
pz,0 . The Hamiltonian H52pr , where pz and pr are the
vertical and horizontal components of the slowness vectorp
with ipi5c21(z,r ). In a range-independent environmentc
5C(z), pr is constant following a ray. The transport equa-
tion can be reduced to a statement of the constancy of energy
flux in ray tubes; its solution, accounting for azimuthal
spreading, can be written

a25a0
2

r 0
2

r
uH~]z/]pz,0!r u21. ~4!

Here a0
2 is the value ofa2 at the small distance~1 m by

convention! r 0 from the source. The partial derivative in~4!
is evaluated keepingr fixed: z(pz,0 ,r ) is ray depth. In a
range-independent environment an alternative form of~4! is

a25a0
2

r 0
2

r

upr /pz,0u
upz~]R/]pr !zu

, ~5!

whereR(pr ,z) is the range of a ray, and ray depth is held
constant in the partial derivative.

a!Author to whom correspondence should be addressed. Electronic mail:
mbrown@rsmas.miami.edu
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For the range-independent problemz(r ) andpz(r ) ~fol-
lowing rays! are periodic functions. This periodic motion is
most naturally described usingaction-angle variables(I ,q).
The transformed ray equations~see, e.g., Refs. 2, 3 for de-
tails of the transformation! are

dI

dr
52

]H̄

]q
50, ~6!

dq

dr
5

]H̄

]I
5v~ I !, ~7!

dT

dr
5Iv~ I !2H̄~ I !, ~8!

whereH̄(I ) is the transformed Hamiltonian. The action,

I 5
1

2p E
z2

z1

dz pz~z!5
1

p E
z2

z1

dzAC22~z!2pr
2, ~9!

where z6 correspond to the ray upper~1! and lower~2!
turning depths, whereC21(z2)5C21(z1)5pr . The angle
variable q increases by 2p each time a ray completes a
cycle, andv(I )52p/Rl(I ) whereRl is the range of a ray
cycle ~double loop!,

Rl~pr !522p
dI

dpr
52prE

z2

z1 dz

AC22~z!2pr
2

, ~10!

where I (pr) is defined in~9!. The action-angle form of the
ray equations can trivially be integrated:

q~r !5q01v~ I !r mod 2p, ~11!

I ~r !5I 0 , ~12!

T~r !5@ Iv~ I !2H̄~ I !#r . ~13!

@More correctly, a term d(G2Iq)/dr should be added to the
rhs of~8! whereG is the generating function of the canonical
transformation (pz ,z)→(I ,q). The corresponding end-point
corrections to~13! is both numerically insignificant and not
relevant to the discussion that follows.#

The stability parametera(I ), whose relationship to
wavefield properties will be reviewed in the final section, is
defined as

a~ I !5
I

v~ I !

dv

dI
. ~14!

It follows from this definition, ~10! and the relationship
v(I )52p/Rl(I ), thata(I ) can be expressed in the form

a~pr !52p
I ~pr !

Rl
2~ I !

dRl

dpr
. ~15!

III. MODES: b

In a stratified environmentc5C(z) in three space di-
mensions the modal decomposition of the wavefield has the
form

ū~z,r ,s!5
i

4 (
m50

` fm~z0 ,s!fm~z,s!H0
~1!~sprmr !

* dz fm
2 ~z,s!

. ~16!

Here H0
(1) is the zeroth-order Hankel function of the first

kind and the normal modesfm(z;s) satisfy

d2fm

dz2
1s2@C22~z!2prm

2 #fm50, ~17!

together with a pair of boundary conditions. Here (sprm)2 is
a separation constant. For sound speed profiles with a single
minimum it is well known~see, e.g., Ref. 19 for the outline
of a uniform asymptotic derivation! that an asymptotic
analysis of~17! for modes with turning depths within the
water column reveals that eachfm is associated with a dis-
crete value of the actionI,

sI ~prm!5m1
1

2
, m50,1,2,..., ~18!

whereI (pr) is defined in~9!.
We now introduce, following the argument given in Ref.

19, the important concepts of modalgroup andphase slow-
ness. Owing to the orthogonality of the modes, the quantity
ūm(r ,s)5* dz ū(z,r ,s)fm(z,s)/* dz fm

2 (z,s) isolates the
contribution to the wavefield from the mode with frequency
s and mode numberm. The inverse Fourier transformation
of ūm(r ,s), weighted bys̄(s), the Fourier transformation of
the source time historys(t), is denotedum(r ,t). If s̄(s) has
a narrow bandwidth, centered ats0 , then a Taylor series
expansion ofkrm5sprm , with prm5prm(s) via Eq. ~18!,
abouts0 yields the result

um~r ,t !5ei@krm~s0!r 2s0t#Cm~r ,t !, ~19!

where the envelope functionCm(r ,t) travels at the group
speed, (]kr /]s)21, evaluated at the center frequency and
mode numberm. The group slowness is defined as

Sg5
]kr

]s
. ~20!

Note that~19! represents a slowly varying dispersive wave
train whose envelope moves at the group slowness, but
within which surfaces of constant phase move at the phase
slownesskr /s5pr .

Consistent with the asymptotic analysis presented here,

Sg~pr !5
Tl~pr !

Rl~pr !
~21!

FIG. 1. Upper panel: Intensity of a transient acoustic wavefield in a range-
independent deep-ocean environment as a function of depth and time at a
fixed range of 500 km. The wavefield was excited by a compact source near
the sound channel axis withf 0575 Hz andD f '30 Hz. The dynamic range
of intensity is 40 dB. Middle panel: Corresponding ray travel times vs depth.
The light ~heavy! line corresponds to rays with an upward~downward!
inclination at the source. Lower panel: Corresponding plots ofa vs T, com-
puted by eliminating theI dependence froma(I ) andT(I ;r ).
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~see, e.g., Refs. 20 or 19; the latter reference also includes,
with additional references, the exact expression forSg). Here
Rl(pr) is given in ~10! andTl(pr) is the corresponding ex-
pression for the single-cycle travel time,

Tl~pr !52pI ~pr !1prRl~pr !52E
z2

z1

dz
C22~z!

AC22~z!2pr
2

. ~22!

Although, according to the asymptotic expression~21!, Sg

depends only on the turning depths of a mode, this dictates
via the quantization condition~18! that Sg is, in general, a
function of both frequencys and mode numberm.

The waveguide invariantb, whose relationship to wave-
field properties will be reviewed in the next section, is de-
fined as

b52
]Sg

]pr
, ~23!

wherepr is the modal phase slowness~often written asSp).
Like Sg , in generalb is a function of boths and m. It
follows from Eqs.~10!, ~21!–~23! thatb can be expressed as

b~pr !52p
I ~pr !

Rl
2~ I !

dRl

dpr
. ~24!

This and other equivalent expressions forb in terms of ray-
based quantities are discussed in Refs. 21, 22. A comparison
of ~15! and ~24! reveals thata5b; this is the main result of
this Letter. It should be emphasized that our modal analysis
is based on asymptotic results, so that we have only demon-
strated the asymptotic equivalence ofb anda.

IV. WAVEFIELD STRUCTURE AND STABILITY

In this section we briefly review those properties of
wavefield structure and wavefield stability~to a small range-
dependent perturbation! that are known to be controlled bya
or b. Figure 1 shows wavefield intensityuu(z,r ,t)u2 in a
range-independent sound channel in the depth–time plane at
a fixed range,r 5500 km, for waves excited by a transient
compact source with center frequencyf 0575 Hz and band-
width D f '30 Hz wheres52p f . The wavefield shown was
produced by solving the Thomson–Chapman23 parabolic
equation. Use of this parabolic approximation introduces
some very minor distortion to the corresponding Helmholtz
equation wavefield, on which our analysis is based.

Perhaps the simplest interpretation ofa is that it is a
measure of the rate at which small elements of the extended
phase space (z,p,T) are deformed by the background flow
~with dz/dr treated as thez coordinate of a fluid motion, etc.!
by shearing motion.1,2 Although this property does not cor-
respond directly to any observable wavefield feature, this
property helps to understand other observable wavefield fea-
tures. A very simple observable wavefield property con-
trolled by a is travel time dispersion. It follows from Eq.
~13! that dT/dI 5I (dv/dI )r 5a(I )v(I )r . In a range-
independent environmentI is a ray label that increases
monotonically with increasing axial ray angle, so this equa-
tion describes the rate of change of ray travel time with in-
creasing axial ray angle. This is illustrated in the ray simu-
lation in Fig. 1, wherea,0 for most rays; note that the
ray-based prediction of travel time dispersion is clearly re-

produced in the corresponding finite frequency wavefield.
Note also that zeros ofa correspond approximately to cusps
in the (z,T) plane. At such cusps geometric amplitudes di-
verge. This can be seen from Eq.~5!. In that expressionR is
the total range of a ray, which can be written asnRl ~n
complete ray loops! plus end-segment corrections that de-
pend on source and receiver depths and ray inclination~posi-
tive or negative! at the source and receiver. At long range the
dominant contribution toR is nRl . Then it follows from~5!
and~15! that at caustics eitherpz50 ora50. @We emphasize
that is true only in the larger asymptotic limit. At short range
(]R/]pr)z has a complicated structure, usually including a
singularity whenpz50, so that the application of~5! gener-
ally requires great care near such points.# The same argument
reveals that at long range geometric intensities are inversely
proportional to uau; this property is also seen~away from
caustics and interference fringes! in the finite frequency
wavefield shown in Fig. 1.

In the presence of a weak range-dependent perturbation,
a has been shown to control both ray stability,1 quantified by
geometric amplitudes or inverse Lyapunov exponents, and
several measures of travel time spreads.2,3 The latter property
is linked to the travel time dispersion property in the back-
ground environment noted above. Also, in the presence of a
weak perturbation,a plays a critical role in ideas relating to
ray dynamics.4–6,24,25References 1–4 show that unperturbed
rays for which uau is large are generally more sensitive to
environmental perturbations than those for whichuau is
small.

In a range-independent environmentb controls modal
group delay dispersion: modal group delays satisfyTg

5Sgr , where Tg5Tg(m,s) and Sg5Sg(m,s), so
(]Tg /]pr) r52br . A different measure of dispersion is pro-
vided by the temporal duration of a narrow band pulse con-
sisting of modes with a fixed mode numberm:19 Dt
52@(D f )221r 2(D f )2(2pbI /sRl)

2#1/2. The second term in
this expression describes dispersive pulse broadening, which
is seen to be controlled byb ~evaluated at the center fre-
quencys0).

A property that is commonly used9 to motivate the in-
troduction of the waveguide-invariantb is that, following a
surface of constant wavefield intensity, a relationshipdr /r
5bds/s is satisfied. This relationship describes, for in-
stance, the perturbation in range of an intensity peak due to a
perturbation to the acoustic frequency. This relationship
leads naturally to the defining equation~23!. ~Note that in
some references, including the original work by Chuprov,7

2]Sg /]pr is defined to be 1/b rather thanb.! This defining
equation~23! implies a power-law dependence of the differ-
ence in eigenvalues of the Helmholtz equation on the acous-
tic frequency,krn2krm5amns

2b, wherem andn are mode
numbers andamn is a constant. More generally, Grachev10

argued thatkrn2krm5bmnh
b/gs2b, whereh is a parameter,

such as water depth, describing the environment, andg is a
constant. Consistent with this dependence is the relationship
dr /r 5b ds/s1(b/g)dh/h. It is important to note~see
also Ref. 11! that becauseb5b(s,m), when modes corre-
sponding to different values ofb are not temporally
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resolved,9 application of the above results may be difficult.
Much work relating tob has focused on the homogeneous,
constant depth waveguide for whichb is independent ofs
and m for modes corresponding to small values of the axial
ray angle; for that problemb can be approximated as a constant.

In an environment consisting of a range-independent
background on which a range-dependent perturbation is su-
perimposed,b controls the spread of modal group delays
owing to mode coupling. This is seen by noting that the total
group delay of modal energy that has been scattered among
mode numbersmi , i 51,...,N, is Tg5( iSg(mi ,s)r i where
r 5( i r i is the range. It follows that

Tg5Sg~m̄,s!r 1
]Sg

]pr
~m̄,s!

]pr

]I (
i

~ I i2 Ī !r i

5Sg~m̄,s!r 1b~m̄,s!
2p

Rl~ p̄r !
(

i
~ I i2 Ī !r i , ~25!

where Ī 5(m̄11/2)/s5I ( p̄r) and m̄ is a suitably chosen
mode number~e.g., the mode number atr 50 or the average
mode number!. Also in range-dependent environments, the
relationshipdr /r 5bds/s1(b/g)dh/h has been exploited
in the interpretation of measurements in shallow water
waveguides15–18 and time reversal applications.11,12–14,26

Note that largeubu is associated with a high degree of wave-
field sensitivity, e.g., high sensitivity of modal group delays
to an environmental perturbation, or high sensitivity of the
location of a time reversal focus to an environmental pertur-
bationdh.

In retrospect, it is not surprising that there should be a
simple connection betweena and b inasmuch as, whether
one adopts a ray or modal wavefield description, the object
of study, the wavefield, is the same. The resultb;a is an
aspect ofray-mode duality~see, e.g., Ref. 20!. We expect
that there are many wavefield properties that we have over-
looked that are controlled by this parameter. We are unaware
of any parameter that characterizes an acoustic environment
whose important rivals that ofa ~or b!.
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propagation through ocean internal waves
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Parabolic equation numerical simulations of waveguide acoustical beam propagation in an ocean of
Garrett–Munk internal waves are used to examine the range evolution of beam properties such as
beamwidth~both spectral and spatial!, Shannon entropy, and scintillation index, as a function of
beam angle. Simulations are carried out at 250- and 125-Hz acoustic frequencies. The ray
trajectories associated with these beams are predominantly chaotic or exponentially sensitive to
initial conditions and/or medium perturbations. At long range near saturation, the finite-frequency
beams show a constant rate of change of Shannon entropy with range, independent of acoustic
frequency. This full-wave rate of entropy is of the same order of magnitude as the average rate of
entropy for the ray trajectories associated with this beam. Finite-range Lyapunov exponents provide
the estimates of ray entropy rate or Kolmogorov–Siani entropy. The correspondence between
full-wave and ray entropies suggests a full-wave manifestation of ray chaos, but only once statistical
saturation is obtained. In spite of this correspondence, the simulated acoustical beams expand
diffusively not exponentially~or explosively!. © 2005 Acoustical Society of America.
@DOI: 10.1121/1.1854571#
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I. INTRODUCTION

Scattering by small-scale ocean processes like internal
waves imposes the ultimate limitations on large-scale ocean
acoustic remote sensing and matched-field processing. Fur-
ther, the stochastic properties of the sound field scattered by
internal waves are poorly understood in long-range propaga-
tion as conditions of saturation are established~Colosiet al.,
1999a,b!. Recent progress in utilizing ray methods to under-
stand scattering processes in long-range acoustic propagation
suggests there is an exponential sensitivity to initial condi-
tions and a rapid growth of acoustic field complexity with a
scale of a few hundred kilometers~Brown et al., 2003;
Beron-Veraet al., 2003!. However, as is well known in other
fields of wave propagation, finite-frequency effects can slow,
suppress, or mask this increasing complexity~Casati, 1996!.
The objective of this paper is to examine the phenomenon of
ocean acoustic ray chaos and its potential manifestations in
finite-frequency wave fields, by the method of numerical
simulation. This same question has received much attention
in the quantum chaos field~Gianonniet al., 1989; Casati and
Chirikov, 1995! and is often termed wave chaos.

From an ocean acoustic perspective and motivated by
the work of Wolfson and Tappert~2000!, this problem was
initially considered by Tappert~2003!, who hypothesized
that the width of a narrow-angle beam propagating through a
strong mesoscale sound-speed field would increase exponen-
tially ~explosively! with range at a rate that is predicted by
the geometric Lyapunov exponent. Tappert~2003! examined
this problem in detail for the case of no waveguide and a
single-scale random medium where he showed theoretically

the possibility of observing explosive beam growth between
the limits of short-range dominance by diffraction and long-
range dominance of uncorrelated multipath~or saturation!.
Indeed, some recent results for an equivalent problem in-
volving a 2D electron gas have demonstrated this exponen-
tial growth ~Topinka and Westervelt, 2003!.

Inspired by Tapperts’ work, this problem of ocean
acoustic wave chaos is examined in the presence of a wave-
guide and realistic ocean sound-speed fluctuations for which
the problem of finding a full-wave manifestation of ray chaos
can be different. Using parabolic equation~PE! and ray
theory numerical simulations in the presence of ocean sound-
speed fluctuations obeying the Garrett–Munk~GM! internal
wave model, PE beam simulations are done to mimic a
small-angle bundle of rays. To test the frequency dependence
of the results, simulations at the two frequencies of 125 and
250 Hz are done. An example of unperturbed and perturbed
250-Hz PE beams for an axial angle of about 5 deg is shown
in Fig. 1 ~bottom panels!. Unlike the previous analysis~Tap-
pert, 2003!, more acoustic observables than simply beam-
width are considered. Importantly, we consider the Shannon
entropy of vertical profiles of the beam complex envelope as
a function of range,E(r ), because of the close connection
between the instability of the ray equations~i.e., Lyapunov
exponent! and the Kolmogorov–Sinai~KS! entropy~actually
a rate!. Recent results have shown that the rate of change of
Shannon entropy,E(t), for some idealized dynamical sys-
tems is closely related to the KS entropy over an intermedi-
ate regime of times~Latora and Baranger, 1999!.1 Thus, the
rate of Shannon entropy for our finite-frequency numerical
simulations can be directly compared to ray simulation re-
sults of average finite-range Lyapunov exponent~a measure
of KS entropy!.

In this study, it is found that acoustical beams in an
a!Author to whom correspondence should be addressed. Electronic mail:
jcolosi@whoi.edu

1611J. Acoust. Soc. Am. 117 (3), Pt. 2, March 2005 0001-4966/2005/117(3)/1611/13/$22.50 © 2005 Acoustical Society of America



FIG. 1. Examples of parabolic equation calculations of four different weakly divergent acoustical beams. In the upper three panels the simulations were done
without internal wave sound-speed perturbations and the source was placed at depths of 1300 m~axial depth; upper!, 1600 m~second upper!, and 2000 m
~third upper!. In the lowest panel is an example of the 2000-m source depth acoustical beam with internal-wave sound-speed perturbations. These simulations
were carried out at 250 Hz using the Munk canonical profile. Intensity is in dB referenced to the maximum intensity.
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ocean waveguide with realistic sound-speed perturbations
from internal waves do not expand exponentially~or explo-
sively!, but they expand diffusively~Fig. 1!. Moreover, it is
also found that as the beam fills the waveguide and the wave
function behaves like Gaussian random noise~i.e., full satu-
ration!, E(r ) varies linearly with range. The rate of Shannon
entropy in this linear regime is computed to be between 0.06
and 0.11 bit/km independent of frequency, and the smaller
values are associated with the higher angle beam.2 These
values are to be compared to at least twice the KS entropy
~which lacks phase information! and are computed to be be-
tween 0.02 and 0.04 bit/km, with again smaller entropy rates
associated with higher angle rays. Clearly, the wave field
entropy cannot grow indefinitely as this system is bounded
by the ocean surface and bottom. We surmise that the en-
tropy will grow linearly until acoustic energy fills the entire
water column, at which time the entropy should stabilize.
The diffusive beam spreading and the linear rate of Shannon
entropy are the same in both the 125- and 250-Hz simula-
tions. These results suggest a finite-frequency manifestation
of ray chaos, but only after the establishment of saturation,
where the scintillation index is close to 1. Thus, Tappert’s
conjecture that there should be a full-wave manifestation of
ray chaos is confirmed but in a different way than anticipated
from the homogeneous background case. That is, in the case
of a waveguide, the full-wave manifestation of ray chaos is
seen in the entropy, not in the beam spread.

The organization of the paper is as follows. In Sec. II the
acoustic propagation and internal wave models which are the
basis of the Monte Carlo numerical simulation method are
discussed. The narrow angle beam is described in Sec. III. In
Secs. IV and V the range evolution of beam intensity statis-
tics and beamwidth are described. Section VI presents results
on beam entropy, while Sec. VII presents results on the con-
nection between wave and ray entropies. Summary and con-
clusions are given in Sec. VIII.

II. SOUND PROPAGATION SIMULATION

The sound speed as a function of range~r!, and depth~z!
is defined by the sum

c~r ,z!5cm~z!1dc~r ,z!, ~1!

wherecm(z) is the mean sound-speed profile anddc(r ,z) is
a random perturbation induced by internal waves. For sim-
plicity, a canonical model is used for the mean profile
~Munk, 1976! and, the internal wave contribution is modeled
using the Garrett–Munk spectrum which has been described
in detail by Colosi and Brown~1998!. For the buoyancy
frequency,N(z), a canonical form is also used such that,N
56 exp(z/1300) cph. For the internal wave simulations 50
vertical modes and 212 horizontal wave numbers in each of
the horizontal directions are used, with a horizontal step of
25 m. The GM spectrum is cut off at a maximum horizontal
wave number of 4.0 cpkm, and the internal wave energy was
normalized so that at the depth whereN53 cph the rms in-
ternal wave displacement is equal to 7.3 m. The potential
gradient of sound speed is proportional toN2(z) as in Colosi
and Brown~1998!. Two hundred realizations of the random

sound-speed fields were calculated and used to compute 200
realizations of the acoustic pressure field for the various
beam geometries out to 2000-km range. The acoustic fre-
quencies were 125- and 250 Hz. The sound-pressure propa-
gation modeling was carried out using a wide-angle para-
bolic equation~PE! approach~Jensenet al., 2000!. The PE
solution provides the complex envelopec(r ,z), which is
assumed to vary slowly in range. The full-wave field can be
written as

p~r ,z!5c~r ,z!H0
1~k0r !, ~2!

whereH0
1 is the Hankel function, which satisfies the well-

known Bessel equation. The Hankel function can be replaced
by its asymptotic form fork0r @1, giving

H0
1~k0r !5S 2

pk0r D
1/2

exp~ i ~k0r 2p/4!!. ~3!

In the subsequent analysis all cylindrical spreading factors
were removed. In this paper a numerical implementation of
the PE solution is used which is based on the Greene ap-
proximation as described in Jensenet al. ~2000!. For the
starting field an analytical Gaussian source function was
used of the form

c~0,z!5S 2k0
2

pD2D 1/4

exp~2k0
2~z2zs!

2/D2!, ~4!

where zs is the source depth, and the width factorD was
adjusted to values between 60 and 100 to achieve weakly
diverging beams, as will be discussed in the next section.

Before we leave this subject, it must be noted that a few
simulations were carried out using the standard parabolic
equation~SPE! for the envelope which has the form

i

k0

]c

]r
52

1

2k0
2

]2c

]z2
2U~r ,z!c50, ~5!

U~r ,z!5
1

2 F S c0

c~r ,z! D
2

21G.2Fcm2c0

c0
1

dc

c0
G , ~6!

wherek05v/c0 is a reference wave number. It was found
that the statistics of the beams was insensitive to whether the
SPE or the larger-angle PE were used in the computation.

III. WEAKLY DIVERGENT BEAMS

The existence of weakly divergent bundles of rays was
discovered and described by Brekhovskihet al. ~1995!, Gon-
charov and Kurtepov~1994!, and Petukhov~1994!. Long-
range propagation experiments often showed strong in-
creases of sound intensity at different depths far from the
axis of the underwater channel. This phenomenon was ex-
plained by focusing of acoustical energy along weakly diver-
gent bundles of rays. Rays comprising this bundle are
grouped around a central ray with the turning point at the
source depth, i.e., the beam emerges horizontally from the
source. When a sound source is near the sound-channel axis,
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this bundle corresponds to the usual energy concentration
along the channel axis. The angles of weakly divergent
bundle of rays are close to points of smooth extremum of the
angular dependence of a ray cycle length~Brekhovskih
et al., 1990!. It must be noted, however, that for the adopted
canonical profile in this study, the Brekhovskih condition
does not apply since the ray cycle distance is a monotonic
function of ray grazing angle. Nevertheless, in Fig. 2 one can
see how energy and ray trajectories are concentrating near
the direction of weakly divergent bundle of rays for this ca-
nonical waveguide~Munk, 1976!. Such concentration can be
found in any horizontally homogeneous ocean profile and
this property remains~in the adiabatic approach! for small
horizontal gradients of sound speed. A further geometrical
acoustics interpretation of a narrow weakly divergent bundle
of rays is demonstrated in Fig. 3. Suppose that the source
radiation width is confined by crossing trajectories of two
acoustic rays shifted in the horizontal direction by a small
distance roughly equal to the horizontal width of bundle;
then, the sound energy will spread in the narrow path
bounded by those rays. A sound source with such directivity
will form a narrow weakly divergent beam radiated at zero

initial angle. This property can be used to simulate a very
narrow-angle beam emitting from a rather small, finite verti-
cal aperture. It can be achieved by variation of the initial
Gaussian beamwidth,D, until the condition of a weakly di-
vergent beam is satisfied. Each turning point acts like a local
focusing lens.

The focusing effect partially compensates the diffractive
expansion, thereby forming the weakly divergent beam. An
example of a 250-Hz weakly divergent beam is shown in
Fig. 1. The vertical dimension of the 2000-m-depth sound
source aperture is roughly 150 m~D560!. The sound from a
source with the same aperture as Fig. 1 was numerically
simulated in a homogeneous medium, whereH is the ocean
depth ~Fig. 4!. A comparison between Figs. 1 and 4 shows
that in a waveguide even a relatively small aperture sound
source can concentrate energy in a very narrow beam. The
same property can be used in receiving arrays for forming
super-resolution directivity by taking into account the sound-
speed profilec(z) measured near the receiver~Dzieciuch,
Munk, and Worcester, 2001!.

The question naturally arises: Can these narrow beams
be constructed in such a way as to be absolutely nondiver-
gent? The previous example~Fig. 2! shows that a nondiver-
gent beam is possible in the high frequency or ray limit, but
the realization of such a beam at finite frequencies is an
interesting problem in underwater acoustics. Nevertheless,
on a practical note experimentally, it appears that these
beams would be rather easy to generate, as the vertical aper-
ture required is relatively small. An acoustic source array
with such an aperture could be constructed for high frequen-
cies, while for low frequencies the beam could be generated
using a synthetic vertical aperture in which a source is
moved vertically during the signal transmission.

The aforementioned concentrated narrow-angle beams
are a simple and interesting subject for numerical simulation
of acoustic energy scattering by internal waves, because
these beams can mimic the propagation of a narrow bundle
of rays, while retaining the computational efficiency of a

FIG. 2. Concentration of ray trajectories along the weakly divergent bundle
of rays. The numerical simulation was performed for a Munk canonical
sound-speed profile.

FIG. 3. Ray diagram of two paths slightly displaced in range to demonstrate
generation of a weakly divergent beam.

FIG. 4. Sound emitted by the same aperture as the 2000-m source beam in
Fig. 1 ~lower!, but here there is a constant background sound speed.
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single-frequency calculation. Clearly, broadband calculations
can more narrowly define this bundle of rays by separating
multipaths in time, but these calculations are beyond the
scope of the present analysis.

IV. INTENSITY FLUCTUATIONS

In this section intensity fluctuations are analyzed to un-
cover how the real and imaginary parts ofc approach uncor-

FIG. 5. Range evolution of mean intensity for the 250-Hz beam with source depths of 2000 m~upper! and 1300 m~lower!.
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related Gaussian random variables or full saturation~Flatté
et al., 1979!. In full saturation, the scintillation index

SI5
^I 2&

^I &2
21, ~7!

approaches the value of 1~Flatté et al., 1976!, and this ap-
proach can be from either above or below~Colosi and Bag-
geroer, 2004!. Furthermore, the Gaussian approximation al-
lows a simplified calculation of the Shannon entropy, which
will be discussed in Sec. VI. Figure 5 shows the mean inten-
sity, ensemble averaged over 200 internal wave realizations,
for a narrow 250-Hz beam with source depths of 1300 and
2000 m. For the 2000-m beam acoustical energy is seen to
scatter and diffuse from the narrow path, in-filling the axial
depth region with energy and slowly spreading the energy
towards the ocean boundaries. The axial beam, of course,
only shows the slower outward spreading towards the bound-
aries. Figure 6 shows the spatial distribution of SI for the
same beams. To avoid problems of division by zero, the SI is
only calculated for regions of space where there is significant
average intensity. At short ranges SI is increasing, while at
the longest ranges near saturation values of 1 are observed
more-or-less uniformly over the depth of the beam between
750 and 2000 m. In the midranges SI has significant spatial
variability, and values that are much larger than 1. As the
beam is breaking up, strong focuses leading to SI values
significantly above 1 are observed near the caustics or verti-
cal turning points of the beams, while near the axis the SI
values are only slightly higher than 1. As the vertical caustic
structure of the beam disintegrates around 1500-m range, the
SI values become more uniform in depth, leading to an ap-
proach to saturation from above 1 for the 2000-m beam, but
an on-axis approach from below 1 for the 1300-m beam.

A different way of examining the scintillation curves for
several source depths simultaneously is to plot the SI values
as a function of range, but along a curve defined by the
energy centroid of the unperturbed beam. These curves are
shown in Fig. 7 for the 250-Hz beams. As previously shown
in Fig. 6, the 2000-m source depth beam approaches satura-
tion from above 1, and a similar trajectory is found for a
4000-m source depth. However, for near-axial beams the ap-
proach to saturation is quite different. Here, SI approaches 1
from below, and these beams reach saturation at a much
earlier range.

The 125-Hz calculation shows very similar behavior as
compared to the 250-Hz calculation, except in the following
respects. The high-angle beams do not show as large SI val-
ues above 1, and the initial growth of SI at short range is
slower by about one-half as expected from weak fluctuation
theory. For the near-axial beams the same approach to satu-
ration from below 1 is seen, and as in the high-angle case the
initial growth of SI is slower by about one-half.

V. BEAM SPREAD

Next, the issue of vertical beam spread is addressed, and
it proves useful to provide the following definitions for the
quantitative description of the acoustical beam evolution.
First, the wave function is normalized at each ranger so that

c0~r ,z!5c~r ,z!S E
2H

0

uc~r ,z!u2dzD 21/2

, ~8!

whereH is the ocean depth. Thus, the normalized complex
envelope has unit power. The central depthẑ(r ) and rms
width w(r ) of a narrow beam at the ranger are defined as

ẑ~r !5E
2H

0

zuc0~r ,z!u2dz, ~9!

w~r !52S E
2H

0

~z2 ẑ~r !!2uc0~r ,z!u2dzD 1/2

. ~10!

The spatial spectrum of the beam can be defined using the
Fourier transformation, so that

S~r ,kz!5E
2H

0

c~r ,z!exp~2 ikzz!dz. ~11!

In complete analogy to the spatial domain analysis, in wave
number space there is the normalized spatial spectrumS0 ,
the center wave numberk̂z , and the rms spectrum widthws ,
all defined as

S0~r ,kz!5S~r ,kz!S E
2~kz!max

~kz!max
uS~r ,kz!u2dkzD 21/2

, ~12!

k̂z~r !5E
2~kz!max

~kz!max
kzuS0~r ,kz!u2dkz , ~13!

ws~r !52S E
2~kz!max

~kz!max
~kz2 k̂z~r !!2uS0~r ,kz!u2dkzD 1/2

.

~14!

In this representation the spatial and spectral widths roughly
obey an ‘‘uncertainty’’ relation,w(r )ws(r ).1, so that the
spatial width,w(r ), gives information about the large-scale
beam variability, whilews(r ) gives information about the
high wave number, small-scale beam variability. Figures 5
and 8 show the average spatial and spectral patterns of the
250-Hz beams with source depths at 1300 and 2000 m.
These figures show that the 2000-m beams are spreading in
such a way as to in-fill the axial region, to make the energy
density more-or-less uniform in depth between the unper-
turbed beam turning points, and to ‘‘whiten’’ the spatial spec-
trum between the maximum/minimum wave numbers of the
unperturbed beam. In addition to the in-filling and spectral
whitening, there is a slow expansion of the beam towards the
ocean boundaries~spatial! and toward high vertical wave
number ~spectral!, which is the dominant mechanism of
change for the 1300-m beam.

Using the spatial and spectra widths of the beams, de-
fined from Eqs.~10! and~14!, the range evolution of several
250-Hz beams is shown in Fig. 9. In both cases the short
ranges show deterministic variability of the beams over a
beam cycle, which gradually damps out to more smooth vari-
ability with range as saturation becomes established. In all
cases the beamwidth defined either spatially or spectrally in-
creases much more slowly than exponentially. The range
variations ofw(r ) andws(r ) in Fig. 9 is very close tor 1/2,

1616 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 A. K. Morozov and J. A. Colosi: Stochastic beams



implying a diffusive process. The simulations at 125 Hz, not
shown here, have essentially identical beam-spreading
curves, which suggests that the scattering is close to geo-
metrical.

VI. WAVE FIELD COMPLEXITY AND ENTROPY

A useful, though nonunique, representation of the simu-
lated wave field complexity is sought. The complexity of a

FIG. 6. Spatial distribution of scintillation index for the 250-Hz beam with source depths of 1300 m~lower! and 2000 m~upper!. Scintillation index is only
computed where there is significant mean intensity~see Fig. 6!; thus, regions of dark blue represent areas where the scintillation index is not well defined.
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random process depends on the number of independent com-
ponents, and one such representation has already been pre-
sented, namely the spatial spectrum of the beams,S0(r ,kz),
where clearly a white spectrum has more complexity than a
simple line spectrum. However, it proves useful to apply the
Karhunen–Loeve~KL ! expansion~Van-Trees, 1968!,3 in-
stead of the Fourier expansion because the KL expansion
yields uncorrelated components in this nonstationary envi-
ronment. The complex envelope of the sound-pressure field
at each range step can be represented by a stochastic series
with M (r ) significant contributions.M (r ) will be called the
dimension of the random process, with

c~r ,z!5 (
j 51

M ~r !

a j~r !F j~r ,z! ~15!

a j~r !5E
2H

0

c~r ,z!F j~r ,z!dz, ~16!

l j~r !F j~r ,z!5E
2H

0

K~z,z̃,r !F j~r ,z̃!dz̃, ~17!

K~z,z̃,r !5^c~r ,z!c* ~r ,z̃!&, ~18!

where K(z,z̃,r ) is the transverse correlation function at
range r, and l j (r ) and F j (r ,z) are the eigenvalues and
eigenfunctions of the KL expansion at ranger, respectively.
The functionsl j (r ) andM (r ) are shown in Figs. 10 and 11.
Note that curves for the angle spectrum width and number of
significant KL expansion components both can be used as an
approximate measure of random process.

Precisely, for a stochastic variableG, a logarithmic mea-
sure of the complexity of that variable is the entropyE

E5C2I , ~19!

whereC is a constant andI is the Shannon information~Sh-
annon, 1948! measured in bits

I 52E P~G!log2@P~G!#dG. ~20!

Here,P(G) is the probability density function~PDF!. In this
analysis, the complexity of the complex envelope as a func-
tion of depthz at a given ranger is of interest; therefore, the
Shannon information at a ranger is written

I ~r !52E P~c~r ,z1!,c~r ,z2!,...!

3 log2@P~c~r ,z1!,c~r ,z2!,...!#dc~r ,z1!dc~r ,z2!...

52E log2@P~c~r ,z!#dP~c~r ,z!!, ~21!

whereP(c(r ,z)) is the probability density function for ob-
taining the vertical profile ofc at ranger. The calculation of
sound-pressure entropy directly by Monte Carlo stochastic
simulation needs a large number of realizations to define
P(c) and is therefore computationally intensive. A simpli-
fied approach based on the Gaussian approximation of the
acoustical fluctuations will be used, that is, the entropy will
be calculated as if a process probability density function
~PDF! is spatially Gaussian. Figure 7 shows that this is a
correct assumption for the ranges where SI is close to 1, that
is, r .200 km. Since there is a one-to-one mapping between
the coefficients of the KL decomposition and the complex
envelopec, the entropy can be calculated as an entropy of a
random vector of these coefficients. Generally, the probabil-
ity density of a vectorX5(x1 ,x2 ,...,xM) of M Gaussian
complex random values with nonsingular correlation matrix
KX has the following form:

P5
1

pM det~KX!
exp~2~X2mx!

TKX
21~X2xm!!, ~22!

whereKX5^(X2mx)(X2mx)
T& is the complex correlation

matrix of the complex random vectorX, mx5^X&, and the
superscriptT means complex conjugate and matrix transpose.
The entropy,E, of a Gaussian random vector can be calcu-
lated analytically, yielding~Van-Trees, 1968; Cover and Tho-
mas, 1991!

E~r !5C2I ~r !5C1 log2~pM det~KX!!1M log2~e!.
~23!

In the case of a random vector of uncorrelated compo-
nents of a KL expansion, the entropy is simply the sum of the
entropies of the individual KL modes, namely

E~r !5E~l1~r !,l2~r !,...,lM ~r !~r !! ~24!

5C1 (
j 51

M ~r !

log2~epl j~r !! ~25!

5C1M ~r !log2~ep!1 (
j 51

M ~r !

log2 l j~r !. ~26!

For equipartition of energy,l j5l ~eigenvalue spectrum
‘‘white’’ ! the entropy is maximum, but for any other eigen-
value spectrum the entropy is less than this maximum value.
The eigenvalue spectrum from the 250-Hz simulation with
source depth at 2000 m is shown in Fig. 10. The spectrum
expands with range, but even at the distance 2000 km it
remains nonuniform~‘‘not white’’ !. Note that this simple

FIG. 7. Scintillation index of 250-Hz beams for four different source depths,
and computed only along a line defined by the centroid of the unperturbed
narrow beams.
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definition of entropy is based on the assumption that the
Gaussian random process is nonsingular; otherwise, a more
rigorous definition must be applied in terms of absolute con-
tinuity of probability measures and Radon–Nikodim deriva-
tive ~Halmos, 1950!.

The entropy of the 250-Hz weakly divergent sound
beams is shown in Fig. 12 for beams with different sound
source depths. In all casesC50 andM (r )5100, which is
larger than the maximum number of significant KL eigenval-
ues at any range and for any of the acoustical beams. The

FIG. 8. Range evolution of the beam wave numberkz spectrum of the 250-Hz beam with source depths of 2000 m~upper! and 1300 m~lower!.
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entropy was calculated for the ranges where the unperturbed
beam crosses the sound-channel axis~i.e., 1300-m depth!.
This approach eliminates the deterministic oscillations of en-
tropy at the shorter ranges, an effect seen in Fig. 9. At ranges

larger than roughly 1000 km, the entropy is increasing mono-
tonically and approximately linearly for all beams, and the
entropy rates in the linear regime are 0.11, 0.11, and 0.06
bit/km for the 1300-, 1600-, and 2000-m source depths, re-
spectively. The scintillation index curves~Fig. 7! show that
the linear behavior of entropy occurs very close to full satu-
ration. Further, the linear rates are about the same for all
beams, so that the anisotropy associated with beam angle is
not strong, though primarily small-angle beams were consid-
ered. It must be noted that the initial rapid nonlinear rise of
the entropy is an artifact of the Gaussian approximation in
the entropy calculation; in the linear entropy region the
Gaussian approximation is very good~see Fig. 7!. Figure 12
also shows the entropy of a 125-Hz beam with the sound
source at 2000 m, and there is virtually no difference be-

FIG. 9. Acoustical beamwidth,w(r ) ~upper! and spectral beamwidthws(r )
~lower! as a function of propagation range for the 250-Hz beams at source
depths of 1300 m~thick line!, 1600 m ~medium line!, and 2000 m~thin
line!.

FIG. 10. Karhunen–Loeve~KL ! eigenvalue spectrum as a function of range
for the 250-Hz beam with source depth at 2000 m.

FIG. 11. DimensionM (r ) of random beams as a function of range. Beams
at different source depths are 1300 m~thick line:axial!, 1600 m~medium
line!, and 2000 m~thin line!.

FIG. 12. Entropy of 250-Hz acoustical beams for source depths of 1300 m
~thick line circles!, 1600 m~medium line crosses!, and 2000 m~thin line
triangles!. Fits in the linear region of the curves yield entropy rates of 0.11
~1300 m!, 0.11 ~1600 m!, and 0.06~2000 m! bit/km. The 2000-m source
depth, 125-Hz entropy curve~arbitrarily vertical offset! is shown with a dash
curve and diamond symbols. Also shown in solid is twice the KS entropy,
2hKS50.04 bit/km ~arbitrary vertical offset! computed from the ray equa-
tions for the 1300-m axial ray.
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tween the long-range entropy rate at the two frequencies. The
linear increase inE(r ) means that the number of equiproba-
ble states of the dynamical system~complexity! is increasing
exponentially and independent of acoustic frequency, in
complete accordance with ray chaos predictions~Brown
et al., 2003, Beron-Veraet al., 2003!. The frequency inde-
pendence of the entropy rate not only reinforces the geomet-
ric result but also suggests that these results carry over to
broadband signals. In the next section it is determined if the
rate of exponential increase in complexity computed from
the full-wave simulations is comparable to the rate computed
from ray theory.

VII. RAY ENTROPY

It has been well established that ray trajectories in ocean
acoustic propagation through internal waves are chaotic or
unstable to perturbations in the medium and in the initial
conditions~Brown et al., 2003; Beron-Veraet al., 2003!. The
chaotic nature of ray propagation in the ocean is quantified
using the Lyapunov exponentnL , which is derived from a
stability analysis of the ray path~Brown et al., 2003!, but it
is often useful to express this instability using information
theory ~Latora and Baranger, 1999; Casati, 1996! such that
the informationI (s) associated with a segment of ray trajec-
tory of lengths is equal asymptotically to

lim
usu→`

I ~s!

s
5hKS, ~27!

wherehKS is the Kolmogorov–Sinai~KS! entropy. Note here
that KS entropy is actually an entropy rate. For bounded
dynamical systems like underwater soundnL.hKS ~Gaspard,
1990!. A consequence of the chaotic nature of ray paths is
that the number of eigenrays connecting a source and a re-
ceiver will grow exponentially with range, leading to an ex-
ponential increase in wave field complexity. Thus, the expo-
nential increase in wave field complexity is examined using
the Lyapunov exponent~a measure of the KS entropy!,
which is to be compared to the computed rate of Shannon
entropy. Another comparison between Shannon entropy and
KS entropy for different dynamical systems was done by
Latora and Baranger~1999!.

The ray numerics are carried out as follows. Using the
SPE Hamiltonian

H~z,p;r !5
p2

2
1U~r ,z!, ~28!

wherep5tanuray, the following well-known ray and stabil-
ity equations are solved:

dz

dr
5

]H

]p
,

dp

dr
52

]H

]z
, ~29!

dJ

dr
5KJ, ~30!

where

J5S ]p/]p0uz0
]p/]z0up0

]z/]p0uz0
]z/]z0up0

D , ~31!

K5S 2]zpH 2]zzH

]ppH 2]zpH
D 5S 0 2]zzU

1 0 D . ~32!

The initial condition forJ at r 50 is the identity matrix. The
Lyapunov exponent is derived from the stability equations,
and is given by

nL5 lim
r→`

loguTr~J!u
r

, ~33!

where Tr(J) is the trace or sum over the diagonal elements
of the stability matrixJ ~Brown et al., 2003; Wolfson and
Tomsovic, 2001!. In the present calculation the asymptotic
range result is not computed, however, and a finite range
stability exponent defined by

n5
loguTr~J!u

r
, ~34!

is evaluated. This finite range stability exponent has the
property that~Wolfson and Tomsovic, 2001!

nL5^n&;hKS, ~35!

where the expectation values imply averaging over realiza-
tions of the ocean internal wave field. Last, the ray initial
conditions arez(0)51300 m andp(0)50, an axial ray.

An explicit adaptive Runge–Kutta algorithm was used
to calculate 200 realization of ray trajectories with the above
initial conditions. The second derivatives ofU(r ,z) were
calculated using cubic spline interpolation, and the base 2
logarithm was used in Eq.~35! to get result measured in
bit/km so as to be comparable with the Shannon entropy
results.2 The calculation yields an estimate ofhKS of 0.020
bit/km for the axial ray, decreasing linearly to 0.012 bit/km
for the 2000-m source ray. These values are comparable to
other calculations of Lyapunov exponent for ray propagation
through ocean internal waves~Beron-Vera et al., 2003;
Beron-Vera and Brown, 2003!. In comparing this value to the
computed gradients of Shannon entropy for the complex en-
velope, it must be noted that the complex envelope includes
information about both phase and amplitude, whilehKS is
only a measure of the sound-field energy characteristics,
such as intensity and angular power density. So, the informa-
tion gradient of the full-field entropy must be at least twice
the KS entropy. Thus, 2hKS50.04 bit/km is placed in Fig. 12
for comparison with the full-wave Shannon entropy, and or-
der of magnitude agreement with the axial beam is seen. It
must be emphasized here that the comparison between KS
entropy and Shannon entropy rate is crude as we have only
compared the KS entropy of one ray, while the Shannon
entropy involves a bundle of rays with a range~albeit small!
of initial conditions. It is known, for example, that there can
be significant variability of Lyapunov exponent as a function
of initial conditions due to the structure of the background
sound-speed profile~Beron-Vera et al., 2003; Beron-Vera
and Brown, 2003!.

The comparison of Shannon or physical entropies curves
E(r ) of the complex envelope of the full-field simulation
with 2hKS shows that the evolution of narrow-beam entropy
has two stages. In the first stage the beamwidth and spatial
spectrum are growing rapidly with oscillations due to diffrac-
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tive effects. These effects are deemed diffractive because
they are not described by the geometricalhKS rate. The sec-
ond stage occurs approximately near saturation; the entropy
gradient slows down and tends to a level which is approxi-
mately twice the KS entropy of the corresponding chaotic
ray trajectories. This second stage can be called chaotic from
both a full-wave and ray perspective, because entropy is
monotonically growing with the gradient determined by the
average Lyapunov exponent. Simultaneously, beamwidth,
spatial spectrum width, and dimension of the random process
are all approximately linearly increasing. The stabilization of
entropy gradient shows that, when fluctuations approach
saturation, ray chaos phenomenon becomes the main factor
determining the properties of scattering processes.

VIII. SUMMARY AND DISCUSSION

Monte Carlo stochastic simulation of acoustic scattering
by internal waves allows analysis of the variability of weakly
divergent beam as a function of range and beam angle. A
realistic Garrett–Munk internal wave model for the induced
sound-speed fluctuation was applied. The analysis was per-
formed in terms of information theory using the physical or
Shannon entropy of the complex acoustical field envelope as
a logarithmic measure of wave chaos complexity and
Kolmogorov–Sinai entropy as a logarithmic measure of ray
chaos complexity. The relative intensity variance or scintil-
lation index was used to quantify the approach to saturation,
and for steep-angle beams SI approaches 1 from above,
while for small-angle beams the approach is from below 1.
At the range near saturation the rate of Shannon entropy for
the complex envelope of the finite-frequency acoustical
beams decreases and converges to a constant value which is
approximately twice as large as the Kolmogorov–Sinai en-
tropy or average Lyapunov exponent associated with the cen-
tral ray of that beam. This correspondence suggests a full-
wave manifestation of ray chaos, but only after saturation of
the scintillation index has occurred. In spite of this corre-
spondence, the simulated acoustical beams are not seen to
expand exponentially~or explosively!, but they expand dif-
fusively.

The results obtained in this analysis can be compared to
the work of Wolfson and Tappert~2000!, and Tappert~2003!,
who treat the problem of wave and ray chaos for constant
background sound speed~no waveguide! and a ocean
mesoscale-like single-scale random medium~Gaussian cor-
relation function!. Using the theory of Gaussian beams, they
predict that the width of a narrow-angle beam will increase
exponentially with range at a rate that is predicted by the
geometric Lyapunov exponent, which they can compute ana-
lytically. The observation of this explosive growth of the
beam is masked at short range by diffractive beam spreading,
and at long range by a surmised breakdown of geometrical
theory near saturation. The breakdown at long range has
proved very difficult to estimate, while the short-range mask-
ing by diffraction is relatively straightforward.

In the present analysis, which involves the ocean wave-
guide and realistic internal-wave sound speed perturbations,
a very different picture emerges. Because of the restoring
force of the waveguide, a narrow-angle beam cannot spread

exponentially, and thus the signature of chaos must be found
in some other observable. It has been shown that such a
signature is found in the wave field entropy. Like the no-
waveguide case, at short ranges the signature of ray chaos is
not manifest in the entropy due to deterministic and diffrac-
tive effects. However, once the wave field comes very close
to saturation, the variation of entropy becomes linear with
range roughly as predicted by the KS entropy. Thus, while
the no-waveguide case suggests an arrest of ray chaos mani-
festations at saturation, the waveguide case examined here
shows that near-saturation is an essential element. Clearly,
the wave field entropy cannot grow indefinitely as this sys-
tem is bounded by the ocean surface and bottom. We surmise
that the entropy will grow linearly until acoustic energy fills
the entire water column, at which time the entropy should
stabilize.

It also should be emphasized that our results do not pre-
clude the use of geometric methods for describing scattering
phenomena at shorter ranges where the Shannon entropy rate
and KS entropy do not agree. In fact, theAr scaling of the
beamwidth curves and their insensitivity to acoustic fre-
quency~Fig. 9! suggest strongly that the scattering is geo-
metric.

The numerical results of this paper require a theoretical
foundation which we hope to formulate in future work.
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1In ocean acoustic propagation the range variables,r, is equivalent to the
time variable,t, in dynamical systems theory.

2The conversion from bits/km to km21 simply involves a change in the base
of the logarithms. Thus, an entropy rate of 0.02 bits/km would be
0.02(log2 e)2150.0139 km21.

3In geophysics the Karhunen–Loeve~KL ! expansion is often referred to as
an empirical orthogonal function~EOF! expansion.

Beron-Vera, F. J., and Brown, M. G.~2003!. ‘‘Ray stability in wekaly range
dependent sound channels,’’ J. Acoust. Soc. Am.114~1!, 123–130.

Beron-Vera, F. J., Brown, M. G., Colosi, J. A., Tomsovic, S., Virovlyansky,
A., Wolfson, M. A., and Zaslavsky, G. M.~2003!. ‘‘Ray dynamics in a
long range acoustic propagation experiment,’’ J. Acoust. Soc. Am.114~3!,
1226–1242.

Brekhovskih, L. M., Goncharov, V. V., and Kurtepov, V. M.~1995!.
‘‘Weakly divergent bundles of sound rays in the Arctic,’’ Atmos. Oceanic
Phys.31~3!, 441–446.

Brown, M. G., Colosi, J. A., Tomsovic, S., Virovlyansky, A., Wolfson, M.
A., and Zaslavsky, G. M.~2003!. ‘‘Ray dynamics in a long range deep
ocean sound propagation,’’ J. Acoust. Soc. Am.113~5!, 2533–2547.

Casati, G.~1996!. ‘‘Quantum chaos,’’ Chaos6~3!, 391–398.
Casati, G., and Chirikov, B. V.~1995!. Quantum Chaos: Between Order and

Disorder: A Selection of Papers~Cambridge University Press, New York!.
Colosi, J. A., and Brown, M. G.~1998!. ‘‘Efficient numerical simulation of

stochastic internal-wave induced sound-speed perturbation fields,’’ J.
Acoust. Soc. Am.103~4!, 2232–2235.

Colosi, J. A., and the ATOC Group~1999b!. ‘‘A review of recent results on
ocean acoustic wave propagation in random media: Basin scales,’’ IEEE J.
Ocean. Eng.24~2!, 138–155.

Colosi, J. A., Scheer, E. K., Flatte, S. M., Cornuelle, B. D., Dzieciuch, M.
A., Munk, W. H., Worcester, P. F., Howe, B. M., Mercer, J. A., Spindel, R.
C., Metzger, K., Birdsall, T. G., and Baggeroer, A. B.~1999a!. ‘‘Compari-

1622 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 A. K. Morozov and J. A. Colosi: Stochastic beams



sons of measured and predicted acoustic fluctuations for a 3250-km propa-
gation experiment in the eastern North Pacific Ocean,’’ J. Acoust. Soc.
Am. 105~6!, 3202–3218.

Colosi, J. A., and Baggeroer, A. B.~2003!. ‘‘On the kinematics of broadband
multipath scintillation and the approach to saturation,’’ J. Acoust. Soc. Am.
116~6!, 3515–3522.

Cover, T. M., and Thomas, J. A.~1991!. Elements of Information Theory
~Wiley Science, New York!.

Dzieciuch, M. A., Munk, W. H., and Worcester, P. F.~2001!. ‘‘Turning point
filters: Analysis of sound propagation on a gyre-scale,’’ J. Acoust. Soc.
Am. 110~1!, 135–149.
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Acoustic signals transmitted from a 75-Hz broadband source near Kauai as part of the North Pacific
Acoustic Laboratory~NPAL! experiment were recorded on an array of receivers near California at
a range of 3890 km, and on a vertical line array at a range of 3336 km in the Gulf of Alaska. Because
the source is approximately 2 m above the seafloor, and the bottom depth at the receivers near
California is approximately 1800 m, acoustic interaction with the bathymetry complicates the
identification of the recorded arrivals with those present in numerical simulations of the experiment.
Ray methods were used to categorize acoustic energy according to interactions with the sea bottom
and surface and to examine the significance of seafloor geometry. A modal decomposition was also
used to examine the role of range-dependent bathymetry and to associate the effects on the acoustic
field with seafloor features at specific ranges. Parabolic-equation simulations were performed in
order to investigate the sensitivity of the received signal to geoacoustic parameters; shear excitations
within the seafloor were modeled using a complex-density, equivalent-fluid technique. Incorporation
of bottom interaction into models of the propagation enables an identification between experimental
and simulated arrivals. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1854491#

PACS numbers: 43.30.Zk, 43.30.Pc, 43.30.Qd, 43.30.Ma@AIT # Pages: 1624–1634

I. INTRODUCTION

The North Pacific Acoustic Laboratory~NPAL! experi-
ment involved a network of acoustic sources and receivers
with propagation ranges of a few megameters. Among these
were a 75-Hz source north of Kauai, Hawaii, an array of
receivers near the coast of central California at a range of
3889.8 km, and a vertical line array in the Gulf of Alaska at
a range of 3336.2 km. One of the goals of the experiment
was to investigate the state of the ocean—notably, its tem-
perature structure—by means of acoustic tomography.

Ocean acoustic tomography was proposed by Munk and
Wunsch as a means for examining the ocean interior.1

Oceanographic features influence acoustic propagation
through the dependence of sound speed on temperature and
salinity. A series of experiments in the Pacific Ocean with
ranges on the order of 1000 km demonstrated that long-range
transmissions were detectable and could be used to charac-
terize the water column. These include the Slice89
experiment,2 the Heard Island Feasibility Test,3 the Acoustic
Thermometry of Ocean Climate~ATOC! project and its as-
sociated Acoustic Engineering Test~AET!,4,5 and the North

Pacific Acoustic Laboratory~NPAL! experiment.6 Often in
long-range experiments with low acoustic frequencies, the
propagation can be accurately modeled without a detailed
treatment of the acoustic interaction with the seafloor. For
megameter-scale experiments, the bottom can typically be
modeled very simply if it is nearly flat and much deeper than
the sound-channel axis. An approximately flat bottom does
not greatly alter the inclination of the propagating sound en-
ergy so that bottom interactions~and the associated loss! are
repeated. For a deep bottom, the sound intensity is low at the
bottom interface due to the refractive effect of the ocean
sound channel. The Slice89 experiment, for example, has
been successfully simulated using an analytic, absorbing bot-
tom boundary condition.7 A more sophisticated treatment of
the seafloor has been necessary to successfully simulate
some long-range acoustic experiments. Propagation from a
bottom-mounted source near Oahu, Hawaii to receivers near
California, for example, was modeled using a fluid bottom
with depth-dependent acoustic properties.8 In this case, all of
the acoustic energy that contributed to the long-range field
interacted with the bottom. Because the depth at the source
was more shallow than the sound-speed minimum, the sound
traveled into deep water along the bottom interface.

Transmissions from the NPAL Kauai source are unusual
in that purely refracted and bottom-interacting energy both
contribute to the far-field arrival structure as a result of the
seafloor geometry. The process of tomographic inversion re-
quires that arrivals present in numerical simulations of the
transmission be identified with those recorded in the data.
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Southern Mississippi, Long Beach, MS 39560.
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The identification between simulated and measured arrivals
is made more complicated by the simultaneous presence of
both kinds of sound energy. Initial attempts at identification
using only fully refracted simulated ray paths could not ac-
count for the entire arrival pattern. These refracted rays were
also offset in travel time relative to the data.

This long-range, low-frequency experiment was not in-
tended as an investigation into the geoacoustic properties of
the seafloor along the propagation paths. Nevertheless, inter-
action with the bathymetry has clearly affected the acoustic
field from the NPAL Kauai source. Perhaps the most obvious
effect is the presence of very steep~greater than 15 deg from
the horizontal! acoustic arrivals at the receivers near Califor-
nia. They can be explained by reflection from the seafloor in
the vicinity of the receiver array. Recorded arrivals such as
these cannot be replicated in simulations without a treatment
of acoustic interaction with the bathymetry. A treatment of
the acoustic interaction with the seafloor, therefore, can aid
in tomography by protecting against misidentification of re-
ceptions generated by bathymetric interaction with fully re-
fracted sound in simulations. Models that incorporate bottom
interaction still give rise to a net travel-time difference from
the data, though the arrival pattern can be more successfully
replicated and the identification is much less ambiguous.
Other factors must be considered to explain this offset; one
candidate is an inaccuracy of the Del Grosso sound-speed
equation at high pressures.

II. NORTH PACIFIC ACOUSTIC
LABORATORY EXPERIMENT

Two broadband (Q52) acoustic sources with a center
frequency of 75 Hz were employed in the Acoustic Ther-
mometry of Ocean Climate~ATOC! and NPAL experiments;
the one considered in this work was deployed off the shore
of Kauai, Hawaii. Receptions were recorded on several ver-
tical and horizontal receiving arrays. This paper involves a
vertical line array~VLA ! of receivers at Ocean Weather

Station-P~OWS-P! in the Gulf of Alaska and a 2D receiver
array near the California coast. This 2D array consisted of
five vertical line arrays oriented transverse to the propagation
path; it was designed to examine the coherence of receptions
with horizontal displacements of a few hundred meters to a
few kilometers. Both of the paths are shown in Fig. 1.6

One of the propagation paths considered in this work has
a range of 3889.8 km from the Kauai source to the NPAL 2D
array. In the vicinity of this path, SEABEAM bathymetry
measurements were performed with a horizontal resolution
of approximately 50 m. The measurements taken near the
source are displayed in Fig. 2. Portions of the measured
bathymetry along the transect are displayed in Fig. 3. Sig-
nificant acoustic interaction with the bottom could be ex-
pected at these locations. The first displayed region is near
the source. At a range of roughly 2000 km, a seamount was
detected that reached as high as 2500 m below the surface.
Finally, the bathymetry near the receiver array slopes upward
to depths of about 1800 m. The path from the Kauai source
to OWS-P has similar bathymetry near the source, but lacks
any significant seamounts and the upward slope near the re-
ceiver. The near-source bathymetry for this path is also dis-
played in Fig. 3. The same bathymetry measurements as for
the first path are available for the first 4 km of this transect.
At longer ranges, the Smith/Sandwell bathymetry database
was used.9

Two extensive series of water column measurements
were also performed during the summers of 1998 and 1999
along the transect from the source to the 2D array. High-
resolution CTD/XBT surveys were used in the construction
of objective maps of salinity and temperature. The profiles at
adjacent ranges from an objective map with a horizontal sep-
eration of 39 km were averaged in order to suppress small-
scale features such as internal-wave effects. Sound-speed
fields were derived using these data and the Del Grosso
sound-speed equation.10,11 The sound speeds derived from
the 1999 measurements are displayed in Fig. 4. The surface

FIG. 1. The propagation path from the Kauai source to
the 2D array near central California is shown as a solid
line. The path from the source to OWS-P is shown as a
dashed line.
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waters are cooler near the California coast than near Hawaii;
the sound speeds near the surface decrease with range. An-
nual averages from the World Ocean Atlas were used to gen-
erate sound speeds along the path to the VLA at OWS-P.12

III. SIMULATION TECHNIQUES

A. Rays

The ocean depth at the location of the bottom-mounted
Kauai source is approximately 800 m. The acoustic center of
the source is less than 2 m above the seafloor.13 Therefore, a

significant amount of the energy that would contribute to the
long-range refracted field for a source located in a region of
abyssal depth instead interacts with the bottom. Ray methods
can be used to represent the trajectories of sound propagating
within the range–depth plane connecting the source and a
receiver. The ray simulations discussed below allow for
specular reflections from the bottom, up to a maximum of
ten, as well as from the surface. Sound speeds were interpo-
lated according to the requirements of the adaptive step-size,
fourth-order Runge–Kutta ray integration. The 12 000 initial

FIG. 2. The bathymetry measurements are shown in the
vicinity of the Kauai source. The path to the 2D array is
shown as a solid line. The path to OWS-P is shown as a
dashed line. For the latter, bathymetry measurements
are available for the first 4 km of the path; thereafter,
the Smith/Sandwell database was used.

FIG. 3. The bathymetry along the propagation path
from Kauai to the 2D array is shown as a solid line. The
top panel is the source region; the bathymetry along the
OWS-P transect is shown in this vicinity as a dashed
line. Two sample rays are shown: the dotted ray is fully
refracted, the dash-dotted ray reflects from the surface,
and the bottom in the vicinity of the source. The center
panel displays the seamount at approximately half the
range along the path to the 2D array. The bottom panel
is the bathymetry near the 2D receiver array. The same
refracted ray as in the top panel is included; this dash-
dotted ray only reflects from the bottom near the re-
ceiver.
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launch angles spanned vertical inclinations from230 to130
deg relative to horizontal. Rays were discarded if they re-
flected from the bottom at a range shorter than the nominal
wavelength of 20 m.

Rays in these simulations can be divided into groups
according to their interactions with the bottom and surface.
Near the source, the bottom slopes downward from 800 m to
abyssal depths for ranges beyondO(100 km). The bottom
slope is approximately 5 deg in the immediate vicinity of the
source. Since specular reflection from a downslope changes
the propagation angle by twice the grazing angle, relatively
steep downward-propagating rays can be scattered into shal-
lower paths and thereafter propagate as refracted rays. The
ray with a launch angle of210 deg, for example, undergoes
a single bottom interaction and then propagates nearly hori-
zontally. Other rays, typically steep positive launches, reflect
between the surface and bottom until the repeated bottom
interactions decrease the ray inclinations sufficiently for
them to propagate as refracted paths. These rays can leave
the source region with steeper angles than are accessible to
the other ray types. Finally, there exist some rays that interact
with neither the surface or the bottom; it is these rays that are
typically used in tomographic inversions.

Some of the paths that reflect from the bottom near the
source but not the surface differ only slightly from paths that
are entirely water borne. At a given range, the arrival times

and depths of these paths closely mirror the purely refracted
rays ~Fig. 5!. Those rays that interact with both the surface
and the bottom, however, yield timefront segments that
evolve differently in range. At relatively short ranges, such
as the 100-km example in Fig. 5, these rays are later than the
others due to the extra path length resulting from traversing
the entire vertical extent of the water column multiple times
in a relatively short range. At longer ranges, however, the
effect of the extra distance on the travel time is overcome by
the sampling of higher-speed water that is caused by the
greater inclination. Then, these rays give rise to the earliest
arrivals.

As the acoustic field approaches the 2D receiver, the
depth again decreases from abyssal values. The water depth
at the NPAL 2D array is approximately 1800 m. A subset of
the incoming rays interacts with this upslope, is reflected into
steeper angles—in some cases, angles too steep for signifi-
cant long-range propagation—and then received. These near-
receiver bottom-interacting rays, unlike those that only inter-
act with the bottom near the source, are easily distinguished
from the refracted paths by this increase in inclination. The
bathymetry along the path to the VLA at OWS-P remains
relatively deep~greater than 4000 m! as the receiver is ap-
proached. Therefore, only the near-source bathymetry plays a
prominent role.

Turning-point filter representations of the ray arrivals at

FIG. 4. Sound speeds derived from
environmental measurements taken
during the summer of 1999 along the
2D array transect. The left panels con-
tain the range-averaged sound speed
as a function of depth. The panels on
the right display the difference from
the range average as a function of both
depth and range. The sound speed is
less variable at great depth, as can be
seen in the color scales of the right
panels.
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the OWS-P VLA are displayed in Fig. 6.14 The arrivals at the
2D array are displayed in Fig. 7. The refracted paths yield
the usual arrival pattern. The rays that have reflected only
from the bottom can be organized into two distinct groups.

The first group is virtually indistinguishable from the re-
fracted rays; these have interacted with the bottom in the
immediate vicinity@within O(1 km)] of the source. The sec-
ond set, found only in the simulations of propagation to the

FIG. 5. Timefronts at ranges of 100,
1000, and 3889.8 km along the 2D ar-
ray transect. Results from PE simula-
tions using bottom type 1 are shown at
ranges of 100 and 1000 km with a
30-dB dynamic range. Ray arrivals are
indicated at all three ranges. Fully re-
fracted trajectories are shown in red.
Paths that reflect only from the bottom
are marked in blue. Paths that bounce
from both the bottom and the ocean
surface are shown in black. At short
ranges, the paths that reflect from both
the bottom and the surface are later
than the refracted rays. At longer
ranges, however, this lag decreases
since the reflected rays can attain
higher angles from the horizontal and,
thus, sample water with a higher
sound speed.

FIG. 6. The application of a turning-point filter yields
axial travel times and arrival angles for the rays of the
OWS-P propagation path. The top panel shows the fully
refracted ray arrivals as dots and those that reflect only
from the surface as crosses. The bottom panel displays
the rays that reflect from both the surface and the bot-
tom ~with 2 or fewer bottom bounces!; these are the
earliest arrivals.
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2D array, arrive at much steeper angles and have reflected
from the bottom near the receiver.

The distinct range evolution undergone by the rays that
interact with both the surface and the bottom affects the pat-
tern at the full range. Some of these rays yield distinct points
in the time–angle plane similar to those in the refracted pat-
tern. Relative to refracted rays near the same travel times,
these arrivals are slightly steeper. Rays of this type also yield
the earliest arrivals. The ray trajectories along the transect to
OWS-P are affected only by the near-source bathymetry.

Ray interaction with the bathymetry along the 2D array
transect can also occur at approximately half the full range
where a seamount reaching up to depths of approximately
2500 m was detected. The small horizontal extent of this
feature suggests that a two-dimensional ray simulation could
exaggerate its importance as an acoustic blockage. That the
earliest arrivals have interacted with both the surface and the
bottom is more clearly illustrated in ray simulations per-
formed with this seamount feature removed~see Fig. 3!. The
measured bathymetry along the transect to the 2D array is
replaced in these simulations with a straight line in the range
interval from 1900 to 2100 km.

B. Normal modes

The propagation from the Kauai source to the NPAL 2D
array can also be examined within the mathematical frame-
work of acoustic normal modes. Acoustic normal modes are
eigenfunctions of the single-frequency, depth-separated wave
equation. Since modes can be characterized by turning
points, an examination of the propagation using modal meth-
ods allows for some of the geometrical insight provided by

ray techniques in a way that accounts for the finite frequency
of the field. Although they are an exact solution only for
range-independent environments, modes provide useful tools
for evaluating the severity of the range dependence and its
effect on the long-range signal. For mildly range-dependent
environments, the energy distribution of modes is constant
and the propagation is referred to as adiabatic mode propa-
gation. The bathymetric changes along the path from the
Kauai source to the NPAL 2D array induce mode coupling, a
redistribution of energy amongst the modes. By expressing
the effect of the seafloor in terms of mode coupling, it can be
compared to the effect of the range dependence in the sound-
speed field used in the model~see Sec. II!, and to the effect
in other studies of oceanic fronts15 or of smaller-scale range
dependence induced by internal waves.16

To examine these issues, a simplified, single-frequency
~75 Hz! parabolic-equation~PE! computation was per-
formed. At regular range intervals, the local acoustic normal
modes were computed. The mode spectrum was derived
from the PE field solution using the orthonormality of the
normal-mode wave functions

E
z

cm~z,r !cn~z,r !

r~z,r !
dz5dmn , ~1!

bn~r !5E
z

cm~z,r !P~z,r !

r~z,r !
dz, ~2!

wherecm is the mth mode function,dmn is the Kronecker
delta function~1 only whenm5n and 0 otherwise!, P(z,r )
is the single-frequency parabolic-equation solution, andbn is
the nth mode amplitude at a particular range. For mildly

FIG. 7. The top two panels are the same as in Fig. 6
except for the propagation path to the 2D array. An
additional category of ray paths is included in the top
panel; these reflect only from the bottom near the re-
ceiver and are marked as circles. The bottom panel dis-
plays the rays that have reflected from both the surface
and the bottom in simulations with the seamount re-
moved; in this case, rays with up to 5 bottom bounces
are included.
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range-dependent environments,bn is expected to be indepen-
dent of range~except for attenuation and cylindrical spread-
ing!.

The single-frequency PE field is shown in the top panel
of Fig. 8. The bathymetry along the path has been superim-
posed on the field. The dominant bathymetric interactions
occur at the source, at the seamount near 2000 km and at the
receiver. The cyclical interference pattern in range and depth
is due to convergence zones~roughly 50 km apart! where
acoustic paths~rays! of different angles converge. The field
plot indicates that the seamount strips energy from the water
column.

The mode spectrum~in dB! from Eq. ~2! is shown in
Fig. 8~b! after correcting for cylindrical spreading
(110 logR). For comparison with the ray view of propaga-
tion, the WKBJ approximation is used and mode phase
speeds determine equivalent ray turning points. The low
modes ~1–60! are trapped ~refracted–refracted paths!.
Modes 60–100 are surface reflecting and bottom refracting
~depending on the depth!. Modes greater than 100 are surface
reflecting and bottom reflecting~SRBR! regardless of depth.
For the lowest order modes (N,20), the propagation path
appears to be adiabatic; the mode amplitude is constant in
range. This verifies that the range dependence in the mea-
sured sound-speed profile~after smoothing in the horizontal!
is indeed mild enough to be considered adiabatic. All of the
ranges at which significant mode coupling occurs correspond
to regions of bathymetric interaction. The seamount at 2000
km induces substantial mode coupling. Very low-order
modes appear unaffected~these modes, or shallow rays, pass
over the seamount!. The intermediate modes~50–150! are
stripped of energy. The high modes~.150! are excited as the
sound radiates from the backside of the seamount. There is
additional mode coupling at the receiver, as the seafloor

rises up the continental shelf approaching the receiver array.
Mode scattering is also evident at a range of approxi-

mately 1400 km. There is a seamount at this location which
has a minimum depth of 3500 m. This illustrates an interest-
ing point about propagation in deep water. It appears that the
acoustic field can be sensitive to variations in the seafloor
topography that are well~2500 m! below the sound-channel
axis. High mode numbers, or equivalently high-angle rays,
have very deep turning points and can be scattered by
changes in the ocean depth. This can be significant because it
is precisely these high-angle rays/high modes that are stable,
identifiable, and therefore useful in ocean acoustic tomogra-
phy.

As an additional examination into the significance of
near-source bathymetric interaction on the long-range acous-
tic transmission, the same calculation was performed with
the bottom depth set to 4000 m within 300 km of the source.
The resulting mode decomposition for the ‘‘deep-water
source’’ is shown in the lower panel of Fig. 8. The propaga-
tion over the path is similar to that of the middle panel, with
the exception of the excitation spectra near the source. The
presence of the seafloor leads to significantly more energy in
the mode numbers from 40–100. This is precisely the energy
that has scattered off the slope near Kauai and has entered
into deep water in modes~angles! that are no longer bottom
interacting.

C. Parabolic-equation simulations

The role of bathymetry in influencing acoustic propaga-
tion in the NPAL experiment was also examined by perform-
ing broadband simulations using a parabolic equation. Since
the bottom is solid, acoustic energy can be lost to conversion
into elastic shear waves, as well as compressional sound

FIG. 8. The modal decomposition of
the single-frequency acoustic field il-
lustrates the ranges for which range
dependence induces significant cou-
pling. The top panel~a! displays the
75-Hz acoustic field between the
Kauai source and the 2D array. The
middle panel~b! shows the modal de-
composition of this field. The bottom
panel~c! is similar, but with the near-
source bathymetry removed.
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waves, in the bottom. Because the acoustic field in the water
was the focus of the simulation effort, an equivalent-fluid
technique was used to model the combined effects of the
shear and compressional parameters of seafloor material. A
technique presented by Zhang and Tindle17 involves the cal-
culation of an effective density, a complex number, that mod-
els the important effects of shear in a simulation that in-
volves only fluid media. The complex density is chosen in
order to approximate the reflection coefficient of an elastic
bottom. The plane-wave reflection coefficient,V(k), for an
acoustic wave in the water incident on an elastic seafloor can
be written as

V~k!5
g1@r2P~k!/r1#2 ih2

g1@r2P~k!/r1#1 ih2
, ~3!

wherek is the horizontal wave number andg1 andh2 are the
vertical wave numbers for compressional waves in the water
~medium 1! and the bottom~medium 2!. The effects of shear
are contained in the factor,P(k), given by

P~k!5F12
2k2

~v/cs1 ias!
2G 2

1
i4h2gsk

2

~v/cs1 ias!
4

, ~4!

wherev is the angular frequency,cs is the speed of shear
waves,gs is the shear vertical wave number, andas is the
shear attenuation. The complex density presented by Zhang
and Tindle corresponds to using a complex number to repre-
sent the productr2P(k) at low grazing angles. The equiva-
lent fluids used in the simulations discussed below were gen-
erated by a search in which compressional speed, and the
real and imaginary parts of the density are treated as free
parameters. The best match to the reflection coefficient of the
elastic bottom was chosen for the grazing angle interval from

0 to 45 deg. This method is intended to extend the validity of
the technique to higher shear speeds and larger grazing
angles. The bottom losses calculated using elastic media are
compared to this complex-density equivalent fluid in Fig. 9.
For sufficiently large grazing angles, this technique breaks
down for some media. This method must also fail in circum-
stances where interface waves or the propagation in the bot-
tom media are significant. None of these limitations appears
directly relevant to simulations of the long-range NPAL ex-
periment.

The RAM code, developed by Collins,18 was used in
simulations with two sets of seafloor geoacoustic parameters.
A set of 901 discrete frequencies over the 75-Hz total band-
width was propagated forward using a computational grid
with 0.25-m vertical spacing and 10-m range steps. Four
terms were included in the Pade´ expansion. This grid is
based upon the convergence of single-frequency transmis-
sion loss at the center frequency of 75 Hz; a travel-time
comparison with the ray results was successful. Sound speed
in the water was interpolated at 300 equally spaced ranges
~for a separation of approximately 13 km along the path to
the 2D array!. The bottom was treated as homogeneous in all
cases, except for an absorbing layer at depths greater than
5750 m. The first medium~bottom type 1! was intended to
approximate the porous basalt of the Hawaiian islands. Seis-
mological investigations indicate that 2200 m/s is a reason-
able estimate of the compressional speed in the solid near the
water/bottom interface.19,20 Empirical relations stated by
Hamilton then suggest a shear velocity of approximately
1100 m/s~Ref. 21! and a density 2.1 times that of water
(rw).22 The second parameter set is a characterization of a
loose sediment~bottom type 2!; the compressional speed is

FIG. 9. Bottom loss@210 loguV2u; see Eq.~3!# versus
grazing angle for the bottom types considered in this
work. The solid curve follows from the elastic reflection
coefficient for a compressional speed of 2200 m/s, a
shear speed of 1100 m/s, and a density 2.1 times that of
the water~bottom type 1!. The corresponding param-
eters for the dashed curve are: 1550 m/s, 200 m/s, and
1.7 ~bottom type 2!. The dotted curves are given by the
complex-density, equivalent-fluid parameters in each
case.
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FIG. 10. Turning-point filter results
from the parabolic-equation simula-
tions ~top! and the data~bottom! are
shown for the path to OWS-P with a
30-dB dynamic range. The simulation
depicted in the top panel used bottom
type 1 and has been offset by 0.4 s.

FIG. 11. Turning-point filter results
from the parabolic-equation simula-
tions ~top and middle! and the data
~bottom! are shown for the path to the
2D array with a 30-dB dynamic range.
The simulation depicted in the middle
~top! panel used bottom type 1~2! and
has been offset by 0.4 s.
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1550 m/s, the shear speed is 200 m/s, and the density is
1.7rw .21 For both bottom types, the shear attenuation was set
to 0.2 dB/l and the compressional attenuation was 0.1 dB/l.
These bottom types were chosen in an attempt to include an
estimate of the actual geoacoustics near the Kauai source
~type 1! and a limiting case that was softer and looser~type
2! than any seafloor parameters that were likely to be en-
countered over the entire propagation range of the experi-
ment.

IV. COMPARISON

Turning-point filter representations of the acoustic field
at the full range are displayed in Fig. 10 for the OWS-P VLA
and in Fig. 11 for the 2D array. The data in each case are
shown in the bottom panel and consist of a 1-day average.
For the field at OWS-P, the daily average refers to 1998
yearday 273 and includes six transmissions. The 2D array
data shown were collected on 1998 yearday 544 at the cen-
tral VLA receiver ~VLA 3 ! and include four transmissions.
Coherent averaging is performed during the transmission pe-
riod of approximately 20 min, and different transmissions are
averaged incoherently. The turning-point filter transforma-
tion is performed using the entire 20-element array.6 Corre-
sponding simulations are included in Figs. 10~using bottom
type 1! and 11~using both bottom media!. A travel-time off-
set of 0.4 s yields an unambiguous identification between the
early-time arrivals in the PE simulations and in the data.

These simulations generate the same basic arrival struc-
ture seen in the ray analysis. The ray arrivals in Figs. 6 and 7
can also be identified with the data with an overall travel-
time offset of 0.4 s. This identification illustrates that the
early-time arrivals represent energy that has interacted with
both the ocean surface and seafloor. These early arrivals are
especially useful in performing tomography because they are
relatively stable and distinct. The recognition that this energy
has reflected from both the sea surface and the bottom in the
NPAL geometry has been a useful step in the inversion of the
received acoustic field for ocean properties.

Initial efforts to estimate the overall time offset between
the data from the 2D array and simulations using only fully
refracted ray paths resulted in substantial nonzero values.
Incorporation of bottom interaction into the models helps to
protect against misidentification of reflected arrivals in the
data with refracted arrivals in simulations. It also illustrates
an additional complication; refracted and bottom-interacting
acoustic energy can both arrive at similar travel times. Such
problems in the identification process, however, do not ap-
pear to have been the sole cause of the offset; travel times
from the expanded simulations still differ from those in the
data. The simulated arrivals are earlier than the data by about
0.4 s. The simulations presented here used sound speeds de-
rived from environmental measurements taken during 1999.
Travel times from the acoustic data change rapidly during
this period. If, instead, the 1998 environmental measure-
ments are used, simulated travel times are offset by approxi-
mately 0.2 s. This offset is not sensitive to bottom parameters
within the limits of a complex-density equivalent-fluid rep-
resentation of the solid elastic media. An attempt to accu-
rately characterize other features of the received acoustic

field, such as the intensity of the reflected arrivals, may de-
pend on the use of realistic geoacoustic parameters in nu-
merical simulations.

Comparisons between simulations and data in other
long-range experiments have also yielded an offset. Some
authors have suggested that these offsets can be attributed to
inaccuracy of the Del Grosso sound-speed equation at high
pressures. The analysis presented by Worcesteret al. of the
Acoustic Engineering Test~AET!, part of the Acoustic Ther-
mometry of Ocean Climate~ATOC! project, indicated that
the simulated arrivals differed from the measurements by
approximately 0.2 s for a range of 3250 km.23 Spiesberger
and Metzger presented simulated travel times based on the
Del Grosso equation that differed from observations of a
3-Mm experiment in the northeast Pacific by about 0.6 s.
They derived an additive correction, a function of pressure,
to the Del Grosso equation.24 Despite extensive environmen-
tal information, simulations of the NPAL experiment are
similarly offset from the data.

Incorporation of a model for bathymetric interaction into
the simulations has improved the correspondence between
the recorded and simulated arrivals sufficiently to permit an
identification. There are, however, important limitations of
this analysis. The homogeneous representation of the seaf-
loor is sufficient for the purposes of an identification in travel
time, but it is obviously unrealistic and probably unsuitable
for analyzing other acoustic characteristics such as intensity.
The complex-density method discussed in Sec. III C provides
a computationally efficient approximation to an elastic bot-
tom of sufficient accuracy for most long-range applications,
but data regarding the actual parameters of the elastic solid to
be modeled are often unavailable. The changes in the travel
time of an acoustic arrival over the course of the experiment
have been neglected for the purposes of the identification,
even though these changes may provide some insight into the
different travel-time offsets from the data for simulations
based on 1998 and 1999 environmental measurements. Fi-
nally, small-scale perturbations of the sound speed, such as
those caused by internal waves, have been neglected. It is not
expected that these perturbations will change the travel-time
structure so dramatically as to undermine an identification of
the earliest arrivals; but rather will reshape the signal finale
and induce small-scale fluctuations.7

V. CONCLUSION

Interaction with the bathymetry alters the long-range
acoustic field generated by the Kauai source. For ranges
greater thanO(1000 km), sound that has reflected from both
the sea surface and the seafloor in the vicinity of the source
arrives at travel times similar to, or earlier than, purely re-
fracted energy. Relative to refracted energy at the same travel
time, this reflected energy arrives at a steeper angle. Propa-
gation to the 2D array is also affected by a seamount at a
range of approximately 2000 km and by an upslope to the
receiving array depth of about 1800 m. Analysis of the
propagation to OWS-P illustrates the effect of the near-
source interactions without the additional complications that
occur downrange for the 2D array transect. Energy that in-
teracts with both the surface and the bottom near the source
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constitutes the earliest arrivals in both cases. Sound that has
reflected only from the bottom in the vicinity of the source is
virtually indistinguishable from purely refracted energy; be-
cause it does not yield a distinct arrival, this energy does not
greatly influence the process of tomography. Sound that re-
flects only from the bottom near the 2D array can be easily
distinguished from arrivals generated by other types of tra-
jectories and does not lead to difficult identification ambigu-
ities.

The investigation into the effect of bottom interactions
on the acoustic propagation from the Kauai source to the
NPAL 2D array was intended to address the need for a reli-
able identification between the recorded acoustic arrivals and
the arrivals in numerical simulations. Models that account
for the acoustic interaction with the bathymetry yield an ar-
rival pattern that corresponds to the data much more closely
than is possible in models that treat only the water column.
Ray simulations, because they generate a specific trajectory,
make it possible to group arrivals according to the number of
reflections from the sea surface and the bottom. A modal
analysis indicates the ranges at which interaction with the
bathymetry plays an important role. Parabolic-equation
simulations allow the geoacoustic parameters of the bottom
media to be varied in order to examine the sensitivity of the
received field. A reliable determination of the overall best
match between simulated arrival patterns and the data can be
used as the first step in a detailed tomographic inversion.
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The Kauai Near-Source Test (KNST): Modeling and
measurements of downslope propagation near the North Pacific
Acoustic Laboratory (NPAL) Kauai source
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In April 2002, a series of recordings were taken near the North Pacific Acoustic Laboratory~NPAL!
Kauai source. This source transmits broadband low-frequency signals to receivers in various
locations across the Pacific. Travel-time calculations based upon the nonbottom interacting PE or
ray-trace modeling for the Kauai source lagged the actual first arrival by 1 second or so, a disturbing
discrepancy that needed answering. The Kauai Near-Source Test~KNST! was designed to take
measurements near the Kauai source to examine the effect of the local bathymetry on the signal
transmitted into the ocean. Six receptions, using a 100 m VLA, at ranges from 0.2 to 52 km were
taken. Parabolic Equation~PE! simulations of the channel impulse response for the measurement
ranges are in good agreement with the observations. PE simulations using an exposed basalt seafloor
match the data much better than those with a silty-sand cover. A primary result of this test was the
indication that there may be significant energy in the first bottom bounce, comparable to the
direct-path~purely refracted! ray. This implies that the seafloor near the source influences the arrival
times and patterns of the field at long distances, and should be taken into account. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1854990#

PACS numbers: 43.302k; 43.30Qd; 43.30Zk@AIT #
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I. INTRODUCTION

The field of long-range ocean acoustics has advanced to
the point where forward modeling is understood well enough
to permit the inversion of acoustic travel times for ocean
sound speed information.1 The presence of a sound channel
in the deep ocean makes possible the transmission of low-
frequency acoustic energy to very long distances. In 1991 the
Heard Island Feasibility Test2 demonstrated that sound could
be effectively transmitted across the globe. Using bottom
mounted sources~to limit source motion and provide longev-
ity! the Acoustic Thermometry of the Ocean Climate
~ATOC!3 and North Pacific Acoustic Laboratory~NPAL!4

experiments have been transmitting broadband acoustic sig-
nals intermittently since 1996 to receivers distributed
throughout the North Pacific Ocean.

For the Pioneer Seamount source of the ATOC experi-
ment ~located on Pioneer Seamount off the coast of central
California at a depth of 938 m! the acoustic predictions from
ray trace modeling matched the arrival times of the recep-
tions on a variety of receivers~Vertical Line Arrays, Hori-
zontal Line Arrays! relatively well. For the Kauai source this
was not the case. Using ray trace models including only
purely refracted paths an off-set of as much as 1 second was
required to align the early arriving wave-fronts. The
1-second offset was required for deep bottom mounted SO-
SUS arrays as well as for the NPAL 2-D array off Point Sur,
California. Was there a source timing error? Was the physical
interaction of the sound with the bottom different for the

Kauai source than it was for the Pioneer Seamount source?
A critical question is what is the probe pulse being sent

into the ocean waveguide? The signal sent from the power
amplifier to the source is well known. The impulse response
of the source is stable and well measured prior to the experi-
ment. The ocean waveguide is deep for most of the propaga-
tion path and deep-water propagation is well understood.
Changes between predictions and receptions for this portion
of the path are rightly attributed to fluctuations in the sound
speed profile through the inversion process.

In order to begin to understand the nature of the differ-
ences between the Pioneer source and the Kauai source, re-
cordings near the source were required. In April 2002 the
Kauai Near-Source Test~KNST! was conducted. Measure-
ments were taken directly above the source with a short~100
m! vertical line array deployed over a period containing two
days of transmissions. A total of six transmissions were re-
corded at ranges between 200 m and 52 km. Careful atten-
tion was paid to timing and array calibration. The conclu-
sions are that there is no error in the source timing and that
the first bottom bounce has as much energy as the purely
refracted path.

The outline of this paper is as follows. Numerical mod-
eling results for the downslope environment near Kauai are
given in Sec. II. These simulations help explain the physics
of downslope propagation, illustrate the affect of sediment
type on propagation modeling, and help in planning the ge-
ometry of the near-source recordings. In Sec. III the experi-
ment is described and the results from it are presented. The
measurements are compared with the PE modeling results in
Sec. IV. Section V is the conclusion.a!Electronic mail: Oceansound04@yahoo.com
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II. MODELING DOWNSLOPE PROPAGATION FROM
THE KAUAI SOURCE

A. The NPAL Kauai source

The Kauai source for the NPAL experiment is mounted
on the seafloor, at a depth of 811 m, 14.8 km north of Kauai
(159.570 °W, 22.349 °N). In addition to receiving the trans-
mitted signals on the U.S. Navy SOSUS network, five verti-
cal line arrays were deployed in 1800 m of water on the
continental slope off the coast of Point Sur California. The
arrays were deployed broadside to the expected arrival angle
for the purpose of measuring horizontal coherence lengths
for very long-range propagation experiments. The details and
results of this experiment are summarized by Worcester
et al.5 in this special issue.

The source transmits 44 periods of a phase-coded
pseudo-randomm-sequence with a center frequency of 75
Hz (Q52). Each period is 27.28 s long, yielding a 20-
minute transmission. The broadband source level is 195 dB
re 1 mPa at 1 m. Each transmission is preceded by a five-
minute ramp-up period during which the source level is
gradually increased to full power. The source transmits every
fourth day, with six 20-minute transmissions at four-hour
intervals on that day. The transmission schedule was de-
signed to satisfy marine mammal mitigation concerns and
permit the accurate estimation~and removal prior to the per-
forming the tomographic inversion! of the tidal component.

The source location was chosen to meet the constraints
of being close to shore~for power! and at a location where
the bathymetry intersected the sound channel axis. The
sound channel axis in the central Pacific is at a depth of
roughly 800 m. The source is placed on the axis so that it
excites acoustic energy at all propagation angles, providing
the best sampling of the water column for ocean acoustic
tomography. The bathymetry from the source into deep water
along the path from the Kauai source to the NPAL receiver
array is shown in Fig. 1. The slope of the island is much
steeper than typical continental shelf slopes and therefore

abyssal depths are achieved within 50 km. The sound speed
profile at the source~in deep water! is also shown in Fig. 1.

B. Single frequency propagation modeling

In order to examine the effects of the bathymetry near
the bottom mounted source on acoustic transmissions into
deep water, broadband Parabolic Equation~PE! runs were
performed using RAM.5 A difficulty with precise modeling
of the downslope propagation is the lack of knowledge of the
geo-acoustic parameters. Given the volcanic creation of the
island of Kauai, it can be assumed that the basement is ba-
salt, with a very high compressional sound speed on the or-
der of 3500 m/s. Uncertainty in the exact compressional
speed is not an important issue due to the severe sound speed
contrast between the speed of sound in water and in basalt.
The significant geo-acoustic questions are the extent of sedi-
ment covering the basalt~the north-slope of Kauai is the
wettest place on earth so water run off and sedimentation can
be significant!, the presence of shear waves~and the associ-
ated shear speeds!, and the accurate modeling of surface
roughness, which has a strong effect on acoustic scattering.
In this paper we have addressed the issue of sediment cov-
erage and have not addressed the shear speed or surface
roughness issues.

Figure 2 shows the received level at 75 Hz~for a source
level of 195 dBre 1 mPa at 1 m! for two different sediment
assumptions. The top panel is for a sediment modeled as
exposed basalt~compressional speed 3500 m/s!. It is clear
that there is significant acoustic energy at high-angles and
that waterborne acoustic energy does propagate after inter-
acting with the seafloor. For this case the assumption that the
purely refracted acoustic paths contain all of the energy that
arrives at the receiver several thousands of km away is not
valid. The second geo-acoustic example~shown in the lower
panel of Fig. 2! has a 100 m silty-sand sediment~compres-
sional sound speed 1520 m/s! overlying a basalt basement.
From the resulting field plot~Fig. 2! it is clear that the bot-
tom interacting energy is completely stripped from the water
column. The geo-acoustic profile in the sediment is depth
dependent, assuming a homogenous sediment and using re-
lations based upon Hamilton6 and Bachman.7 For this sedi-
ment, the approximation that all bottom interacting energy is
gone and only rays which do not bottom interact are present
and contain significant energy appears valid.

Two paths of significance to this experiment are evident
in Fig. 2. The direct path, which goes up at the source and is
fully refracted, has an upper turning point at a range of 50
km. There is also a path that interacts with the seafloor at
5–10 km and has an upper turning point at 25 km. This is a
critical path to the description of the effect of the seafloor
scattering on the long-range tomographic signal. This path
has the features that it interacts with the seafloor once and
then is fully refracted for the rest of the propagation path. If
this is the case, and there is substantial energy in this path,
then it will have a longer travel time than the direct path
when it leaves the near-source region, due to the surface and
bottom interaction near the source. A full-field,
broadband,range-dependent propagation run is required to

FIG. 1. Kauai Near-Source Test~KNST! sound speed profile and local
downslope bathymetry from archival data.
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fully understand how much energy is contained in each set of
paths.

C. Broadband modeling

The impulse responses at 50 km for the two sediments
are shown in Fig. 3. With the soft sediment layer, the bottom
bounce is present, but it is weak and does not compete with
the direct path. For the exposed basalt the first order bottom
bounce has as much energy as the direct path. The path
which interacts with the bottom between 5 and 10 km has a
lower turning point at 50 km. It is visible at a depth of 2000
m and a time of 41 seconds, which is half a second behind
the purely refracted path. This is significant to the tomogra-
phy problem because this energy could propagate to long
ranges.

D. Discussion

There are two mechanisms at work here to permit sound
to come off the shelf delayed by 0.5 s. The first is a shallow
water propagation phenomenon. In deep water the acoustic
dispersion is such that the group velocity is driven by refrac-
tion of the sound speed profile and therefore higher angle
rays~or higher modes! have higher group velocities because

they spend more time~and turn! in regions with higher com-
pressional sound speeds. In shallow water, the opposite is
true. In shallow water propagation, the steep angles refract
little, and their group velocity is dominated by interaction
with the bottom and effectively becomesvo cosu. While the
sound is propagating down the shelf, interacting with the
bottom in the first 10 km, the propagation is effectively shal-
low water, giving the high angle energy very low group ve-
locities. Horizontal group velocities can be as low as 1300
m/s for high angle energy. Once in deep water, the modal
dispersion switches to the more common SOFAR propaga-
tion and the high angle energy is now the fastest. We postu-
late that there will be a range at which these two paths cross
and most of the energy collapses into a single pulse. In order
to have the sound effectively propagate to the receiver at
great distances, the sound cannot continue to interact with
the bottom. The second mechanism, which permits sound to
propagate to long ranges, is the angle conversion~or mode
coupling! that occurs with each bottom bounce on the conti-
nental shelf. As the high angles hit the seafloor, they are
converted to lower angles. There is a set of propagation
angles that are delayed by 0.5 s coming off the shelf that are
scattered to angles that are no longer bottom interacting.

FIG. 2. KNST parabolic equation received level~dB re 1 mPA! simulation for two sediments~top! exposed basalt (cp53500 m/s) and~bottom! 100 m of
silty-sand (cp51520 m/s).
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III. THE KAUAI NEAR SOURCE TEST

A. Experiment geometry

In April 2002, the Kauai Near-Source Test was con-
ducted to test the accuracy of the source timing and to deter-
mine if the bottom interacting energy was observable at
ranges of 25 and 50 km. A 100-m vertical line array was
deployed to a depth of 300 m from a small boat off the coast
of Kauai. Over two separate transmission days~GMT 97 and
101! six transmissions of the NPAL source were successfully
recorded on the vertical line array at ranges of 0.2, 3.2, 5,
25.2, 38 and 50.4 km from the source.

The array contained eight equally spaced elements~12
m spacing! with a total aperture of 100 m. The array had 300
m of cable permitting deployment to a maximum array cen-
ter depth of 350 m. The inability to deploy the array at the
depth of the sound channel was a significant constraint.
Wavefronts could only be observed at or near their upper
turning points. From the numerical modeling~Fig. 2! it was
determined that the direct path has an upper turning point at
a range of 50 km, corresponding to the first convergence
zone. The first order bottom bounce, however, is off by one
half of a cycle and has an upper turning point at 25 km. Thus
the two paths can be measured but only for different trans-

missions at different ranges. The array had no depth sensors
for array element localization.

Extra care was taken to synchronize the clocks of the
recording system with a GPS satellite IRIG-B clock to make
sure travel time could be accurately measured. The IRIG-B
signal was added directly to the acoustic signal from the first
hydrophone to ensure accurate timing. The hydrophones
were well calibrated~when new! and a calibration tone was
put on each acoustic data file to permit the accurate calibra-
tion of the output signals. The range to the source was com-
puted using the D-GPS location of the boat. Moderate cur-
rents led to a drift speed of 0.5 m/s~approximately 1 knot!.

B. Measurement results

For all of the recordings the signal-to-noise ratio~SNR!
was high enough to see the transmission on a single element
spectrogram without matched filtering the impulse response.
The single element spectrogram for Transmission 2~3.2 km!
is shown in Fig. 4. Due to the difficulty of array element
location during this test, all results will be presented for a
single hydrophone~hydrophone #4!. The 60–90 Hz broad-
band signal is clearly visible fromt5400 s to 1600 s. The
source amplitude was stepped up slowly over five minutes,
and this is also visible in the spectrogram. The striping mo-

FIG. 3. Broadband PE predictions at 52 km; the range of Transmission 6.~Top! Exposed basalt;~bottom! silty-sand sediment over basalt.
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tion in the nulls between 50 and 100 Hz is an acoustic path
interference pattern caused by the drift of the boat. In down-
ward refracting shallow water environments, a relation exists
between the phase and group velocities of the normal modes
~and equivalent rays! that yields stable interference patterns
in range and frequency.8 The relation between the differential
group and phase speeds amongst different interacting paths
~modes! is the waveguide invariant.9 This phenomenon dem-
onstrates the importance of shallow water propagation, even
in this long-range ocean acoustic experiment. Shallow water
striations have been used to perform geo-acoustic inversions
in other shallow water regions.10

To increase the SNR and to determine the impulse re-
sponse of the ocean channel, them-sequence matched filter
is applied. Four periods of the transmission were processed
coherently and a search over~source–receiver! Doppler con-
ducted. The Doppler search is to accommodate receiver mo-
tion in this case because the source is stationary. The Dop-
pler search and resulting received signal for Transmission 2
at a range of 3.2 km is shown in Fig. 5. The received signal
is computed as the peak~in Doppler! arriving at each time.

The pre-matched-filtered SNR for Transmission 2~3.2
km! was 30 dB. This was computed using Fig. 4, looking at
the level difference at the end of the transmission (t
;1800 s). After matched-filtering~and losing energy due to
dispersion! the SNR was 40 dB. This was computed using
Fig. 5, by taking the highest early reception, and estimating
the noise as the level before the signal arrives. The direct
path at this range has a peak received level of 145 dBre 1
mPa, the cluster of arrivals with a single bottom bounce have
levels near 133re 1 mPa, and the second bottom bounce
paths have levels near 130 dBre 1 mPa. This indicates ap-
proximately a 3 dB perbounce attenuation in the sediment,
which is clearly a strongly reflecting sediment at high-angles.

The Doppler is related to the horizontal component of
the acoustic velocity vector and as such is different for each
arriving ray ~due to the vertical angle of the ray!. Thus, a
simple approach using the Doppler of an arriving ray on a

single phone can be used to determine the propagation angle
of a wavefront, according to Eq.~1!:

vDoppler5vboatcosu ray,

u ray5cos21S vDoppler

vboat
D , ~1!

wherevDoppler is the observed Doppler shift,vboat is the drift
motion ~horizontal component! and u ray is the angle of the
wavefront with the horizontal. The Doppler of the three
bundles of arrivals are 0.101, 0.083 and 0.035 m/s. This cor-
responds, using Eq.~1!, to angles of 18°, 35° and 70°,
matching those expected for the direct path, the first bottom
bounce, and the second bottom bounce.

Transmission 4 was recorded at a range of 25.2 km. The
SNR before matched filtering was 10–15 dB with a 75 Hz
received level on the order of 125 dBre 1 mPa. The pro-
cessed Transmission 4~25.2 km! is shown in Fig. 6. The
SNR after matched filtering is 25 dB. The single bottom
bounce path is clearly visible at 17.7 s and a level of 135 dB
re 1 mPa. Multiple bottom bounce paths are also visible.

Transmission 6 was recorded at a range of 50.2 km. The
75 Hz received level was on the order of 115 dBre 1 mPa.
The SNR before matched-filtering was less than 5 dB. The
Doppler search and matched-filter response is shown in Fig.
7. Clearlym-sequence processing~with a 4-period average!
is required to extract the signal at this range. The direct path
arrival is visible at 40.8 s with a peak level of 127 dBre 1
mPa. This is weaker~even when considering the range dou-
bling with cylindrical spreading;3 dB) than the single bot-
tom bounce path observed in Transmission 4. This will be
examined more fully in the next section on model–data com-
parisons. The bottom and multiple bottom bounce paths are
visible with each down approximately 10 dB.

IV. DATA–MODEL COMPARISONS

The received signal for Transmission 2, at a range of 3.2
km, is shown in Fig. 8, along with PE predictions for two

FIG. 4. Spectrogram of received signal for Transmission 2, at a range of 3.2
km. The variations in the signal structure are due to coherent interference
and receiver drift.

FIG. 5. The 4 period average of the matched filter response of Transmission
2 at a range of 3.2km. The top panel is the result of the search in Doppler
space. The peak level in Doppler at each time is plotted in the lower panel.
The direct path and surface reflection is visible at 2 s.
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sediment types. The first arrival is split into a direct and a
surface-reflected path. The first order bottom bounce paths
arrive 0.6 to 0.8 s later. The PE simulation captures both of
these paths quite well. The silty-sand sediment~lower panel!
has single bottom bounce paths that are 20 dB lower than
observed or modeled with the exposed basalt sediment. The
structure of the bottom bounces is not well resolved by the
PE modeling indicating a mismatch in the bathymetry, the
geo-acoustics, or the approximations that shear and rough-
ness can be neglected.

The comparison of the measured and predicted impulse
response at 25.2 km is shown in Fig. 9. Both the soft and
hard sediment geo-acoustic PE computations have a travel
time for the fastest path of 17 s, whereas the data has a
minimum travel time of 17.7 s. This is a significant differ-
ence. This would correspond to an error in the receiver po-
sition of at least 1 km. Without a full water column array and

the ability to find other acoustic paths, it is difficult to diag-
nose whether the cause of this error is location error or mis-
match in the propagation modeling. The silty-sediment has
only one clear arrival, and this is clearly not well matched to
the data. The time-spread and the levels of the PE simulation
using the basalt sediment matches the measured data well.

Finally, the measured and modeled arrival structure for
Transmission 6~50.2 km! is shown in Fig. 10. At this range
the direct path is most clearly visible. The presence of a
single purely refracted path arrival, at a level of 128 dBre 1
mPa and a time of 40.8 s, is well matched by the PE model
using both geo-acoustic assumptions. This is to be expected
because of the lack of dependence on the way the sediment is
handled in the modeling. Again, the silty-sand sediment pre-
dicts only one arrival where in the data and basalt model 3–4
are clearly seen. For this reception, the PE model with a

FIG. 6. The 4 period average of the matched filter response of Transmission
4 at a range of 25.2 km. The top panel is the result of the search in Doppler
space. The first arrival is identified as the single bottom bounce path with a
received level of 135 dBre 1 mPa.

FIG. 7. The 4 period average of the matched filter response of Transmission
6 at a range of 50.2km. The top panel is the result of the search in Doppler
space. The first path is identified as the purely refracted path with a level of
127 dB re 1 mPa.

FIG. 8. Model–data comparison for Transmission 2 at a range of 3.2 km.
The top panel is the PE simulation with exposed basalt~dark! against the
measured data~gray!. The lower panel is the PE with a silty sand cover
~dark! against the measured data~gray!.

FIG. 9. A comparison of data with simulations for Transmission 4 at a range
of 25.2 km. This is the location of the upper turning point of the first bottom
bounce. The top panel is the PE simulation with exposed basalt~dark!
against the measured data~gray!. The lower panel is the PE with a silty-sand
cover ~dark! against the measured data~gray!.
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basalt basement reproduces the structure of the first bottom
bounce very well. This further validates the timing, the cali-
bration and the interpretation of each path based upon PE
modeling.

V. CONCLUSION

The effects of interaction with the seafloor on long-
range acoustic transmissions from a bottom-mounted source
have been investigated. The approach has been a combina-
tion of long-range acoustic propagation measurements~the
NPAL experiment!, near-source computational acoustic mod-
eling and measurements of transmissions near the source. It
was found that the bottom bounce path has comparable~even
as much as 8 dB more! energy to the direct path. This energy
arrives roughly 0.5 s later than the direct path when the
sound enters deep water. Comparisons of broadband PE
computations with the measurements show qualitative agree-
ment, although the full geo-acoustic inversion has not been
completed. The geo-acoustic parameters used in the PE mod-
eling indicate that the seafloor off the island of Kauai is
exposed basalt and not thick soft sediment.

The apparent discrepancy between predicted~using PE
and ray models! arrival times and those measured at ranges
of over 3000 km motivated this work. Any form of source
timing error was ruled out by direct acoustic measurements
over the source. The results presented here are extended to
the effects of seafloor interaction along the entire path from
the source to the 2-D NPAL receiver in Veraet al.11

This analysis was hindered in two respects. Experimen-
tally the lack of accurate array element location~AEL!, as
well as the limited aperture and deployment depths, were
issues. To address this issue, the Basin Acoustic Seamount
Scattering Experiment~BASSEX! is planned for the fall of
2004. This test will be a substantially more thorough inves-
tigation of the near-source bottom interaction than the KNST.
The Office of Naval Research Five Octave Research Array
~FORA! will be deployed, permitting both horizontal and

vertical measurements to be taken with dense sampling on a
200 m-aperture array. The second hindrance was the lack of
roughness and shear in the acoustic modeling. For this lim-
ited dataset it is unlikely that these effects could be experi-
mentally isolated and well understood. To accurately model
these effects a modeling approach using both the Range-
Dependent OASES12 model and the RAM-S5 ~with shear!
model will be used. The combination of higher precision
propagation modeling and direct measurement at a variety of
ranges will provide us with the opportunity to fully investi-
gate the complex interaction of sound with the seafloor as it
propagates from shallow water to deep water. This issue is
important in the understanding of source excitation for long-
range ocean acoustic tomography, as well as the structure of
ambient noise in the deep ocean basins.
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We examine statistical and directional properties of the ambient noise in the 10–100 Hz frequency
band from the NPAL array. Marginal probability densities are estimated as well as mean square
levels, skewness and kurtoses in third octave bands. The kurotoses are markedly different from
Gaussian except when only distant shipping is present. Extremal levels reached;150 dB re 1m Pa,
suggesting levels 60dB greater than the mean ambient were common in the NPAL data sets.
Generally, these were passing ships. We select four examples: i! quiescent noise, ii! nearby shipping,
iii ! whale vocalizations and iv! a micro earthquake for the vertical directional properties of the
NPAL noise since they are representative of the phenomena encountered. We find there is modest
broadband coherence for most of these cases in their occupancy band across the NPAL aperture.
Narrowband coherence analysis from VLA to VLA was not successful due to ambiguities. Examples
of localizing sources based upon this coherence are included. kw diagrams allow us to use data
above the vertical aliasing frequency. Ducted propagation for both the quiescent and micro
earthquake~T phase! are identified and the arrival angles of nearby shipping and whale
vocalizations. MFP localizations were modestly successful for nearby sources, but long range ones
could not be identified, most likely because of signal mismatch in the MFP replica. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1855035#

PACS numbers: 43.30.Bp, 43.30.Pc, 43.60.Pt, 43.60.Rw@AIT # Pages: 1643–1665

I. INTRODUCTION

Studies of the statistics and vertical directionality prop-
erties of low-frequency ambient noise, which for the pur-
poses of this paper are defined to be in the recording band of
the NPAL arrays of 10–100 Hz, are unusual, especially in
the vertical dimension. In fact, measurements for the vertical
apertures of 700–1400 m and horizontal apertures of 3600 m
are not available in either the unclassified~and classified!
literature. In just the horizontal dimension we have array
data from the Navy SOSUS~Sound Surveillance Underwater
System!, towed arrays such as the SURTASS~Surface
Towed Array Sound System!, and the TB-29~a long array
towed by submarines!, but their classified nature has a lim-
ited publication; moreover, their lengths are short compared
to the NPAL horizontal extent. Notable exceptions to this are
the papers by Curtiset al., and Andrewet al., which summa-
rize single sensor data from many of the Pacific SOSUS
arrays within the limits of Navy classification guidelines.1,2

Historically, there has been a lot of interest in the verti-
cal structure of ambient noise, especially in the deep ocean.
Urick has an excellent summary of most of the work done

prior to 1966.3 Chapter 7 of Urick here is especially relevant.
The earliest measurements of vertical directionality cited by
Urick were done in 1965 by Axelrodet al.,4 wherein the
lowest frequency reported was 112 Hz, which is higher than
the band of the NPAL arrays. There have also been a very
large number of publications on the role of bubbles. These
analyses, however, also concern frequency bands much
higher than those being considered here.

Low-frequency, vertical directionality data are scarce,
primarily because of the large apertures required for spatial
resolution. There are Navy vertical arrays used for both en-
vironmental and operational purposes; however, the sparse
amount of data from these has been published with most as
spectral densities on a sensor by sensor basis.5 In 1982, data
from a 1000 m Vertical Line Array~VLA ! in the Arctic6 and
a 1000 m VLA in the east Pacific, which was a prelude to the
High Gain Initiative~HGI! were acquired. See the discussion
by Mikhalevsky in Baggeroeret al.7 Subsequently, two large
vertical apertures~VLAs! for the HGI itself were deployed,
but results are not available in the open unclassified litera-
ture. The emphasis of these HGI experiments was on
Matched Field Processing, so an extensive noise analysis
was not done on the vertical structure. Nevertheless there has
been a lot done for the horizontal noise structure, e.g., by
Makris and Dyer and Langley.8,9

At low frequencies, analyzing the vertical structure re-
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02543. B. D. Cornuelle, M. A. Dzieciuch, W. H. Munk, and P. F. Worcester
are at Scripps Institution of Oceanography, University of California at San
Diego, La Jolla, CA 92093. B. D. Dushaw, B. M. Howe, J. A. Mercer, and
R. C. Spindel are at the Applied Physics Laboratory, University of Wash-
ington, Seattle, WA 98105.
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quires large vertical apertures. When combined with the
waveguide effects, this requires a resolution of less than 5°,
corresponding to at least an 1800 m array at 10 Hz or a 180
m array at 100 Hz, to account for ducting and noise notch
phenomena. Even these dimensions are not adequate for
identifying a closely spaced multipath according to vertical
angles. At low frequencies the finite aperture, turning point
issues, and wave front curvature for modal separation of
ducted propagation must be addressed.10 A very important
consideration is the equipment. The very long VLAs and the
data recording plus the strum isolation and element position-
ing for hydrophones are major oceanographic deployments
and tricky at best.

Uniformly applicable statements about ambient noise
are risky at best. Probably, the most common model used in
this low-frequency range is a superposition of~i! the surface
noise derived from the Kuperman–Ingenito model because it
incorporates the propagation waveguide,~ii ! monopole and
occasionally dipole point sources generated by Green’s func-
tion propagation codes, and~iii ! sensor white noise, i.e., un-
correlated among sensors.11 These models are limited, nev-
ertheless, by the ubiquitous background level and the use of
simple sources, which does not usually include the real mul-
tipole nature, nearby, discrete shipping contributions, clusters
of marine mammals and other biologics, or earthquakes,
While these model components can be modified to incorpo-
rate them, there are a lot of parameters with which to play for
inverting data to a model. Certainly one reason against pos-
tulating uniformly applicable statements about ambient
ocean noise is because so much depends upon the environ-
ment: shallowversusdeep, lowversushigh frequency, wind/
rain drivenversusshipping dominated, staticversusdynamic
environments, etc. Moreover, much is dominated by the ar-
ray, or lens, which is used to resolve the several noise phe-
nomena. Here, we are concerned with deep water, low-
frequency, mostly shipping or biologically dominated,
dynamic environments. Even with these caveats, we do not
capture all the phenomena and some remain unexplained.
Nevertheless, spectral entropy methods indicate structured
spectra in 83% of the NPAL records for a single channel and
92% with array gain. There are times of quiescent low level
scenarios~10 dB! below the average, but they are not the
norm. While ambient noise data is easily obtained simply by
an in situ measurement, it can be difficult to predict at a
specific time and place since one or several phenomena may
dominate a particular measurement.

The emphasis here is on the observed levels and the
implications for sonar signal processing. We did not have the
observational controls such as weather, sea state, shipping
density, etc. to argue for causal relations to these environ-
mental variables. The volume edited by Carey and
Monahan,12 and the monograph by Kerman13 are good
sources for a general background. In the Carey and Monahan
volume there are several articles of note—Kennedy and
Goodnow,14 who used an array measuring vertical directional
spectra down to 75 Hz, Careyet al.,15 who used a parabolic
equation approach to model wind excited noise, and
Hodgkiss and Fisher,16 who obtained vertical array data at
sites south of NPAL looking at slightly higher frequencies.

All these articles were motivated by wind speed correlates. A
theoretical discussion of the wind-noise dependence was re-
cently published by Oguz,17 while Yang examined the envi-
ronmental impacts on the vertical structure.18 Recently,
Booth et al. have examined vertical noise directionality us-
ing polarization processing, but at frequencies above the
NPAL data.19

The NPAL site was close to shipping, the known transit
lanes of marine mammals, and micro-earthquakes associated
with the North American and Pacific plate boundaries, so
these discrete events were probably more common at the
NPAL site than at others. As previously mentioned we found
the ‘‘quiescent’’ wind noise driven environment unusual in
contrast to specific discrete sources. As a result we have
categorized our data analysis in terms of four types of noise
environments:

~1! ‘‘quiescent’’ environments where there is no clear spec-
tral structure on a single spectrogram;

~2! ‘‘shipping’’ environments where the spectrograms have a
clear indication of nearby shipping and the spectral lines
associated with the machinery;

~3! ‘‘biologic’’ environments where the spectrograms indi-
cate the vocalization ‘‘chirps’’ associated with marine
mammals typically near the NPAL site;

~4! ‘‘micro-earthquake’’ environments where high level tran-
sient events with coda and T phases are found with
micro-earthquakes.

It is useful to provide the reader with a guide to the
several processing algorithms applied to form our conclu-
sions. These are as follows.

~1! Spectral classifications: We first describe a method
for classifying spectral structure based upon signal spectra
entropy. This measurement has the property that flat spectra
in the band maximize the entropy while tonal and high struc-
ture minimize it. This has subjective aspects since the data
can always be ‘‘whitened’’ to modify the entropy. We have
not done this. See Gallager or Pratt20,21 for a complete dis-
cussion of the entropy of a time series or image. The result of
this is four single channel spectra indicative of the four cat-
egories of data dominant at the NPAL site.

~2! Marginal densities and histograms: Virtually all of
the performance predictions for sonar are made, assuming a
background of Gaussian noise. We make the case that in
these discrete environments these are questionable assump-
tions since the single-most common measure of non-
Gaussianity, the kurtosis, is far from Gaussian. The extrem-
als, i.e., the tails of distribution are much too high. This does
not, however, suggest that this measure may be used as a
classification tool, but simply that the tails on a receiver op-
erating characteristic~ROC!, where we want to operate, may
understate false alarms. We also explore an unexpected result
of the dependence of kurtosesversusdepth.

~3! Broadband cross-spectral coherence: One of the out-
standing questions framing the NPAL experiment was the
coherence of the signal from a source near Kauai across the
arrays. We examine both the vertical and horizontal coher-
ence of the four categories of ambient noise. We find surpris-
ingly high levels for the quiescent environment and excep-
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tionally high ones for the discrete ones across the full NPAL
aperture. For sonars this is especially important since the
noise gain~or reduction! is usually where the performance
‘‘dBs’’ are found since the very best signal gain is 0 dB gain
degradation. The multipath structure is clearly identified in
these figures.

~4! k2v spectra: The directionality observed on an ar-
ray is usually summarized in a frequency-azimuth~FRAZ!
display or a frequency wave number, ork2v spectral dis-
tribution. We find well-defined directionality including
ducted power in the quiescent spectra and well-defined di-
rections in the others according to the apparent vertical phase
speed of the signals. We are able to extend thek2v spectra
into the aliased region by noting the continuity from the
unaliased regions and the aliased images at the higher wave
numbers.

~5! Source localization: Vertical arrays can estimate the
range and depth of the source using a number of methods.

The most robust is multipath ranging, while the most sensi-
tive is matched field processing~MFP!. When five VLAs are
used, azimuth can also be measured. We use two approaches
to source localization, one of the ultimate objectives of a
sonar. The wide separation of the VLAs make them work
more as an interferometer than a filled aperture, so we can
use broadband processing for bearing and multipath match-
ing for depth. We also use MFP as a comparison. It is well
known that MFP is quite sensitive to sound velocity profile
~SVP! mismatch, so our expectations for long range localiza-
tions were not high; nevertheless, we do get good compari-
sons between the two methods.

Finally, since this article is one of a series in this volume
on NPAL, all the common experimental details of the NPAL
arrays and system may be found in the accompanying article
by Worcester and Spindel.22 The location is on the continen-
tal shelf off Point Sur, California near a SOSUS array, as
illustrated in the top of Fig. 1. There are four arrays, 20

FIG. 1. Plan view and profile of the
NPAL vertical line arrays~courtesy of
Worcester and Spindel22!.
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channel arrays spanning 400–1000 m, and one 40 channel
array spanning 200–1600 m. The sensor separation in the
vertical is 37.5 m, giving a 20 Hz aliasing vertical frequency.
The horizontal spacing was a minimally redundant array23

with 600 m leading to a 1.2 Hz horizontal aliasing frequency.
The sound speed profile used is also illustrated in Fig. 1.
Clearly, a single profile is not adequate for long range mod-
eling, so much of the NPAL data analysis has used profiles
taken before and at the end of the experiment with archival
information used for interpolations. See Worcester and
Spindel22 for more details.

II. SPECTRAL CLASSIFICATIONS OF THE NPAL
NOISE

Since the noise at the NPAL arrays is selectively domi-
nated by several physical mechanisms, it is appropriate to
illustrate spectra for which one mechanism dominates. One
issue was to classify the structure of the spectra among the
four. We used a spectral entropy approach that was quite
successful in isolating quiescent events into one category and
into the three others. Surely additional work using more so-
phisticated methods of pattern recognition could be done
here and have been done with other datasets, but we do dis-
cuss them here. For simplicity, the spectral entropy is given
by

H„S~ f !…5c11c2E
f min

f max
lnFS~ f !

P Gd f ,

whereP is power in the spectral band given by

P5E
f min

f max
S~ f !d f .

The constantsc1 andc2 depend upon the number of samples.
They are constant for this analysis since all the segments of
the NPAL data are all equal.f min510 Hz andf max5100 Hz
define the spectral analysis region. We found a threshold for
H(S( f ) empirically by examining all the spectra visually,
which led to the best classification choice.~We did not have
a priori training sets as in most pattern recognition prob-
lems.! This led to the conclusion that 0.83% of the 600 data
segments had a spectral structure in which tones or features
were apparent. For a selected number of beamformed seg-
ments 0.92% had a structure that is representative of the
well-known problem that array gain just keeps resolving
weaker events. We think that we never hit the so-called noise
floor or uniform background.

With the 6001NPAL segments, we have chosen four for
discussion purposes to illustrate the four classifications.
These are illustrated in Figs. 2–5. Six plots appear in each of
these figures, containing, from top to bottom, spectra from
VLAs 1 through 6. For each VLA spectrum the channel se-
lected is the ‘‘middle’’ one.24

~1! Quiescent: Fig. 2 shows one of the quieter times in
these data when the level was 10 dB below the average level
for the NPAL experiment.25 While we can still discern some
shipping lines looking horizontally across the figures, these
are most likely very distant and the spectra are quite unre-
markable without any distinguishing features. We believe,
however, that the ‘‘spike’’ in the bottom subplot~VLA6 ! is
real, based upon examining the time series around it in de-

FIG. 2. Quiescent period on the NPAL arrays. Each panel illustrates the spectrogram of the channels noted earlier. The average level is approximately75
re 1 mPa/AHz.
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tail. This phone, one of the deepest of all the deployed sen-
sors, contains many more ‘‘spikes’’ than the other channels.
When one examines adjacent channels they are also present,
but with a much lower amplitude. We might associate this
with ‘‘fish bite’’ a well-known problem for moorings. Over-
all, the NPAL arrays observed signals over a large dynamic

range. Some pressure levels reached 150 dBre 1 mPa, asso-
ciate with shipping, and almost saturate the digitizer.

~2! Shipping: Fig. 3 is indicative of the shipping ob-
served at the NPAL arrays.~The arrays were located where
ships steering southwesterly out of San Francisco would run
quite close to the array.! We can observe a ship transiting

FIG. 3. Ship passing near the NPAL arrays in the band 0–100 Hz. One can observe the moveout as the ship passes VLA 1 to VLA 5–6.

FIG. 4. Whales near the NPAL arrays in the band 0–30 Hz. One can observe the distinctive multitone chirps in each call; moreover, there appear to be two
distinctive calls—one multitone while the other concentrated in a single sweep.
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across the arrays and a continuous spectral lineup of the ma-
chinery lines. Later we use these data to demonstrate MFP on
the NPAL arrays. A careful examination of some of the later
times in the upper channels reveals interference effects. Note
that the time intervals among the peak levels are approxi-
mately 80 and 160 s, which corresponds to a 7.5 m/s or 15 kt
speed if the ship was a course going directly over the NPAL
arrays. The speed would be higher if the track was offset or
not parallel to the array lineup. We attempted to correlate the
time series with the time delay of the acoustic propagation
times across arrays~0.4–2.6 s!, but were not able to do so
consistently on a narrow band basis. This is this discussed in
the section on coherence. The ship is close by and not large.
The proximity is suggested since it fades in and out as it
transits the VLAs, so it must be on the steep part of a trans-
mission loss~TL! curve. Second, the peak spectral levels are
approximately 110 dB and just 20 dB above the ambient
noise level of 90 dB. Allowing 50–60 dB TL for the slant
range to the sensors leads to levels of 160–170 dB, which is
not an especially high source level.

~3! Whale vocalizations: Fig. 4 illustrates whale vocal-
izations. Whale calls, characterized by chirps~most with har-
monics!, are present in 50%–75% of the NPAL data. Most
are centered near 16–20 Hz, suggesting that the source is
finback whales; however, there are occasions when they are
in the 25–45 Hz band. See Curtiset al.1 for a more complete
discussion on species identification. It turns out that these
calls are exceptionally coherent, leading to excellent beam-
forming results. While straightforward to do, we have not
attempted any pulse compression of the chirps, for example,
using one pulse as a replica and then pulse compressing
~matched filtering! earlier and subsequent chirps.

~4! Micro-earthquakes: The NPAL site is quite close to

the plate boundary separating the North American and the
Pacific plates. It should not be surprising that we observed
many earthquakes during our observations. Figure 5 illus-
trates two of these microseisms. We did not attempt to beam-
form them or make an azimuth estimation since the conical
angles and the high ambiguities introduced by such a sparse
horizontal array lead to very ambiguous results.

III. MARGINAL DENSITIES AND HISTOGRAMS

In this section we summarize the estimated statistics for
single point measurements on the NPAL arrays. Figure 6 is a
composite of time series from year day 197 to 343 of the
power in dB for middle sensors of each VLA.

Table I summarizes the spectral densities in roughly oc-
tave bands plus the composite over the full band. The nor-
malized standard deviation of each measurement is

s51/Acw* B* 1200,

where cw is the window factor~3/8! for the Hanning one
used, andB is the processing bandwidth for each of the
bands 10, 20, 40, and 90 Hz, respectively, and the 1000 sec is
the time duration of an NPAL segment of data. These are
approximately consistent with the data from Hodgkiss and
Fisher,16 once their units from perdegree levels are converted
to an integrated level. The tabulated data are also close to the
89 dB measured at 57 Hz during the Heard Island Feasibility
Test.26

There is a lot of interest in peak pressure levels naturally
occurring in the ocean at low frequencies whether from
ships, earthquakes, or marine mammals because of the con-
cern of the impact of anthropogenic noise from marine life.
Table II summarizes the peak pressure levels observed. The

FIG. 5. One of many earthquakes observed in the band 0–30 Hz.
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full band has the highest level and indicates that 138–150 dB
re 1 mPa were observed. The upcoming analysis of the kur-
toses suggest that these were not rare events.

The assumption of Gaussian processes is embedded in
most of sonar signal processing, e.g., see Urick or Van
Trees.3,27 Since the NPAL data are extensive and recorded

with well-calibrated sensors that have proven to be quite re-
liable for several deployments since the Acoustic Thermom-
etry of Ocean Climate~ATOC! experiment, we took the op-
portunity to check this assumption by measuring the
kurtoses, one of the simplest indications of non-Gaussianity.
If a real process is Gaussian, its kurtosis is 3.28 ~For complex
data such as spectra the kurtosis is 2 if Gaussian.! If it is

FIG. 6. Mean sound pressure level versus yearday, 6 VLAs on the mid-depth phones. Spectral densities are given in Table I.

TABLE I. Average spectral densities in approximately third octave bands
for the three depths in the NPAL array~deepest to shallowest; see the text
for depths of sensors!.

Mean spectral densities~DB! re 1 mPa/AHz

10–20 Hz band
Channel VLA1 VLA2 VLA3 VLA4 VLA5 VLA6
CH1 88.5 89.2 88.4 88.5 88.1 88.5
CH10 88.7 88.8 88.8 88.4 88.5 88.8
CH19 92.4 90.3 90.3 91.7 88.6 89.3

20–40 Hz band
CH1 90.5 90.7 90.5 90.5 90.3 90.6
CH10 90.7 90.8 90.8 90.4 90.5 90.7
CH19 91.2 90.9 90.7 91.0 90.6 90.7

40–100 Hz band
CH1 87.4 87.1 87.1 87.0 86.7 86.4
CH10 87.4 87.5 87.6 87.2 87.1 87.6
CH19 87.6 87.6 87.5 87.2 87.4 87.7

Broadband: 10–100 Hz
CH1 86.7 88.3 88.3 88.3 88.0 88.6
CH10 85.8 88.8 88.8 88.4 88.4 88.7
CH19 89.1 89.0 89.0 89.4 88.6 88.9

TABLE II. Peak pressure levels for all the NPAL three channels on all the
NPAL time series in four bands.

Maximum Levelsre 1 mPa

10–20 Hz band
Channel VLA1 VLA2 VLA3 VLA4 VLA5 VLA6
CH1 142.5 140.8 143.1 141.8 141.1 141.5
CH10 142.3 144.5 145.8 143.0 139.9 147.9
CH19 140.8 142.7 142.5 145.7 140.8 141.4

20–40 Hz band
CH1 145.6 143.2 145.4 140.4 144.3 141.6
CH10 147.0 142.5 139.7 138.5 146.7 150.0
CH19 149.1 145.3 146.5 148.7 135.3 139.4

40–100 Hz band
CH1 150.6 148.9 147.5 145.3 143.8 145.2
CH10 150.8 149.8 149.1 146.4 145.8 151.6
CH19 149.6 150.4 150.6 150.8 145.2 148.0

Broadband: 10–100 Hz
CH1 150.9 149.4 149.5 145.7 149.0 145.8
CH10 151.9 150.3 148.7 146.8 151.1 140.0
CH19 141.0 141.3 152.3 152.1 145.3 147.8
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FIG. 7. Histogram of data on VLA-6, Channels 10 and 19 during the ‘‘quiescent’’ time of Fig. 2. Note the large number of extremals on Channel 19.

FIG. 8. Histogram of data on VLA-6, Channels 10 and 19 during the ‘‘nearby shipping’’ time of Fig. 3.
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higher, the probability distribution is ‘‘wider’’ than a Gauss-
ian, i.e., there are more frequent higher levels on the tail of
the distribution and these are the extremals that are of con-
cern and also impact false alarm estimates. Many non-
Gaussian and bispectra algorithms exploit this, e.g., for ma-
chinery lines for shipping. The results are a bit perplexing
and are discussed below.

Figure 7 illustrates the histograms for the ‘‘quiescent’’
spectra of Fig. 2 using the middle and lower channels~Chan-
nels 10 and 19! on VLA-6, corresponding to water depths of
1200 and 1530 m. We display the corresponding histograms
in the same four frequency bands as Table I. For this there
are 60 000 data points, partitioned into 301 bins, with each
binwidth equivalent to 2000mPa. Note: The vertical axis is
in units of 10 log 10~the number of ‘‘hits’’ in a bin!. ~This
can be confusing when applying 68% for 1 sigma and 95%
for 2 sigma estimates of area.! The orange line is a zero
mean log of a Gaussian distribution with the estimated vari-
ance, and the horizontal coordinate is the bin number divided
by 10 000. The asterisks correspond to one, two, and three
sigma points of a Gaussian distribution. The log scale on the
vertical axis was used to accommodate the wide dynamic
range at extremal and unusual levels.

We note that the shallower channel~Channel 10! is for
all practical purposes well modeled with the Gaussian fit.
The kurtoses are nearly equal to three and the fits almost
overprint the data. On the lower phone~Channel 19! of the
same data set and on the same array, the Gaussian model
clearly has problems. The lowest-frequency band has an ex-
tremely high level with a significantly wider distribution and
a corresponding high kurtosis. Skipping to the third band, the
fit is better, but the extremal levels are still much too fre-
quent. Recall that with the Gaussian model, bin occupancy
decreases exponentially with a quadratic rate, so such high
level events should be extremely rare.

The same histogram analysis and Gaussian fitting done
on the ‘‘nearby shipping’’ spectra of Fig. 3 are shown in Fig.
8. Much work has been done on exploiting non-Gaussianity
to identify ships and possibly for target classification in
ASW. The lower-frequency band is closest to Gaussian with
kurtoses near four. As we move up in the frequency toward
the traditional shipping bands, both the levels increase since
we use a constant bin width and the kurtoses do as well.
Here, the differences between the two channels is less evi-
dent, suggesting that the incident shipping signal dominates.

The histogram for the ‘‘whale’’ example illustrated in
Fig. 9 clearly shows the impact of the vocalizations. In the
band of vocalization the histogram is definitively non-
Gaussian with a very large number of points at modest ex-
tremal levels. As we move up toward the bands where there
is a low vocalization content, the Gaussian fit is quite rea-
sonable. Again, there are many more extremal levels for the
deeper channel.

Finally, the histogram and probability density for the
‘‘earthquake’’ signal in Fig. 5 are indicated in Fig. 10. The
data show non-Gaussian behavior within the bands where
most of the earthquake energy is concentrated, but close to
Gaussian at the higher bands, where it has little energy. With-
out more analysis it is hard to suggest a good probability

model, but all statistical tests would certainly reject the
Gaussian model for all bands. At very low frequencies it is
often argued that these micro-earthquakes, whose number
increases inversely by ten times the magnitude, lead to a
superimposition of a large number of ‘‘events’’ in the data
and lead to Gaussian datavia the central limit theorem.~The
central limit theorem asserts that the probability density of a
sum approaches a Gaussian as the number of events in-
creases if no one term in the sum remains dominant. The
book by Doob is one of the well-known texts for the central
limit theorem for random processes.29

A summary of kurtosis behavior for the three selected
channels of the NPAL array for the broadband case~10–90
Hz! statistics is given in Fig. 11. Each of the six subplots
gives the number VLA segments with a kurtosis less than the
level, i.e., it is cumulative. The red is for the upper channel,
the blue for the middle, and green for the deep channel. The
black horizontal line is at a level of 3, the nominal value for
a Gaussian process. The plots are for the entire NPAL en-
semble. The horizontal axis is the number of segments. Ex-
amining each subplot we observe that for VLA-1~upper
left!, there are very few data segments with low values, sug-
gesting that almost all the data have extremals sometimes
significantly larger than a Gaussian model. Both midwater
channels almost overlap, but the deep channel has roughly
one-sixth of its segments with kurtoses larger than 6, which
is a very significant departure from Gaussianity. We can fol-
low similar trends for the other VLAs~VLA-2 is the upper
right!; however, for the deepest of all the channels, VLA-6,
the kurtoses now separate with depth with an increasing level
as a function of depth. Finally, the mean and skewness of the
data were close to zero for all the segments. The data acqui-
sition equipment removes the mean because of a high pass
filter at 10 Hz and the skewness near zero suggests no sig-
nificant asymmetry in the sign of the data.

There is no evident explanation for this behaviorversus
depth. Again, the NPAL arrays and data recording have been
used on many deployments and have been reliable. The data
has a lot of scrutiny, so it is hard to assign the problem to the
data acquisition equipment.Conjecturesinclude the follow-
ing: ~i! Since the ‘‘quiescent’’ data were close to Gaussian,
the sources for the other three categories may couple better
to the deep sections of the arrays.~ii ! ‘‘Fish bites’’ may be
concentrated at the depth; however, the time series are not
impulsive, which would suggest this.~iii ! The line beneath
the hydrophones may be exciting strumming, but the spectra
on the deep sensors do not contain any more very low-
frequency harmonic tonals characteristic of strumming.

IV. BROADBAND SPECTRAL COHERENCE

The covariance matrix across an array is the most im-
portant quantity in determining array gain and the ability of
an array processing algorithm to reject noise interference.
There are several models in the literature for the spectral
covariance matrix, which describes the cross-spectra be-
tween two points separated byDx. Historically, the spectral
covariance model for blackbody radiation, or three-
dimensional~3D! isotropic noise, is often used, and this
given by30
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FIG. 9. Histogram of data on VLA-6, Channels 10 and 19 during the ‘‘whale’’ time of Fig. 4. Note the very non-Gaussian histogram in the vocalization band.

FIG. 10. Histogram of data on VLA-6, Channels 10 and 19 during the ‘‘earthquake event’’ of Fig. 5. Note the very non-Gaussian distribution in the
lower-frequency bands occupied by the signal.
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Sn~ f ,Dx!5sincS 2p

l
uDxu D , ~1!

whereDx is the separation,f the frequency, andl the corre-
sponding free space wavelength. Note the dependence on the
absolute value of the separation;Dx implies the isotropic
dependence. This model predicts the correlation to zero es-
sentially among the VLAs, and a decaying oscillatory func-
tion over a scale ofl vertically on each array. This depen-
dence can be seen in the quiescent segments as well as in
spectral regions not populated by shipping or whales. Nev-
ertheless, even in the quiescent segments array gain reveals a
large horizontal extent of the covariance. Extensions to this
model may be found in Cox31, and Baggeroer32. ~A more
readily available version of this may be found in the recent
text by Van Trees.23 Both of these approaches specify an
angular distribution on a sphere of radius 2p/l and then uses
spherical harmonic expansions for the correlation. Other ex-
pansions, e.g., Cron and Sherman, use a cosn(u) model,
where u is the angle off grazing.33,3 All the above are for
deep water environments. Recently, the Kuperman–Ingenito
model,10 which can be used at all frequencies and water
depths, has been used extensively. We should also note that
spatial covariance functions for acoustic data are often simi-
lar to the sinc function since the propagating components of
the spatial data are strictly bandlimited in wave numbers, i.e.,
uku,2p/l.

V. SENSOR CROSS-CORRELATIONS

One of the objectives of the NPAL experiment is to de-
termine the coherence properties for signals received from a
NPAL source off Hawaii. In this paper we examine the co-
herence from the noise sources typically present near the
NPAL array. There is a very practical concern for noise co-
herence matricesversusthose for a signal. The maximum
signal gain with perfect coherence is unity, so the signal
issue in a signal-to-noise ratio~SNR! calculation is how
closely we can achieve this. Generally, signal gain degrada-
tions, or coherence loss, cannot be less than25 dB without
significant focusing loss and spreading into other wave num-
bers, leaving a blur across all angles in a bearing-time re-
corder~BTR! display. The array gain indicates the reduction
of the noise level and the noise coherence matrix determines
how much gain can be achieved against a noise field. For
noise uncorrelated among a sensor, this 10 log@N#, where@N#
is the number of sensors; however, coherence among the
sensors leads to higher array noise gains and signal-to-noise
ratios that is of significant practical interest in predicting the
sonar system performance. Since array gain calculations are
complicated and more an issue for array processing, we refer
to Refs. 23 and 34.

For the measurements below, Figures 13–16 indicate the
analysis to measure the cross-coherences among the sensors
for the four NPAL segments being discussed. We emphasize
that the steps are the same as used in standard cross-
correlation processing used for sonars:

FIG. 11. The summary of kurtoses behavior on three channels of each of the VLAs. Note that the deepest channels on all arrays have higher levels. In
addition, the two shallower channels on all arrays except VLA-6 overlap each other, whereas on VLA-6 they do not.
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~1! Each channel was Fourier transformed with a Hanning
tapered FFT with a duration of 200 s;

~2! The transforms at each frequency are cross-correlated for
the elements of theN3N spectral cross-coherence ma-
trix according to

r i j ~ f :B!5
Xi~ f !Xj* ~ f !

A( f ,BuXi~ f !u2( f ,BuXj~ f !u2
,

whereB is the frequency band processed.
Each NPAL data segment is 1200 s long, leading to 11

measurements when 50% overlapping is used, and these are
averaged.

Each spectral cross-coherence element is inverse trans-
formed back to the time domain, orr ( i , j )(t:B), wheret is
the lag, and the :B notation indicates that the result is spe-
cific to the bandB. ~There is a bit of duplicity in the use ofr
in both the frequency and delay domain; nevertheless, the
symbol is the standard notation for a coherence value.! Array
processing algorithms work in the frequency domain, but
here the results are best viewed in the time domain where we
can capture the correlation as a function of delay. This indi-
cates the coherence among the various multipath components
of the signal. Note that the denominator term simply guaran-
tees unity coherence wheni 5 j , i.e., the same sensor, with
zero time lag.

In this section we want to capture the cross-coherence
among all the sensors for a specific reference sensor, or one
row of the matrix, or fixedi; moreover, we wish to capture
this in a single figure so all the coherence on all the VLAs
can be compared. Before considering each case it is useful to
discuss the display format. The format is indicated in Fig. 12.

The displays are the cross-coherence of sensori with sensor
j 51, N organized by the VLA channel number on the hori-
zontal axis and lag delayt on the vertical. To interpret them
we need to explain the NPAL data storage format. Each sen-
sor is given a number, with the shallowest one on VLA-1
being number 1, and these are rasters lines 1–20 on the left
with the coherence amplitude in dB encoded according to the
color bar. The next 20 vertical rasters, 21–40, correspond to
sensors 1 on VLA-2. The 41st raster starts with VLA-3 for
the next 20 rasters. This continues until VLA-5, which starts
with the 81st raster. The VLAs 5 and 6 represent the large 40
sensor array, so they have been aligned such that rasters 81–
120 represent the 40 elements in this VLA array. A vertical
grid of five red lines has been superimposed on the cross-
coherence figures to aid in discerning the location of the
coherence data among the six VLAs. All of the array data
have been corrected for the accumulated clock offsets since
they record time asynchronously. Since this is a coherence
matrix, the peak level is unity~0 dB! on the reference sensor
i for all the coherence plots.

We selected the reference channel to be the uppermost
channel on VLA 6, at a mid array depth of 900 m and all
delays are relative to this channel. This leads to the maxi-
mum horizontal separation for the coherence measurements.
Since these are coherence plots, the color for the reference
channel is 1 at zero delay is always red. There are roughly
cwBT effective degrees of freedom, where againcw is again
the Hanning window factor,T5100 or 200, depending on
the time duration andB is the bandwidth, 10 for the first
band and 2 for the last three. The levels are carried to225
dB to accommodate the wide dynamic range of the
measurements.35 @The degrees of freedom~dof’s! can be

FIG. 12. Format for broadband cross-correlation among
VLA sensor figures.
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used to estimate the confidence intervals. Here the dof’s
range from 375 to 7500.#

A. Quiescent cross correlations

Figure 13 illustrates cross-correlation results for the

‘‘quiet’’ data of Fig. 2. The correlations are most evident as
nearly horizontal ‘‘stripes’’ in each VLA band of the figure.
The vertical red line indicating the division of the VLAs is
adjacent to the raster of the reference channel, to the bottom
sensor in VLA-6. If we ‘‘expand’’ this raster and the adjacent

FIG. 14. Cross-correlations by frequency band for the nearby shipping of Fig. 3.

FIG. 13. Cross-correlations by the frequency band for the quiescent spectra of Fig. 2.
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one to the left and right corresponding to VLA-5 with the
sensors below and above the reference in the sensor in the
10–20 Hz frequency band~upper left!, the result of convolv-
ing the ‘‘sinc(2p f uDxu/c)’’ spatial correlation with the effec-
tively bandlimted white noise for the time–space coherence
can be detected on these rasters. There should be significant
coherence for approximately just three sensors each way
horizontally, since the separation is 37.5 m and the wave-
length at the center of the band~15 Hz! is 100 m. In the next
band, 20–40 Hz~upper right! we can again observe this, but
for fewer adjacent channels. In addition, we can observe a
hint of coherence with the sensors on VLAs 1–4, suggesting
some ducted signals can now be detected with the processing
gain. This is an even stronger observation, low for the 40–60
Hz band ~lower-left! and for the 60–80 Hz band~lower
right!. The coherence among some multipaths are discernible
even though not visible on the original spectrum. The up-
ward trend, which corresponds to negative delay or an ad-
vance on these panels, indicates that there is a discrete source
north of the NPAL site with the signal advanced as it propa-
gates from north to south. The cross-coherence levels across
the VLAs are relatively low, less than215 dB, so the back-
ground noise dominates the coherences observed.36 ~We dis-
cuss source localization subsequently with some stronger
signals.!

B. Nearby ship noise cross-correlations

The cross-correlation diagram in Fig. 14 for the nearby
ship spectra in Fig. 3 presents useful indications of the co-
herence of rays from such sources. First, the power spectral
densities in Fig. 3 indicate that the ship passes VLA-1 first
and VLA 5/6 last, so the cross-coherences with a reference
sensor in the middle of VLA 5/6 should have negative delays
~advances!, as the signal has been ‘‘launched’’ prior to time
for a window of the reference. The main horizontal stripe for
VLA 5/6 indicates that the signal encounters the top part of
the array first and then the bottom on a downward going ray.
This is reasonable for a shallow source with deeper array.
VLAs 1 and 2 also have signals with the opposite trend
suggestive of a bottom bounce. This can be used for bottom
bounce localization that we discuss later on localization. The
coherences, nevertheless, are relatively low. This can be ex-
plained by Fig. 3, where the 200 s analysis window captures
just one ‘‘loud’’ interval when passing VLAs 1–4 and 5/6,
which indicates that it is passing very near the array. The
level rapidly rises above and falls below the ambient noise so
the ranges are close and on the steep level of the TL curve.
Consequently, when we cross-correlate for the coherence, the
data segments for VLAs 1–4 are below the ambient noise
level for the 200 s analysis section; hence the low levels.

These shipping data example are more complicated to
interpret. First, the oscillations at approximately 0.1 s are
probably ‘‘DEMON’’-like signals, where the propulsion of a
ship is modulating a wideband signal at a frequency interval
of 10 Hz seen on the spectra. The first panel~upper left! is
complicated, reflecting the low level of power in the band.
~There also seems to be a 15 Hz line from another source.
The coherence on VLA 5/6 is strong.~There are standard
‘‘DEMON’’ programs used in the Navy for interpreting such

shipping data with a lot of machinery tonals.! In interpreting
the levels we observe that temporal correlation levels are
relatively strong on the same and adjacent channels; how-
ever, they are modest, below210 dB, on other channels.
This reflects the fact that a 20 sensor VLA has a relatively
low array gain for separating signals by vertical multipath.
The NPAL array is also highly aliased horizontally at 1.2 Hz,
again leading to low coherence estimates in the presence of
other sources. Coherence measurements need to be done at
high signal to noise ratios, especially if the level is high.
While we did not have this in the upper band of 60–80 Hz,
we still are able to see coherence across the full 3600 m
aperture, or approximately for 140 wavelengths.

C. Whale vocalization cross correlations

Results illustrated in Fig. 15 are for the whale vocaliza-
tion spectra in Fig. 4. It is one of the best data segments for
demonstrating high coherence and well-defined multipath
from the low-frequency band. Also, the sources are more
distant than the ship and so lead to nearly constant TL to the
VLAs. The coherence in the 10–20 Hz band~upper left! is
very high, .210 dB among the sensors for the VLA 5/6
array, and there is well-defined coherence across VLAs 1–4,
the full extent of the NPAL array. The multipaths are well
delineated, indicating both up and down paths at the arrays
by the ‘‘x’’ pattern. The general trend toward positive delays
indicates that the whale vocalizations are north of the array,
arriving at the most southerly sensors early. In addition to the
whale vocalizations, there is evidence of distant shipping
from the opposite direction in the 40–60 Hz and 60–80 Hz
bands, since the well-defined correlated, up/down multipath
can be seen on both VLA 5/6 and VLAs 3 and 4.

D. Earthquake event cross-correlations

The cross-coherences for the earthquake event of Fig. 5
are given in Fig. 16. There is enough energy to dominate the
signals and provide an estimate of the coherence limits
across the array. We note that we used just the section con-
taining the microearthquakes. We observe very high levels,
.27 dB across the full NPAL aperture. In addition, there are
not up/down multipaths, indicated by low slopes for the ar-
ray coherence, which suggest the near-axial propagation T
wave propagation from the south. It is also a faint indication
of a source north of the array in the middle two frequency
bands also with near-axial propagation. It is a bit remarkable
that there is mode coherence in the highest band with the
same structure as the earthquake energy at the lowest; how-
ever, nearby seismic activity can have energy in this band.

VI. VERTICAL DIRECTIONALITY AND kÀv
DIAGRAMS

We examine the vertical directionality by usingk2v
diagrams where wave numberk is the vertical wave number
kz and correspondingly arevertical phase speeds.~We actu-
ally use f, n diagrams withn the wave vector to eliminate
annoying factors of 2p. This method for analyzing noise is
well established for horizontal towed arrays, but less so for
VLAs. This is an approximation because the vertical wave
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number changes as a function of depth-specific frequency,
horizontal ray parameter, and mode, but it does lead to easier
interpretations instead of using an apparent phase speed
across the array. Each VLA is aliased in the vertical at fre-

quencies above 20 Hz. Unaliased broadband waveforms ap-
pear as ‘‘stripes’’ that converge at~0,0! for vertical slowness
~cycles/meter! and frequency~Hz!. Aliased components ap-
pear as replicas, offset from the unaliased stripe. This leads

FIG. 15. Cross-correlations by the frequency band for the nearby whale vocalizations of Fig. 4.

FIG. 16. Cross-correlations by the frequency band for the micro-earthquake of Fig. 5.
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to easier interpretations, especially when extrapolating sig-
nals into the aliased region, where we can observe the con-
tinuity along the slopes of lines corresponding to specific
sources arriving at a vertical angle. The ‘‘true’’ contribution
and the aliased ones are then very easy to sort. In viewing
these diagrams, note that~i! the levels shift among the sev-
eral plots in order to maximize the dynamic range of the
displays, and~ii ! the Minimum Variance Distortionless Filter
~Capon! method was used for the spatial processing at each
frequency.23 We also note the discussion in Baggeroer and
Cox regarding the level bias on these spectral estimates be-
cause of ‘‘snapshot limits’’ of the sample covariance matrices
that are used34 and that the MVDR is a local power estimate
and not a true spectral density, i.e., power per Hz–vertical
wave vector,nz . We defer the reader to the array processing
literature for a complete discussion on MVDR.

There are also several diagonal lines superimposed to
aid the conversion of ‘‘stripes’’ with vertical wave number
and vertical phase speed diagrams to grazing angles. These
are tabulated below:

61480 m/s 690° ~vertical endfire directions!,

62000 m/s 647°,

63500 m/s 625°,

67000 m/s 612°,

` m/s 0° ~broadside direction!.

The general formula is given by

Q590

2cos21S slope „dFreq~Hz/dWave number~nz!…

1480 m/s D .

Lines with a positive slope correspond to power traveling
down the array. The ducted power is concentrated in the
acoustic cone to within 12° degrees of broadside. We note
that these are equivalent to frequency-azimuth~FRAZ! dis-
plays, except that the azimuth is now the vertical.wave vec-
tor component.

A. kÀv directional spectra for quiescent data

Figure 17 illustrates thek2v spectrum for the quiescent
time section of Fig. 2. There is a slight asymmetry, suggest-
ing a slightly wider contribution from ducted signals from
below the array surface. There are also a couple of broad-
band low angle sources at'220° and'30°, which is most

FIG. 17. Frequency wave number spectra for the quiescent spectra of Fig. 2. Note that in spite of the very low levels, there is enough array gain with the
sensors~13 dB! to identify two weak shipping contributions at25000 m/s and13000 m/s, as well as the ducted noise.
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likely above the critical angle for the bottom, but still fairly
distant. ~This is complicated by the sloping bottom at the
site.! There is also a suggestion of an all angle~completely
within the acoustic cone! source of energy around 40 Hz that
does not have an obvious interpretation. Finally, the high
levels from 35–40 Hz at the large absolute wave numberk
values correspond to aliased power of the ducted compo-
nents. Also, note the relatively low peak level of263 dB on
the color bar. This does not correspond to a spectral density
level because of the known problems in the MVDR
estimates.30

B. kÀv directional spectra for nearby shipping

Figure 18 is remarkable because it illustrates the nonsta-
tionary behavior of the nearby ship in Fig. 3. VLA-3 was
used for the analysis. First, note that the levels are 20 dB
higher than the quiescent levels, but still modest for ship-
ping. There are four panels evolving in observation time,
upper left to right on the top and then lower left to right on
the bottom. In the first~upper left! there is a very large stripe
at 22 km/s, or approximately downward at 45°. The depen-
dence with respect to frequency peaks at the tonals observed
in the spectral density. There is also little power below 25

Hz, as suggested by the spectral density. The aliased version
can also be observed starting at 20 Hz, the aliasing fre-
quency. There are also upgoing and downgoing signals and
their aliases at61480 Hz and above 25 Hz suggesting end-
fire noise from the surface then reflecting off the bottom with
more than propagating downward~surface to depth!. ~The
aliased components forming an ‘‘X’’ are easier to observe.!
Note that the color maximum is 85 dB.

The next panel suggests the ship moving away leading
to more horizontal angles consistent with Fig. 3; moreover,
the multiples can be observed as they also move off vertical
incidence; they are just inside the acoustic cone.~Recall
these are vertical arrays, so endfire directions are at61480
m/s. In the next panel~lower left! the direct path from the
ship has disappeared most likely into a shadow zone. In the
lower right, just the bottom bounce multiple~the apparent!
phase speed is positive at 3 km/s. A ray path or parabolic
equation solution using the sound speed profile in Fig. 1
supports these interpretations. There is a very faint sugges-
tion of a second source closer to a ducted path~see the bot-
tom two panels!. Finally, Fig. 19 is a compositek2v spec-
trum based upon the entire record in forming the sample
covariance matrix for the MVDR. This indicates the blurring
caused by the nonstationarity of the environment, which

FIG. 18. Frequency wave number spectra for the shipping traffic interval. There are four intervals, each 200 s long. Note that there are at least two sources
visible ~see the text for discussion!.
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leads to significant problems in ‘‘snapshot-limited’’ adaptive
beamforming for passive sonars. Also note the presence of
whale vocalizations around 16 Hz.

C. kÀv directional spectra for whale vocalization

Figure 20 illustrates thek2v spectra for the whale vo-
calizations in Fig. 4 using VLA 5/6. The nominal peak levels
are 78 dB—lower than a passing ship, but certainly not at the
quiescent levels, and again complicated by the bias issues of
the MVDR algorithm. The dominant contribution is concen-
trated around 16 Hz, as noted before. There are also harmon-
ics at 32 and 48 Hz. There is also power at 39 Hz that is not
a harmonic and possibly another mammal species. The no-
table aspect is that the ‘‘stripes’’ appear to be concentrated at
phase speeds near 7 km/s, which are in the region ducted of
612° nominal propagation. There is virtually no power in
either of the near vertical directions61480 m/s, suggesting
just long range vocalizations.~The array resolution and SVP
knowledge did not permit identification or which ray loop for
ranging.! We have not attempted to use ‘‘invariant’’-based
approaches to date for ranging because of the uncertainty in
the range rate.37 For this data segment it is certainly appro-
priate to note that the vocalizations dominate the ambient

noise, and this was very common in many of the NPAL
segments. There is also ducted power at 12 Hz within the
ducted region suggestive of some distant shipping.

D. kÀv directional spectra for a micro earthquake

Figure 21 indicates the evolution of thek2v spectra for
the two microseisms of Fig. 5. VLA 5/6 was used for the
arrayk2v analysis. Similar to Fig. 18, there are four panels
proceeding from top left to right and then bottom left to
right. The first upper left, corresponding to the first 200 s
appears to be well-known ducted T phase propagation. The
entire high-power level is concentrated in the SOFAR duct of
67 km/s vertical phase speed. There is very little other ex-
cept at 28 Hz, suggesting shipping or mammal vocalizations.
A few of these can be identified, especially examining the
data after the earthquake, but they are difficult to interpret.
The upper right panel still includes the micro-earthquake and
has a similar format. After this, in the lower panels all the
seismic activity has gone. Note that the earthquake bearing
can be determined from Fig. 15 with propagation from south
to north. Figure 22 is a compositek2v spectrum of the
entire 20 min record.

FIG. 19. The superposition of all thek2v of five spectra of the passing ship. Note that the ray paths are more complicated to interpret because of the
changing geometry.
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VII. SOURCE LOCALIZATION

One of the objectives of the noise analysis for the NPAL
program is to determine how well sources can be located.
Most of the effort concentrated on the Kauai source, whereas
here we concentrate on sources of opportunity. Two methods
were used to obtain estimates of the source locations of sig-
nals. The first method uses matched field processing~MFP!
techniques on a narrow band of data from the long, 40 phone
array, VLA 5/6. The second uses broadband correlations
across the VLAs for the direction of arrival~DOA! and then
models the crossing patterns of the multipath such as in Fig.
14, which might be considered a broadband MFP without
precise phase matching. We note that there are many meth-
ods for source localization from the various submarine based
methods to multipath arrival time separation to MFP meth-
ods ranked according to knowledge of the environment re-
quired.

A. Matched field processing approach

The MFP analysis uses just the one array, VLA 3, as
before, because we could not obtain stable phase estimates of
the cross-covariance matrix. This has been a common prob-
lem for MFP using multiple arrays reported in the Santa

Barbara Channel Experiment,38 so only the range of the
source are considered unknowns.~The cause of this problem
has been perplexing because the array localization is usually
accurate to the one-tenth wavelength criteria; however, even
small changes in the intersensor spacing over the long time
needed for a stable estimate may be the cause since this
smears the phase. Specifically, we use the ‘‘nearby ship’’ data
file shown in Fig. 3 and we focused upon finding the position
of the source of the 13 Hz ship line. We employed the OASN
~OASES Ambient Noise! module from the OASES seismoa-
coustic modeling package39 to generate replicas of the acous-
tic field in a 1 Hzband around 13 Hz for possible source
positions on a grid ranging from the surface to 200 m in
depth, and for horizontal ranges from 100 m to 10 km. The
sound speed profile in Fig. 1 is used for the modeling.
Sample covariance matrices are constructed from the data in
the usual way by averaging the outer products of 10 s seg-
ments of data over 50 s intervals. Here 20 such matrices were
formed over the first 1000 s of the file. The replicas were
then combined with these sample covariances to form con-
ventional~replica cross-correlation! and MVDR ~see Sec. V
for comments on MVDR processing! ambiguity functions.40

The conventional processing does not indicate any consis-

FIG. 20. Frequency wave number spectra for the whale spectra of Fig. 4. Note the strong level near 16 Hz and its harmonics plus other sources at 39 Hz,
which is not a harmonic~another species?!. There is also a strong ducted component around 12 Hz suggestive of distant shipping.

1661J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 2, March 2005 Baggeroer et al.: NPAL noise



tency, so we omit it. We show the results of the MVDR
processing in a very compressed form in Fig. 23. Each hori-
zontal stripe in the figure is the MFP outputversusthe range
and depth for each processing interval of 50 s. The vertical
dimension is depth 0–200 m from the surface and the hori-
zontal axis is in the range up to 10 km. The processing in-
terval time also goes from top to bottom, with the start time
for each noted on the right. The entire set of horizontal
stripes indicate the evolution of the processing intervals. At
the beginning, or near the top, a maximum can be seen ini-
tially at about a 4 km range and near the surface. This arrival
approaches the array until its range is less than 1.5 km at
time 301 s, where it seems to fade. Sidelobes appear in the
near-field, which is indicative of replica mismatch until 700
s, where the source reemerges again, focusing near the sur-
face. It reaches a range near 4 km again at 951 s. Despite the
lack of specific environmental data at the time this data was
acquired, a reasonable estimate of the ship’s range, except
when it was close. Moreover, the total 8 km covered in the
1000 s leads to a speed of 16 kt, which is very close to the
speed of 15 kt derived from the epoch times in Fig. 3. A
simultaneous combination of MFP and geoinversion would

most likely improve these results.37 These ambiguity sur-
faces with their prominent sidelobes are fairly typical of
MFP with field data.

B. Bearing and vertical path backpropagation
localization

A second method obtains an estimate of the range and
bearing for the marine mammal chirps that appeared in Fig.
4. It is similar to wave front curvature processing and verti-
cal backpropagation used in ASW. We first compute the
cross-correlation of all sensors at approximately equal depth
on the first five arrays using the sensor on VLA 3 for a
reference. This gives us a set of peaks in delay time for
which we find the minimum mean square fit for range and
bearing. These lead to a range of 662 km, which is charac-
teristic of wave front curvature processing and bearings of
either '230° or 335°, with a slightly higher peak at the
former. ~The latter is due the NPAL arrays begin to appear
nearly as a line array with a cone of uncertainty for sources
distant from the center of the array.!

Using this information to narrow the search, we em-
ployed an eigenray program to compute more accurate travel

FIG. 21. Frequency wave number spectra for a transient generated by a micro-earthquake. Note that all the energy is ducted, typical of T phase propagation
and extends up to 30 Hz. The source of the transient in Secs. II and III at 45 Hz is not known, but it is quite distinct.
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times using the average NPAL sound velocity profile for a
series of ranges and directions near the previous approximate
position estimates. For each source/bearing estimate, we gen-
erated a simple synthetic time series with impulses at eigen-
ray arrival times, and then input these times series to the
same correlation routine used to generate the images seen
above in the format of Fig. 12. These again use the upper-
most channel of VLA 6 as a reference. In Fig. 24 we display
the best fit with a source estimated to be at a 5.8 km range,
and a bearing of 230°. This technique is essentially a more
complicated version of multipath ranging. It offers us a
method to better understand the cross-correlation patterns for
the NPAL data, and to match the synthetic patterns with the
actual correlation pattern to get a best fit.

VIII. CONCLUSIONS

Ambient noise is usually categorized with rather coarse
statistics, e.g. the average level, maximum values, and pos-
sibly variability. In fact, it is rich in many phenomena, so an
observation at one time can change significantly in short
times. In this paper we have concentrated on the low-
frequency vertical coherence and directionality of the NPAL
array deployed near Pt. Sur, CA. There are two important

limits of the array design impacting our observations. First,
the vertical spacing of the array elements sets an aliasing
frequency of 20 Hz for vertical observations. Second, the
array is aliased at 1.2 Hz in the horizontal, so very strong
signals are needed to make unambiguous statements about
ambient signals.~The NPAL source providesa priori infor-
mation regarding signal direction, but absolute level mea-
surements still require strong signals to sort out the sidelobe
contamination issues.!

We make the following observations:

~i! The ambient environment at the NPAL array is domi-
nated by shipping, whales and occasional earth-
quakes. Whales are present in the 16–18 Hz, and the
25–40 Hz bands well over sixty percent of the time
observed. Quiescent spectra were observed only 18%
on a single channel and 8% at a single VLA beam
output using a signal entropy criterion.

~ii ! The analysis of the kurtosis for a simple test of Gaus-
sianity indicates that those spectral bands occupied by
shipping, whales, or earthquakes are significantly
non-Gaussian. Only when the levels are near quies-
cent are the kurtoses close to those for a Gaussian
process.

FIG. 22. Frequency wave number spectra for the entire segment~1200 s! of the micro-earthquake. Note that the ducted, low-frequency energy still dominates;
however, there is also some high-frequency ducted energy as well as some omnidirectional energy at 30 Hz.
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~iii ! The degree of non-Gaussianity as measured by the
kurtoses indicates that the lower hydrophones have
higher levels. This was true on all arrays, but espe-
cially VLA 6, the deepest. The cause of this is not
known, but the highpass filters in the acquisition sys-
tem should eliminate cable strum that typically ap-

pears at low frequencies. In addition, the characteris-
tic high Q and episodic nature of strumming does not
appear to be present.

~iv! Standard broadband cross-coherence analysis reveals
the correlated multipath for all categories of data.
These extended horizontally across the full aperture in

FIG. 23. Results of MFP Minimum Variance localization of 13 Hz tone from a ship passing near the NPAL arrays.

FIG. 24. Beat pattern match for chirp localization: Data~red! superimposed on the model~black!.
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most cases corresponding to 36, 72, 120, and 149
wavelengths for the four frequency bands analyzed.

~v! The k2v spectra on the VLAs can be measured and
indicate the vertical directionality associated with the
several noise sources analyzed. By and large, most of
the vertical spectra at these low frequencies are well
defined with discrete lines, simplifying the interpreta-
tion in the aliased region.

~vi! Localization with matched field methods was prob-
lematic and could be done only at short ranges of less
than 10 km. This is probably the result of sound speed
mismatch to which matched field processing is well
known to be very sensitive. Moreover, stable interar-
ray cross-covariances could not be estimated. This
was probably a combination of the long data durations
required to satisfy the array transit time problem and
small changes in the sensor spacing during a NPAL
data segment.~This has been a problem in a number
of MFP experiments.!

~vii ! Localization by matching the broadband multipath
structure was successful, which lends support to ver-
tical ranging algorithms based upon this approach.
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Eight aerial surveys were flown north of the Hawaiian island of Kauai during 2001 when the North
Pacific Acoustic Laboratory~NPAL! source was not transmitting, and during 2002 and 2003 when
it was. All surveys were performed during the period of peak residency of humpback whales
~Feb–Mar!. During 2002 and 2003, surveys commenced immediately upon cessation of a 24-h cycle
of transmissions. Numbers and distribution of whales observed within 40 km of the NPAL source
during 2001~source off! were compared with those observed during 2002 and 2003~source on!. A
total of 75 sightings was noted during 2001, as compared with 81 and 55 during 2002 and 2003,
respectively. Differences in sighting rates~sightings/km! across years were not statistically
significant. Assessment of distributional changes relied upon comparisons of three measures:~a!
location depths;~b! distance from the NPAL source; and~c! distance offshore. None of the
distributional comparisons revealed statistically significant differences across years. Several
possible interpretations are examined:~a! whales have habituated to the NPAL signal;~b!
insufficient statistical power exists in the present design to detect any effects; and~c! the effects are
short-lived and become undetectable shortly after the cessation of transmissions. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1854475#

PACS numbers: 43.80.Nd, 43.30.Pc, 43.60.Rw@AIT # Pages: 1666–1673

I. INTRODUCTION

The sensory capabilities of marine mammals have
adapted over millions of years to exploit the enhanced prop-
erties of sound propagation in water. They rely on sound for
a variety of functions including detection of predators, detec-
tion of prey, orientation, navigation, and communication with
conspecifics~Tyack and Clark, 2000!.

Considerable attention has been focused over the past
decade on the potential for harm to marine mammals from
exposure to human-made noise. The accumulated body of
literature reveals a variety of responses, ranging from subtle
changes in dive patterns~Frankel and Clark, 2000; Costa
et al., 2003! to clear avoidance responses~Malme et al.,
1983; 1984; 1985! to mass beachings and death~Frantzis,
1998; Balcomb and Claridge, 2001!. The extent of effects
varies depending on the type, frequency, and intensity of the
signal, the duration of exposure, whether the source is fixed
or moving, and the species involved, among other variables
~see the review in Richardsonet al., 1995 and NRC, 2003!.
For baleen whales concern has focused mainly on human-
made sources of low-frequency sound~LFS! ~,1 kHz!, since
much of the sound production of these species falls in that
range~Tyack and Clark, 2000!. In contrast, odontocete spe-
cies~toothed dolphins and whales!, with the likely exception
of sperm whales, are relatively insensitive to LFS, particu-
larly below 100 Hz~Richardsonet al., 1995, p. 209; Au,
Nachtigall, and Pawloski, 1997!.

The Acoustic Thermometry of Ocean Climate~ATOC!
program, which proposed to measure ocean temperature us-

ing LFS transmitters located north of the Hawaiian island of
Kauai and near the Pioneer Seamount off the cost of Califor-
nia ~Munk and Forbes, 1989; ARPA, 1995a, 1995b!, in-
cluded a marine mammal research program~MMRP! to de-
termine what effects, if any, the acoustic transmissions might
have on marine mammals and other marine life. For the
Kauai source, the MMRP focused on endangered humpback
whales as a target species since they:~a! have demonstrated
sensitivities to LFS~Mobley, Herman and Frankel, 1988;
Frankel, Mobley, and Herman, 1995!; ~b! are sufficiently nu-
merous during the winter season to provide reasonable sta-
tistical power for experimental comparisons~Cerchio, 1998;
Mobley, Bauer, and Herman, 1999!; and ~c! offer an exten-
sive history of baseline data with well-established research
methods.

For the Kauai ATOC MMRP, shore station observations
during the first year of the ATOC source transmission~1998!
showed no overt response to the signal for whales within 12
km of the source with received levels of 98–109 dBre: 1
mPa~Frankel and Clark, 2000!. However, small increases in
distances and times between surfacings were found which
correlated with received levels of the sound. Similar re-
sponses were found in an earlier study off the coast of the
island of Hawaii using scaled-amplitude playback of ATOC
signals~Frankel and Clark, 1998!, suggesting that these re-
sponses, although slight, were robust.

Analysis of whale distribution results from the Kauai
shore station data showed no changes in distance offshore or
depths of sighting locations between experimental~source
on! and control~source off! conditions~Frankel and Clark,
2002!. Similarly, there were no differences in sighting ratesa!Electronic mail: jmobley@hawaii.edu
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~whale pods/km2! between experimental and control condi-
tions, suggesting that whales were not leaving the area in
response to the sound. However, there were slight but statis-
tically significant increases in distance from the ATOC
source while transmitting, as well as a slight eastward distri-
butional change. Interpretation of these results was compli-
cated by the fact that more whales were observed closer to
the ATOC source as well as further away during transmis-
sions relative to the control conditions. The authors noted
that these short-term, small-scale behavioral changes were
similar to those seen in the presence of vessels, and con-
cluded that they were not likely of biological significance to
the population.

Calambokidis~1998! performed aerial surveys of marine
mammals in waters surrounding the ATOC source off the

coast of California during both experimental~source on! and
control ~source off! conditions. He found subtle, but statisti-
cally significant, increases in distance from the source during
experimental phases for both humpback and sperm whales.

The Kauai ATOC source ceased transmissions in Octo-
ber, 1999 and remained silent until January, 2002 when
transmissions recommenced as part of the North Pacific
Acoustic Laboratory program~NPAL!. The mission of NPAL
was to extend the earlier thermometry findings of ATOC over
a longer time series to discern ocean-basin scale trends in
temperature. Marine mammal monitoring under the NPAL
program has focused on the use of aerial surveys to detect
medium-to large-scale shifts in population abundance and/or
distribution around the islands of Kauai and Niihau.

The present report summarizes the results of aerial sur-

FIG. 1. Study area survey effort~dotted lines! for
2001–2003 aerial surveys~2001 shown here!. For re-
gion north of Kauai, north–south tracklines were pro-
jected out to a 40-km radius from NPAL source~dia-
mond!. Random longitudinal startpoints were used so
the exact trackline configuration varied on each flight.
The same rules were used to generate tracklines so the
effort was essentially equivalent across years. Inner and
outer bathymetry lines refer to 100 and 1000 fathom
contours, respectively.

TABLE I. Summary of 2001–2003 survey dates.

Survey no.
2001
Date

2002
Date

2003
Date Survey no.

2001
Date

2002
Date

2003
Date

1 11 Feb. 2 Feb. 1 Feb. 5 11 Mar. 10 Mar. 21 Feb.
2 17 Feb. 6 Feb. 5 Feb. 6 17 Mar. 14 Mar. 5 Mar.
3 24 Feb. 18 Feb. 13 Feb. 7 24 Mar. 22 Mar. 17 Mar.
4 3 Mar. 2 Mar. 17 Feb. 8 31 Mar. 30 Mar. 29 Mar.
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veys during a baseline year~2001! when the NPAL source
was not operating, as compared with those from 2002 and
2003 when it was. The mission was to identify and locate all
marine mammals; however, only the results for humpback
whales~representing over 80% of all sightings! are reported
here. Further, this report focuses on sightings within 40 km
of the NPAL source where any effects of exposure were
more likely to be discernible.

II. METHODS

A total of eight weekly surveys of the waters adjoining
the islands of Kauai and Niihau was performed during each
study year ~2001–2003! between 1 Feb. and 31 March
~Table I!. This period coincides with the time of peak resi-
dency of humpback whales based on the results of past sur-
veys~Baker and Herman, 1981; Mobley, Bauer, and Herman,
1999; Mobleyet al., 2001!. Methods were consistent across
all 3 years. Survey protocol was based on distance sampling
theory, which is the standard accepted approach for estimat-
ing abundance of free-ranging animal populations~Buckland
et al., 2001!.

During the 2002 and 2003 seasons, all surveys were
scheduled to coincide with NPAL transmission days. The
NPAL transmissions occurred every fourth day~starting from
1 Jan.! with six 20-min transmissions per day spaced 4 hours
apart. The 20-min transmission included an initial 5-min
ramp-up to full power~broadband source level of 195 dBre:
1 mPa!. We commenced surveying the north shore of Kauai
immediately following a 24-h transmission cycle~ca. 1000
h!. This was done to maximize the potential for detecting any
possible distribution changes in response to the transmis-
sions.

Surveys followed predetermined north–south tracklines
spaced 13 km apart within a 40-km radius of the NPAL
source and 26 km apart throughout the remainder of the area
surveyed~Fig. 1!. For the area north of Kauai, one or two
additional lines spaced 6.5 km apart were added in the im-
mediate vicinity of the NPAL source to permit greater sam-
pling effort in that area. Starting longitudes were randomly
chosen based on distance sampling methodology~Buckland
et al., 2001! so that the exact trackline configuration varied
for each survey.

The survey aircraft was a twin-engine Partenavia~P68!
Observer flying at a speed of 100 knots and an average alti-
tude of 244 m. Two experienced observers made sightings of
all marine mammal species, one on each side of the aircraft.
Sightings were called to a data recorder who noted the spe-
cies sighted, number of individuals, presence or absence of a
calf, angle to the sighting~using hand-held Suunto clinom-
eters!, and any apparent reaction to the aircraft. Additionally,
GPS locations and altitude were automatically recorded onto
a laptop computer at 30-s intervals, as well as manually
whenever a sighting was made. Environmental data~seastate,
glare, and visibility! were manually recorded at the start of
each transect leg and whenever conditions changed. The two
data sources~manual and computer! were later merged into a
single data file.

Sighting positions were calculated trigonometrically
based on the position of the plane at time of sighting as
derived from GPS data, along with the altitude and angle to
the sighting. All sightings included here were within 5 km of
the plane’s position, with 87% at 3 km or less. Although
survey effort included coastal waters surrounding the islands
of Kauai and Niihau~Fig. 1!, only sightings within 40 km of
the NPAL source are summarized here.

For depth information, sighting positions were translated
into GIS format, and correlated with depth data from NOAA
GEODAS dataset~representing depth soundings from ship
surveys 1953 to 2003!. Average distance between whale po-
sitions and depth soundings was 34.1 m.

III. RESULTS

A total of 211 humpback pods, including 366 individual
whales~average pod size51.7 whales!, was observed within
the study area across the 3 years surveyed involving a total
linear effort of 11244 km~Table II!. Peak sightings tended to
occur between 5–17 March~survey #6!, similar to previous
reports for the Hawaiian Islands~Herman and Antinoja,
1977; Baker and Herman, 1981; Bauer, and Herman, 1999!.

As is the case throughout the Hawaiian wintering
grounds~Herman and Antinoja, 1977; Mobleyet al., 2001!,
the majority of humpbacks was observed in the shallow
shelves surrounding the island~Fig. 2!. Although depths of
sighting locations varied widely~range: 28–3936 m! there
was a clear preference for shallower water with a modal
depth of 0–50 m~Fig. 3!.

TABLE II. Summary of whale sightings and effort.

Year
Survey

no.
No.

sightings
Effort
~km!

Sighting rate
~sightings/km!

2001 1 22 399.7 0.055
2 8 544.3 0.015
3 3 509.0 0.006
4 6 510.0 0.012
5 4 521.3 0.008
6 23 508.8 0.045
7 7 483.5 0.014
8 2 480.6 0.004

Totals: 75 3957.2 0.019

2002 1 7 445.0 0.016
2 9 496.0 0.018
3 13 479.6 0.027
4 0 465.5 0.000
5 12 535.8 0.022
6 20 542.7 0.037
7 6 503.2 0.012
8 14 489.3 0.029

Totals: 81 3957.1 0.020

2003 1 9 460.5 0.020
2 11 296.3 0.037
3 2 388.5 0.005
4 5 443.5 0.011
5 8 466.8 0.017
6 15 284.0 0.053
7 2 503.1 0.004
8 3 487.0 0.006

Totals: 55 3329.7 0.017
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A. Effects of seastate

Differences in seastate affect sighting probabilities when
surveying marine mammals~Bucklandet al., 2001!. In thep-
resent study, sighting probability decreased substantially be-

yond a Beaufort seastate of 2~Fig. 4!. The distribution of
seastates varied significantly across years,x2(10)549.75,
p,0.05 ~Fig. 5!. Specifically, there was a greater relative
incidence of higher seastates~i.e., Beaufort 3 and greater!

FIG. 2. Humpback whale sightings during 2001~source off! and 2002–2003~source on!. Sighting locations are indicated by dots. Analyses described here
were limited to 40-km radius~semicircle! around NPAL source~diamond!. Inner and outer bathymetry lines refer to 100 and 1000 fathom contours,
respectively. As shown, humpbacks generally preferred waters within 100 fathoms across all 3 years surveyed.

FIG. 3. Depths of sighting locations—all sightings
combined. Depths of sighting locations varied widely;
however, there was a clear preference for shallower
depths~Note: This was not an artifact of effort since
most effort occurred in depths greater than 1000 m.!
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during 2003, and a greater incidence of lower seastates dur-
ing 2002. Thus, sighting conditions were most favorable dur-
ing 2002 and least favorable during 2003.

B. Relative abundance

A potential effect of the NPAL transmission could be the
displacement of whales from the study area~waters within
40 km of the NPAL source!. To compare relative abundance
across years, numbers of sightings per survey were normal-
ized by linear effort to produce sighting rates~sightings/km!
~Table II!. The highest and lowest sighting rates for 2002 and
2003, respectively, correspond with the seastate differences
for those years~Fig. 5!. However, a comparison of sighting
rates across years showed the differences to be nonsignificant
~Kruskal–Wallis KW3,2450.64,p.0.05).

C. Distribution effects

Another potential effect of the NPAL transmissions
could be changes in normal patterns of distribution from the
baseline year~2001! to those with the NPAL source on~2002
and 2003!. In order to test for such changes, three measures
of distributional change were assessed: changes in depth,
changes in distance from the source, and distance from
shore.

1. Depth differences

The median depth of sighting locations was the same for
2001~source off! and 2002~source on!, but was different for

2003 ~source on! ~Table III!. When all 3 years were com-
pared, the difference in median depths was not statistically
significant (KW3,21151.00,p.0.05). Regarding the distribu-
tion of depths~Fig. 6!, paired source-on vs source-off com-
parisons revealed no statistically significant differences
~2001–2002: Kolmogorov–Smirnov K–S75,8150.08, p
.0.05; 2001–2003: KS75,5550.18,p.0.05).

2. Distance from source

Based on past studies using the ATOC source~Calam-
bokidis, 1998; Frankel and Clark, 2002!, the most likely re-
sponse to NPAL transmission exposure was an increase in
distance from the source itself. The median distances from
the source were greater when the source was operating~2002
and 2003! relative to when it was not~2001! ~Table IV!.
However, a comparison of distances across all 3 years
showed the difference to be statistically nonsignificant
(KW3,21153.11, p.0.05). When the distribution of dis-
tances from the source is compared~Fig. 7!, more whales
were in the furthest distance category when the source was
operating ~2002 and 2003! than when it was not~2001!.
However, paired source-on vs source-off comparisons re-
vealed no statistically significant differences in the distribu-
tion of distances ~2001–2002: K-S75,8150.17, p.0.05;
2001–2003: K-S75,5550.18,p.0.05).

FIG. 4. Sightings and effort by seastate~all years com-
bined!. Seastate influenced sighting probability. Prob-
ability of detection decreased substantially beyond a
seastate of 2.

FIG. 5. Seastate by year. The distribution of seastates
varied significantly across years. Lower seastates and
thus, best sighting conditions, prevailed during the 2002
season. The greater prevalence of higher seastates dur-
ing 2003 implies that sighting conditions were least fa-
vorable during that year.
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3. Distance from shore

It is possible that exposure to the NPAL transmissions
may cause the whales to move further or closer to shore.
Median distances for the transmission years~2002, 2003!
were somewhat further offshore than the median distance for
2001 ~Table IV!. When offshore distances were compared
across years, the differences were not statistically significant
(KS3,21151.65, p.0.05). When the distribution of offshore
distances is compared, whales were found in the midrange
distance categories more often during the transmission years
~Fig. 8!. However, paired source-on vs source-off compari-
sons showed no statistically significant differences in the dis-
tribution of offshore distances~2001–2002: K-S75,8150.16,
p.0.05; 2001–2003: K-S75,5550.20,p.0.05).

D. Statistical power analysis

Particularly when reporting negative results, one must
consider the issue of statistical power, i.e., the likelihood of
detecting an effect if one exists. Ideally, statistical power
should approach 0.80, which implies an 80% likelihood of
detecting an actual effect~Cohen, 1988!. Of all the compari-
sons reported here, we will focus on the statistical power of
two: ~a! changes in relative abundance; and~b! changes in
distance from the source. The former was the chief concern
of the NPAL marine mammal monitoring effort, that whales
might be abandoning formerly preferred habitat. Two previ-
ous studies during ATOC transmissions off Kauai~Frankel
and Clark, 2002! and California~Calambokidis, 1998! found
subtle, but statistically significant, increases in distance from
the source during experimental phases for humpback whales.

The changes in relative abundance across years~Table
II ! presented a small effect size~g50.14! and low power of
0.13. In order to produce the recommended level of statisti-
cal power of 0.80~Cohen, 1988! using eight surveys, sight-
ing rate would have to change by 47%. The latter corre-

sponds to a medium effect size~g50.50!. Thus, the present
schedule of eight surveys is sufficient to detect at least mod-
erate changes in sighting rate.

Changes in distance from the NPAL source for the base-
line year~2001! vs the transmission years~2002, 2003! rep-
resent a low effect size~g50.28! and power of 0.40. In order
to increase power to the recommended level of 0.80, the
average distances would have to increase by an additional
7%, corresponding to a medium effect size~g50.47!. Thus,
the average number of sightings across the three years
sampled (N570) is sufficient to detect at least moderate
changes in distance from the source.

IV. DISCUSSION

The results presented here suggest that exposure to the
NPAL ~formerly ATOC! source during the 2 years sampled
with the source on~2002,2003! did not change the numbers
of whales wintering north of Kauai, nor did it produce any
discernible distributional changes as measured by distance
from the source and from shore, as well as depths of sighting
locations. Given previous reports of increases in distance
from the ATOC source when comparing humpback whale
positions during sound-on and sound-off blocks~Calamboki-
dis, 1998; Frankel and Clark, 2002! as well as other distri-
butional changes~Frankel and Clark, 2002!, one of several
possible interpretations is likely true, either:~a! whales in the
study area have habituated to the sound;~b! the current sur-
vey design had insufficient statistical power to detect the
small levels of distributional change; or~c! distributional
changes may have occurred during transmissions, but were
not sufficiently long-lasting to be detected~Note: surveys
during 2002 and 2003 commenced upon the completion of a
24-h cycle of NPAL transmissions.!

Regarding the habituation hypothesis, little is known
about the habituation of marine mammals to human-made
sound. Watkins~1986! provided evidence of whales habitu-

FIG. 6. Sighting location depths by year. Humpbacks
generally preferred shallower water across all years sur-
veyed. Comparisons between the source off year~2001!
and source on years~2002 and 2003! revealed no sta-
tistically significant differences (p.0.05).

TABLE III. Analysis of depth differences.

Depth of sighting locations~m!:

Year N Median SD KW

2001 75 195 1011 1.00
2002 81 195 928
2003 55 352 923

TABLE IV. Analysis of distances.

Distance from
source~km!:

Distance from
shore~km!:

Year N Median SD KW Year N Median SD KW

2001 75 21.13 9.06 3.11 2001 75 4.58 9.28 1.65
2002 81 25.17 10.40 2002 81 5.21 7.74
2003 55 26.85 10.55 2003 55 5.18 8.71
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ating to the presence of vessels off the coast of Cape Cod
over a 25-year period, with humpback whales showing the
greatest reductions in level of response. Presumably, the
main sensory channel mediating the response of marine
mammals to boats is sound. In the present case, by the time
the NPAL source first transmitted~2002!, many of the same
whales had likely been exposed to the same~ATOC! source
during 2 previous years~1998 and 1999! and may have ha-
bituated to the sound as a result.

The low statistical power hypothesis is supported by the
fact that, for both transmission years~2002, 2003!, the me-
dian distances from the NPAL source and median distances
offshore were remarkably similar and both greater than the
baseline year~2001! ~Table IV!, although the differences
were not statistically significant. Calambokidis~1998! found
statistically significant increases in distance from the Califor-
nia ATOC source for humpbacks and sperm whales based on
substantially larger sample sizes than those reported here
(N5207 humpbacks and 210 sperm whales!, thus affording
greater statistical power. Additionally, the mean distances
from the transmission source in Calambokidis’ study were
much smaller~means of 14–16 km for both species! than
those reported here~Table IV!. This implies that the Califor-
nia whales were exposed to higher received levels of sound
than the whales in this study, since the source levels of both
the California ATOC source and the NPAL source were iden-
tical. As a result, the effect size derived from the Calamboki-
dis results for distance from the source was considerably
larger ~g50.45! than that derived from the present results

~g50.28!. The latter results in a power of 0.40, as opposed to
0.90 for the Calambokidis study. With a larger number of
surveys per year, and hence, greater numbers of sightings, it
is possible that the small differences reported here would be
statistically significant.

The hypothesis that responses to the source are short-
lived is consistent with the conclusions of Frankel and Clark
~2002!. The authors noted that ‘‘these subtle, short-term@dis-
tributional# effects are apparently not large enough to alter
the abundance and large-scale distribution of humpbacks off
Kauai’’ ~p. 660!. They also noted the similarity of these re-
sponses to those seen in the presence of vessels~e.g., Bauer,
1986! where normal behavior typically resumes upon pass-
ing of the vessel. It may be that following the 24-h cycle of
NPAL transmissions, any changes in distribution quickly re-
turn to baseline levels.

Regardless of which interpretation is true, it appears safe
to say that after 4 years of exposure to ATOC/NPAL trans-
missions~i.e., 1998, 1999, 2002, and 2003! the humpback
whales continue to return to their wintering grounds north of
Kauai and show little changes in normal patterns of distribu-
tion. The current regime of eight surveys per year appears
sufficient to detect changes in relative abundance and distri-
bution of at least moderate effect size and has the additional
advantage of monitoring much larger areas than shore-based
observation~ca. 4000 km2 for the present surveys vs 55.5
km2 described by Frankel and Clark, 2000, 2002!. Current
plans call for continuing the marine mammal monitoring sur-
veys for the remaining years of transmission.

FIG. 7. Distance from source. More humpbacks occu-
pied the furthest distance category~35–40 km! during
2002 and 2003 when the NPAL source was transmit-
ting. However, comparisons between the sound-on
years ~2002 and 2003! with the control year~2001!
showed no statistically significant differences (p
.0.05).

FIG. 8. Distance from shore. Humpbacks were seen
slightly further from shore during 2002 and 2003 when
the NPAL source was on, relative to 2001 when it was
not. However, the differences were not statistically sig-
nificant (p.0.05).
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